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Preface 

The IEEE Chapter on Consumer Electronics in the Benelux was founded in the late nineties 
to support events that are related to applications of Consumer Electronics, and is part of the 
intemational IEEE CE Society. The CE domain is growing yearly, due to the continuous 
advances in technology in the area of computing, communication and storage. 

The first workshop of the Benelux CE Section was devoted to multimedia video coding for 
Internet applications. The MPEG video compression standards have been a phenomenal 
success for the recording and digital distribution of video signals. From these standards, 
MPEG-2 is most widely applied (e.g. DVD) and MPEG-4 is studied for e.g. portable 
applications of video systems. The widely accepted use of communication in computer 
networks is gradually becoming part of the consumer electronics area, leading to 
communicating consumer video over the internet. This was the theme of the first workshop. 

The second workshop of the Benelux CE Section was devoted to the design of multimedia 
architectures, motivated by the ever increasing density of transistors in a chip. This 
development poses system designers with the challenge to deal with very complex and 
divers architectures inside a single system. Given this growing complexity, many CE 
manufacturers outsource the design of subsystems. The system design owner should 
subsequently solve the problem of smooth integration and operation of the various 
subsystems. This complexity control problem occurs both in software and hardware design. 

Media processing is often characterized by highly fluctuating, content dependent, resource 
requirements. Combined with their real-time constraints, media processing puts high 
demands on resource management in networked embedded systems. This is especially true 
for consumer systems that provide high-quality media, which have a low tolerance for 
artifacts and quality fluctuations. The above considerations have led to the theme of this 
third workshop, which is organized by the Benelux CE Section in conjunction with the 
Mathematics and Computer Science Department of the Technische Universiteit Eindhoven. 

The first lecture, which is given by Prof. dr. Emile H.L. Aarts, explains about the world of 
ambient intelligence and defines its key characteristics. Prof. Aarts is with Philips Research 
and the Technische Universiteit Eindhoven, and launched the concept of ambient 
intelligence. Distributed media applications and their processing on embedded stationary 
and mobile platforms playa major role in the realization of ambient intelligent environments. 
We are happy to leam the requirements for the design of ambient intelUgent systems and 
the resulting research challenges from Prof. Aarts. 

We are particularly honored that Prof.dr. Christian Hentschel from the University of 
Technology, Cottbus, Germany, will address scalable video algorithms (SVAs) for resource 
constrained platforms. Prof. Hentschel is involved in digital video signal processing with a 
focus on quality improvements since 1989. In his lecture, he will address typical issues on 
quality for resource-quality SVAs, including proposals for high-quality image processing. 

Intelligent control for scalable video processing is presented by Drs. Clemens WQst and Dr.ir. 
Wim Verhaegh, who are both with Philips Research in Eindhoven. Video processing in 
software is often characterized by highly fluctuating, content dependent processing times, 
and a limited tolerance for deadline misses. In this lecture, they present an approach that 
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allows close-to-average-case resource allocation to a single video processing task, based 
on asynchronous, scalable processing, and QoS adaptation. 

Dr. Peter v.d. Stok presents the fourth lecture of this workshop. He is with Philips Research 
and the Technische Universiteit Eindhoven. In this lecture, he reports on video streaming 
over wireless media, such as IEEE 802.11 a, 802.11 b, and lEE 802.11 g, which are very 
sensitive to perturbations. First, the effects of these perturbations on the video quality are 
shown. Next, it is shown how a controlled adaptation of the video stream at the sender side 
reduces the effect of these transmission perturbations. 

The final lecture is given by Dr. Wolfgang Eberle from IMEC and the KU Leuven. In this 
lecture, he reports on design concepts for software-defined and software-reconfigurable 
radios. These radios are required to adapt to changing quality-of-service demands of the 
user and to a dynamic environment with limited energy resources. Dr. Eberle illustrates 
recent cross-layer and mixed-signal design concepts and their successful application in the 
context of wireless LAN, using IVIPEG-4 video streaming serves as driver application. 

Next to these lectures, the workshop has two sessions with short presentations. These 
sessions have a work-in-progress like status, in which Ph.D. students present the 
challenges they address in their research, the directions they are currently pursuing, and 
initial results. We are very pleased to be able to offer you five state-of-the-art presentations, 
with topics covering models of the execution of streaming applications, approaches dealing 
with and user-perception consequences of transmission perturbations in wireless networks, 
and media processing issues for a multiprocessor system on chip. These presentations are 
complemented with short papers, which went through a formal reviewing procedure. 

The IEEE Benelux Chapter on Consumer Electronics and the Mathematics and Computer 
Science Department of the Technische Universiteit Eindhoven (TUfe) are pleased to offer 
this workshop and the enclosed topics to a wide audience. They gratefully acknowledge the 
System Architecture and Networking (SAN) group of the TUfe for sponsoring this workshop, 
and PROGRESS, the Embedded Systems Institute, SAl/Software Technology, and IPA for 
their support. 

These proceedings contain a mixture of slide copies and papers addressing the themes of 
the individual lectures and short presentations. This mixed approach was chosen to give 
maximum flexibility to the authors with minimum effort, thereby allowing the input of the 
latest material. 

Peter H.N. de With 

Board member IEEE Benelux Chapter on CE 
Professor Video Coding and Architectures, 
Electronics Engineering Faculty, 
Technische Universiteit Eindhoven, 
The Netherlands 
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Ambient Intelligence and System Design 

Prof.dr. Emile H.L. Aarts 

Philips Research, TUle 

Ambient intelligence opens a world of unprecedented experiences: the 
interaction of people with electronic devices will change as context awareness, 
natural interfaces, and ubiquitous availability of information will be realized. 
Distributed applications and their processing on embedded stationary and mobile 
platforms playa major role in the realization of ambient intelligent environments. 
I\lotions as media at your fingertips, enhanced-media experiences, and ambient 
atmospheres denote novel and inspiring concepts that are aimed at realizing 
specific user needs and benefits such as personal expression, social presence, 
and well-being that seem quite obvious from a human perspective, but are quite 
hard to realize because of their intrinsic complexity and ambiguity. Obviously, the 
intelligence experienced from the interaction with ambient intelligent 
environments will be determined to a large extent by the software executed by 
the distributed platforms embedded in the environment, and consequently, by the 
algorithms that are implemented by the software. 

In the presentation we explain about the world of ambient intelligence and define 
its key characteristics. Starting from the vision we identify a number of 
requirements for the design of ambient intelligent systems and the research 
challenges that result from these requirements in systems design. 
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"There is no reason why 
anyone would want a 

computer in the home" 
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Scalable video algorithms for 
resource constrained platforms 

Christian Hentschel 

University of Technology Cottbus, Germany 

Video signal processing is shifting from dedicated hardware to software 
implementation due to its flexibility. Digital signal processors (DSPs) for media 
processing are limited in its resources to enable cost efficient implementations for 
consumer devices. One way to achieve cost-efficient implementations is to use 
resource-quality scalable video algorithms (SVAs). This implies that dynamic 
resource adaptations result in dynamic quality changes which might affect the 
overall image quality. Starting from properties of SVAs, typical issues on quality 
including proposals for high-quality image processing will be presented. 
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PLATFORMS 

Christian Hentschel 

Media Technology, Brandenburg University of Technology Cottbus 
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ABSTRACT 

Vuleo signal processing is shifting from dedicated hardware to software implementation due to its flexi­
bility. Digital signal processors (DSPs) for media processing are limited in its resources to enable cost 
efficient implementations for consumer devices. One way to achieve cost-efficient implementations is to 
use resource-quality scalable video algorithms (SVAs). This implies that dynamic resource adaptations 
result in dynamic quality changes which might affect the overall image quality. Starting from properties 
of SVAs, typical issues on quality including proposals for high-quality image processing will be pre­
sented. 

1. INTRODUCTION 

Algorithms for media processing are usually designed for a specific quality, and for many years imple­
mented on dedicated hardware for their specific environment. For instance, in traditional television re­
ceivers various, specific ICs are combined to perform e.g. color decoding for NTSC or PAL systems, 
noise reduction, or frame rate up-conversion. 

It is the trend of technology to develop more and more programmable platforms that allow media appli­
cations in software. Expected advantages are reduced time-to-market, re-use of hardware and software 
modules, portability, and flexibility. These are the issues that gain interest with respect to dedicated 
hardware. 

The always limited computation capabilities are a restriction. This becomes especially a problem for the 
lower-cost, mass market processors with lower performance. On the software module side, current al­
gorithms are designed for highest quality on given resources. They are not scalable and have a fixed 
functionality. It is simple to predict that the number of algorithms running in parallel is platform de­
pendent and very limited. 

Some internet applications use a kind of scalable algorithms to control the data rate. This is done by 
subsampling video data, by either deleting entire frames, lines, or pixels. Deleting information together 
with change of resolution is not acceptable in many application areas such as video processing in con­
sumer television systems. 

An alternative is to use resource scalable video algorithms (SVAs) which could solve a number of prob­
lems with respect to real-time processing on programmable platfonns [1]. Figure 1 shows a range of a 
programmable product family versus algorithm requirements. Programmable platforms with different 
resources (figure la) will exist in parallel to suit different markets. Current media processing algorithms 
are designed for highest qUality at given resources. In figure 1 b, the height of the algorithms illustrates 
the resources needed for operation. The resource usage and output quality are usually not scalable. mean­
ing that the number of algorithms allowed to run in parallel is platfonn dependent and very limited. A 
way of getting beyond these limitations is to design SVAs (figure Ic). These may have a kernel. which is 
not scalable (dark areas), and a part which is scalable to increase quality (light areas). 

New quality issues occur since these scalable algorithms combined with QoS resource management may 
result in fluctuating quality with a low acceptance rate by the consumer. QoS in networks is already ap­
plied, and the differences to terminal QoS for SVAs are subject of the next section. Quality issues com­
bined with resource usage are topics of the other sections. 
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Figure 1: Programmable product family and fixed or scalable software algorithms. 

2. TERMINAL QOS VERSUS NETWORK QOS 

High-quality video processing in consumer terminals (CTs) has a number of distinctive characteristics 
when compared to mainstream multimedia processing in, for example, a (networked) workstation envi­
ronment [2]. Consumer terminals need to connect to various input sources, and are increasingly being 
integrated in wired and wireless network environments. The transmission of various data streams includ­
ing graphics, audio and video over networks started in the workstation and PC domains. From a single 
user point-of-view, data transmission request'i are often seen as point-to-point transmissions. Network 
requests from other users are independent and these additional activities are recognized by the single 
user only because of long delays or even network access denials. The most limiting resource is network 
bandwidth, which has to be shared by all current users. To solve these transmission problems, QoS has 
been introduced to optimise the service between different users. Data streams may get priorities and a 
specific portion of the network bandwidth. Typical QoS parameters for streaming video over networks 
are image resolution, image size (window), frame rate, color depth, bit rate and compression quality in 
order to lower the transmission bandwidth. In summary, network QoS trades transmission bandwidth 
resources to optimise the overall quality. 

Quality 

Processing 
Resources 

Bandwidth 

Figure 2: Differences between terminal QoS and network QoS. 

Figure 2 shows an example of two future consumer terminals and a server in a network environment 
[3]. These tenninals provide decoders and encoders, which are parts of the media processing and net­
work interfaces. Output devices may be displays, speakers and storage devices. The different applica­
tions (e.g. view a movie, access the internet, play games, etc.) require different media processing algo­
rithms, which also depend on the input data (resolution, frame rate, quality, etc.). 

Typically, the processing resources are the limiting factor in consumer terminals, and not the bandwidth 
resources. Therefore, QoS in consumer terminals is different from that in networks. Multimedia con-
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sumer terminals usually have a fixed resolution. The image size is determined by the display or chosen 
by the end-user, but not by the system. Consumer terminals have real-time requirements and do not al­
low frame rate fluctuations or audio interruptions. 

As depicted in figure 2, terminal QoS trades processing resources over quality. The triangle also con­
nects processing resources with bandwidth. An example for the validity of this triangle is an MPEG 
transmission. With the given transmission bandwidth, the data quality can also be influenced by the en­
coder processing resources. With more processing resources, a higher quality can be achieved at the 
same transmission bandwidth. 

CTs such as TV sets and Set-top boxes are currently receivers in a broadcast environment, and therefore 
do not have the option to negotiate compression quality and bit-rate, although that may change in the 
future for CTs in an in-horne digital network. 

3. PROPERTIES OF SCALABLE VIDEO ALORITHMS 

A scalable algorithm is an algorithm that: 

• allows the adaptation of quality versus perfonnance on a given architecture, 

• supports different software and/or hardware platfonns for media signal processing, and 

• is easily controllable by a control device for several predefined settings. 

A set of scalable algorithms in a modular form can perform the different applications needed in a set­
top box, TV set, multimedia PC, or, more in general, media processing unit. 

3.1 Basic scalable video algorithms 

Figure 3 shows a block diagram of a scalable algorithm. The algorithm for media processing consists 
out of different functions. Some of them are scalable for several quality levels, but there is no need that 
all of them have to be scalable. The outcome of the scalable algorithm is dependent on the appropriate 
combination of the quality levels of the functions (Figure 4). These combinations may vary a lot, but 
only few of them may provide acceptable quality levels for the scalable algorithm. 

signal in 

signaloul 

external --t--r'OOA;;:;t resource-
quality 1------' 
control +-t----IL..::.:..:.:.:.:.::.:.J-------...I 

Figure 3: Basic structure of a scalable algorithm. 
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Resouces 

Figure 4: Best choices of quality-resource combinations for functions of the entire scalable algorithm. 

The control signal for quality level can be as simple as the chosen quality level or guaranteed 
budget/resources (Figure 3). The block 'quality control' has specific knowledge about the algorithm for 
media processing and the best combinations of settings for the several functions. Because of this spe­
cific knowledge, it becomes an important part of a scalable algorithm. 

3.2 Example of a simple SVA with data-independent resource usage 

The block diagram of a scalable down-scaler is shown in figure 5. Picture-in-picture (PiP) applications 
require only simple down-scaling by natural factors, so the algorithms only includes a low-pass filter, 
followed by the down-sampling [3]. In this case, the down-scaling is restricted to a factor of four, and 
just the low-pass filter is scalable. Only output pixels need to be calculated, which reduces processing 
resources significantly. 

The scalable down-scaler with a decimation factor of 4 in both the horizontal and vertical directions 
requires between 4-14 MIPS (table 1). At the lowest qUality level QLO, subsampling alone without any 
pre-filtering is performed. Quality level QL 1 uses an average filter over 4x4 pixels for the luminance, 
while QL3 uses the same filter for the chrominance, too. Separable 5-tap filters for the luminance 
(QL2) and for both luminance and chrominance (QL4) complete the scalability range (table 1). The 
scalability ranges from 29-100 %, corresponding to a resource range of 10 MIPS. Quality in figure 6 
was coarsely estimated by a few expert viewers. 

Quality 
Level 
0 
1 
2 

3 
4 

video 
in 

external 
resource­

quality 
control 

QUALITY 
CONTROL 

~M video 
out 

Figure 5: Basic structure of scalable image down-scaler. 

Resource Usage Low-Pass Filter Low-Pass Filter 
[MIPS] Luminance Chrominance 
4 off off 
8 average over 4x4 pixel off 
9 separable filters over off 

5x5 pixel 
12 average over 4x4 pixel average over 4x4 pixel 
14 separable filters over separable filters over 

Table 1: Quality levels andfunctional details of the resource-scalable spatial down-scaler 
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Down-Scaler 4:1 

o 5 10 
Resources [MIPS] 

Figure 6: Best choices of quality-resource combinations for functions of the down-scalers for PiP ap­
plications. 

Scalable algorithm with quality scalability in exchange to compute requirements have typically an essen­
tial core to perform its minimal function. The quality can then be increased, depending on the available 
computation resources. Typical quality-resource behaviour of an SVA is shown in figure 7. At minimal 
resources the quality can be very low, with a steep increase in quality for increasing resources. An exam­
ple is a spatial scaler with low resource usage by pixel subsampling (down-scaling) or repetition (up­
scaling) with poor output quality. A bilinear interpolation with few additional resources increases the 
quality significantly. Further quality improvements by using high-order polyphase filters become smaller 
compared to the resources required. As a result, a wide range of resource scalability is possible within a 
small range of quality. The area of high quality changes at small resource changes should be avoided for 
scalable media processing. 

quality 

budget resources 

Figure 7: Typical quality-resource behaviour of scalable algorithms. 

The resource-quality behaviour in figure 7 is simplified and cannot reflect all real properties. Resources 
are multidimensional and can include CPU cycles, memory, bus bandwidth, coprocessors, etc. Quality 
can be measured in a multidimensional space as well. Properties such ac; sharpness, color reproduction, 
noise, quantization, algorithm specific compression artefact .. can be expressed in quality, but also more 
specific properties such as resolution in x- and y-direction, temporal resolution, judder, etc. A research 
topic is how these parameters influence each other, especially in a dynamic environment. 

3.3 SVAs with data dependent resource requirements and quality 

Programmable components are most suitable for irregular processing. Compression algorithms and 
non-linear processing algorithms such as motion estimation have such irregular processing [4], while 
video processing algorithms such as scaling, image enhancement etc. are mostly executed by pipelined 
regular pixel processing. Thus video processing on programmable components require different kinds 
of algorithms to ensure efficient and effective processing at available resources. 

A different processing approach is illustrated in figure 8. The advantage of irregular processing is the 
option to do input data dependent image analysis and choose for a strategy how to process the data. An 
example is priority processing of sharpness enhancement in images. All relevant edges must be detected 
which could appear sharper by adding detail information. In tlat, unstructured regions the addition of 
detail information would increase the noise level which lowers subjective image quality. With priority 
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processing, first the most relevant edges should be enhanced, foUowed by lower priority regions. Flat 
regions should not be processed, or, in case of still available resources, could be processed by noise re­
duction algorithms. 

in 
SVA With 
Priority 

Processing 

budget 

out 

quality budget is fixed 

time 

Figure 8: Fixed processing budget/resources and data dependent output quality. 

An advantage of priority processing is to be able to interrupt image processing in case of low resources 
while still get the maximum on image quality. Depending on the image content (heavily structured or 
more flat areas) resources for a fixed output quality vary and vice versa (Figure 8). Processing resources 
have no fixed relationship to output quality and cannot be used for quality estimation. Therefore, output 
quality measurement becomes an important subject for resource allocation and overall system and ap­
plication optimization. 

Figure 9 shows an SVA with internal quality measurement to indicate its data and budget (resource) 
dependent performance. Typical1y, media processing functions can be used to estimate the output qual­
ity. In case of sharpness enhancement, the final priority level processed gives an indication of the 
achieved output quality. For motion estimation, the final, average accuracy and reliability can indicate 
the output quality. 

SVA With Priority 
in Processing out 

Extract 
Quality 

Estimates Q(O 
From Media 
Processin 

budget 

Figure 9: Quality measure within a scalable video algorithm. 

3.4 SVA with content dependent resource fluctuations and load balancing 

The general schematic diagram of a progress-based resource regulator is shown in Figure 10 [5]. The 
basic algorithm for media processing contains two new functions for the measurement of progress P and 
used resources Rr. These measurements are derived from internal media specific processing data and are 
therefore independent from external system data. For example, in the 3D-RS motion estimator, P is the 
number of block lines that have been processed and Rr is the number of vector candidates that have been 
used (which is a good measure for the actual number of CPU cycles used [4]). 

The external input indicates the available budget per assigned period, typically a frame. For the motion 
estimator example, this is the total number of vector candidates that is, on average, needed for processing 
all block lines within a frame. 

Together with the measured progress P, the expected resource usage can be calculated at incremental 
periods of a frame. This expected resource usage can then be compared with the measured resource us­
age Rr to calculate the deviation from target Rd. The calculated target may be smoothed by a low pass 
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filter and additionally corrected by a non-linear function before adjusting the resource/quality setting of 
the scalable media processing algorithm. 

I 
r
·~ .. ··-·-.. -.. "' .. · .. ' .. '-' .... "' .. "' .... ' .... - .. '" .. -· .... · .. ' .. '"-.. ' .... '" .... ,· ...... , .. , ...... , .. ,· .............. "', .. "' ...... ,'-.... ' .. 1 

I BASIC ALGORITHM FOR MEDIA PROCESSING 

FUNCTION FUNCTION sign al Signal-t-. 
In 1 ~ 2 out 

I ~ 
PROORESS~ I 1 MEASURE· I-E-

- MENT 

I -~ RESOURCE~ 
reset at 

:I MEASURE-
MENT 

start of period I 
resource/quality 

setting budget 
per 

assigned 
period 

~ EXPECTED R 
RESOURCE e 

p USAGE ~ RESOURCE Rd Optional: Optional: r CALCULATION R DEVIATION -'::'lOW-PASS --t NON-LINEAR . r CALCULATION FILTER FUNCTION 

Figure 10: Schematic diagram of the progress-based 
resource regulator. 

This regulation scheme ensures that the regulation properties are independent of the amount of data al­
ready processed (actual progress, e.g. screen position). The regulation works on differences between ex­
pected and real resource usage during the assigned period and regulates close to a specific resource 
budget per frame, independent of the input data properties. Despite the very good regulation properties, 
a1so a quaHty gain has been recognized by observers. 

4. QUALITY ISSUES IN AN SVA CHAIN 

A modular system approach with simple QoS resource management is essential for flexible and man­
ageable multimedia consumer terminals. Consumer terminals include mobile and stationary devices 
with stand-alone capabilities or within a network environment. Instead of measuring the quality at sev­
eral positions of a processing chain, SV As with integrated quality measurement could significantly sim­
plify the system design. 

In addition, properties of the input signal can help to optimize the functional structure as well as the 
quality of the overall system. Input signals come from different sources such as analog NTSC or PAL 
sources, Y /C, digital sources with different compression a1gorithms and compression quality (MPEG, 
DV, H.264 ... ) and so on. These input signals may have specific artifacts such as noise (SNR), blocking, 
ringing, etc., could vary in resolution (HD, SD, CIF, ... ) and sampling formats (4:4:4, 4:2:2, 4:2:0, 
4: 1: 1 ... ). Since these input signal properties are important for the entire chain processing, these parame­
ters should be collected in the block 'video analysis' close to the video decoder as depicted in figure 11. 
Analysis information can then be used for optimizing quality in the resource-scalable processing chain. 

[ System Control ] 
-video 
- control 

parameters 

I Video .... 
Analysis I 

---4 Video 
SVAl -- SVA2 f--+ 

Decoding 
... 

J 
Figure 11: Input signal quality analysis for quality control of the processing chain. 
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5. CONCLUSIONS 

In the past image quality has often been optimized on single processing algorithms which later were 
combined for the entire application. The result of the final quality often depended on the experience and 
knowledge of the engineers. The signal source, encoding, and transmission already affects image qual­
ity, which should be preserved as much as possible. In the receiver, incoming image quality as well as 
processing steps including the order of certain algorithms have to be taken into account for optimal im­
age quality. A new approach is the development of scalable video algorithms suitable for programmable 
components. Simple mapping of algorithms designed for ASIC implementation cannot provide cost­
effective and efficient usage of programmable components. Starting from basic SVAs, examples of 
SVAs for data depending processing resources including a novel approach with load balancing were 
described. Investigations showed the effectiveness of these methods. Since image quality in scalable 
applications will dynamically fluctuate, new, real-time methods are required to optimize the overall 
output quality. Video analysis at an early stage in the processing chain can provide information about 
the signal source parameters which can be used for optimizing resource distribution over the processing 
components. 
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Intelligent Control for Scalable Video Processing 

Clemens C. Wust and Wim F.J. Verhaegh 

Philips Research 

Increasingly, video processing in digital TVs and set-top boxes is performed in 
software on programmable components, such as the Philips TriMedia processor. 
Generally, video processing tasks show strong load Huctuations, wtlich are due 
to the varying size and complexity of the video data they process. There is often 
a large gap between the worst-case and the average-case resource needs of a 
video processing task. We present an approach that allows close-to-average­
case resource allocation to a single video processing task, based on 
asynctlronous, scalable processing, and OoS adaptation. A scalable video 
processing task can reduce its processing needs by decreasing the quality level 
of processing, at the level of individual video frames. The OoS adaptation 
balances different OoS parameters that can be tuned, based on user -perception 
experiments: the quality level at which frames are processed, deadline misses, 
and changes in the quality level between successive frames. We model the 
balancing problem as a stochastic decision problem, and propose two intelligent 
control strategies, based on a Markov decision process and reinforcement 
learning, respectively. We validate our approach by means of simulation 
experiments, and conclude that both strategies perform close to optimum. 
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~ Video processing in software 

- User expects high-quality output 

Deadlines on the completion times of frames 

- Many video algorithms show a highly fluctuating load 

~.-----------------~ 
'01' 35 I-----------.!--- worst-case load? 
EI 

.... 30 

j25 .. 
·Ii .. 
g 15 ,', 

[\8 .' 

lH lOO 400 580 600 

frame number 

- Given a fixed processing-time budget, lower than worst-case load 

How can we make the best of it? 

Our 

1. Asynchronous, work-preserving processing 

• Using frame buffers 

2. Scalable Video Algorithm (SVA) 

• Frames can be processed at different quality levels 

• Trade-off picture quality and processing needs 

3. Soft real-time task, hence we allow occasional deadline misses 

4. OoS trade-off } 
• Deadline misses 

• Picture quality 

Quality fluctuations 

OoS measure reflects 
user-perceived quality 
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SVA-Controller Interaction 

5 

Reai-Time Processing 

deadline miss 

blocked 
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for Processed 

Sum of: Revenue 

• reward for selected quality level 8 - 1 0,000 - 1 00 = -1 0 ,092 

• penalty for each deadline miss 

• penalty for changing the quality level Current quality level 

Current quality level 

Deadline mi 

OoS Measure 

- Average revenue per frame 

- Reflects the user-perceived quality, provided that the revenue 

parameters are well chosen 

Problem 

- At each decision point, select the quality level 

- Goal: maximize the QoS measure 

- Difficult on-line problem: what will the future bring? 

a 
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c: 
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Interaction 

time step t 

State St 

Revenue ~ Agent 

(Controller) 

Action at 
set of states S set of actions A 

Agent's Goal 

- Maximize the expected return 

- Return at time step t 

00 

Rt = I. ri 'i+i+l 

1=0 

10 
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Decision Process 

- We assume a memoryless state signal: 

state St and action at provide sufficient information 

to predict state St+1 and revenue 1[+1 

- Hence, the reinforcement learning task is a 

0'> Markov Decision Process (MOP) 
c 
'E 
I.... m - We assume a finite MOP: 

-I - Finite set of states S ,finite set of actions A 

0'> 

- One-step dynamics: 

p~. = Pr{sl+l = s' I St = s, at a} 

Taking Actions 

- To select actions, the agent implements a policy 

- A stochastic policy IC provides for each state S E S 
and for each action a E A a probability IC( S, a) of selecting 

action a in state s 

.~ A deterministic policy IC provides for each state S E S 
I.... m a single action IC(S) E A to be chosen 
-I 
...... 
c 
Q) 

E 
~ 
~ 
'CD 
0::: 

- Without loss of optimality, we can restrict ourselves to 

deterministic policies 
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Value Functions 

- State value of state S E S under policy 1[ 

VJT(s) = EJT{R( 1St =s} 

- Action value of state S E S under policy 1[ 

- A policy J[ is better than or equal to a policy 1[1 if 

~ V JT (s) ~ V IT
' (s) Vs E S 

E 
~ .E - We are looking for an optimal deterministic policy 
c: 
'(j) 
Il.: 

0> 
,5 
E 
m 

..J -c: 
(J) 

E 
~. .e 
c: 
'(j) 
Il.: 

Solution Approach 

- compute an optimal policy OFFLINE (= before t = 0 ) 

a 
Requires transition probabilities Pss' 

- Requires expected revenues rs~\ 

- Algorithms: policy iteration, value iteration, ..... 

- Compute an optimal policy ONLINE, at the discrete time steps, 

using the experienced states and revenues 

- Algorithms: SARSA, Q-Learning, ..... 
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..c 
(.) 
to e 
0.. 
0.. « 
(J) 
c 

tI::f o 

State at start point o 0 o 0 0 0 

State at next start pOint 

0.05 0.10 0.10 0.25 0.30 0.15 0.05 
-87.5 -65.2 0.3 5.6 9.6 11.4 12.1 

transition probabilities, ex[)6Ctea revenues 

- Ifthe transition probabilities and expected revenues are known, 

an optimal policy can be computed 

- Progress: measure for the amount of budget left until the deadline 

of the frame to be processed 

- State 

- progress interval (discrete!) 

- previous quality level 

- Action = select quality level 

.i? 
~ 08 

t 06 

~ 0.4 
.'ij 
'a 0.2 

~ 0 '--~~~~-----.I 
10 15 20 25 30 35 40 45 

processing time (ms) 

- Transition probabilities and expected revenues: 

computed using processing-time statistics 
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- Given this model, we use the value iteration algorithm to compute 

an optimal policy for a particular value of the budget 

- This approach results in a low run-time overhead 

previous quality level 

- Based on learning action values (Q-values) 

- State 

- progress (continuousQ 

- previous quality level 

- Action = select quality level 

- The agent start with randomly chosen action values 

61 
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Q-Learning 

- At each decision pOint t > 0 
- Given the state transition St-1 ~ St , action at- 1 ,and revenue " • 

the controller first updates Q-value Q(St-l' at-I) 

Next, given state Sf ,the controller selects action at 
forwhich Q(spat ) is maximal 

- Default: at each decision point one action value is updated; 

- Exploring actions are needed 

Continuous state sPi:~ce 

- We learn action values 

only for a finite set 

of grid point states 

- To select the quality 

level, given the state, 

we interpolate between 

the learned action values 

for gridpoint states 

o 0.4 0.8 l.2 l.6 2 
progress 
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Learning 

- Progress increase 

delta 

- We can calculate the 

effect of delta for all 

grid point states 

- Hence, we can 

update action value 

Q(s, at_I) for all 

grid point states s 

Learning (ctnd) 

- Estimate the effect 

of other actions 

- Hence: all action 

values updated 

in each step! 

- We no longer need 

exploring actions 

o 0.4 0.8 1.2 1.6 2 
progress 

t-/ 

t 

action 

o 0.4 0.8 1.2 1.6 2 
progress 
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i 

- Both approaches implicitly assume that processing times of 

successive frames are mutually independent 

for stochastic load fluctuations 

- NOT TRUE for structural load fluctuations 
40,-------__ --__ --__ --__ --, 

fmmennmber 

- As a result, both approaches perform sub-optimal 

Scaled Budget Enhancement 

500 1000 1500 2000 2500 3000 3500 4000 4500 

1, At each decision point, compute the complication factor 

procJime of frame / expected proc.time for applied quality level 

1.6r----.-----r----.-----r----,-----r----~----._--_,r_--_, 
1.4 
1.2 

1~~~~::~~~~~~~~~~!!~~~~~~~~~~~~, 0.8 [ 

0.6 1 500 1000 1500 2000 2500 3500 4000 

2, Filter out the stochastic load fluctuations 

3. Compute the scaled budget = budget / structura//oad 

- 35r----.-----r----.-----r----,-----r----~----._----r_--_, .. 
i30p-'~,\ 
il 25 

! 201'~--~-----L--~~----~--~----~----3~50LO--~40~0~0--~~--~­.. 
I! 24 
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Budget Enhancement 

Adapt offline strategy 

- Compute a policy for many different values of the scaled budget 

- During run time, at each decision point: 

- Compute the scaled budget 

- Compute the state of the SVA 

- Apply the policy corresponding to the scaled budget. 

and use the state to select the quality level 

Interpolate between policies 

Adapt online strategy 

- Add scaled budget directly to the state 

- Scalable MPEG-2 decoder 

- TriMedia 1300-180MHz platform 

- Quality levels (based on IOCT pruning): 

- Sequence 'TV' 

(five episodes of 'Allo 'Allo, 230,936 frames, 2.5 hours) 

- Latency: 3 periods (= work ahead of at most 2 periods) 

- Revenues: based on input of video experts (slide 8) 

- Control strategies: OFFLINE, OFFLlNE*, ONLlNE*, QO, ... ,Q3 

- For each control strategy, we simulate processing sequence 'TV' 

for a fixed value of the processing-time budget 
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Average Revenue 
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Quality-Level Usage 
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Cross-Trace Simulations 

sequence: tv mav soc 
sensible budget range: 27S~33ms 25-30.5ros 25-28.5ms 
OPT 8.92 8.65 8.69 
QO 3.22 3.53 2.89 
Ql 1.39 -2.35 -1.85 
Q2 -25.09 -46.92 -24.27 
Q3 -207.43 -483.09 -151.61 
OPFLINE(tv) 1.19 7.27 5.75 
OFFLINE(mov) -50.69 4.81 2.38 
OFFLINE(soc) -80.69 0.68 -1.33 
OFFLINE*(tv) 7.24 7.39 7.00 
OFFLINE*(mov) 6.46 7.53 5.94 
OFFLINE*(soc) 6.99 7.()6 6.83 
ONLINE*(tv) 7.15 7.54 6.51 
ONLINE*(mov) 7.09 7.46 6.46 
ONLINE*(soc) 7.17 7.41 6.59 

31 

Conclusion 

- Problem 
- Video processing algorithm with highly fluctuating load 

- Fixed processing-time budget, lower than worst-case needs 

- How to optimize the user-perceived quality? 

- Approach 
- Asynchronous work-preseNing processing 

- Scalable video algorithm 

- OoS trade off: deadline misses, processing quality, quality fluctuations 

- Control strategies 
- Offline, online, scaled budget enhancement 

- Simulation experiments 
- OFFLlNE* and ONLINE" perform close to optimum 

- OFFLINP and ONLINP are independent of the applied statistics 
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Video streaming over wireless network 

Peter D.V. van der Stok 

Philips Research, TUle 

Wireless media like IEEE 802.11a and 802.11b and lEE 802.11g are sensitive to 
perturbations. Packets are easily lost and the bandwidth of the medium changes 
rapidly. The effect on the video streamed over a wireless medium is disastrous. 
In t~lis talk the effects on the video quality are shown to depend on the 
operational conditions: the transmission protocol and the video source. It is 
shown how the deployment of SNR scalable and temporal scalable video 
reduces the effects of the transmission perturbations. Key is a controlled 
adaptation of the stream at the sender. The result is that the highest possible 
video is transmitted over the wireless line and that under packet loss the user 
never perceives any artifacts, but only a reduced quality video with possibly a 
visible gap between two successive frames. 
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1. Vi over home 
2. Transport driven video artifacts 
3. Techniques to remove artifacts 

RS$earch, Peter van der S.DiC 31 March 2005 

Quality of video 

Quality of network 

Quality of renderer 

Quality of experience 

74 
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Size of video bitls 

Bandwidth, delay 

Processing power 

Perception by user 
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PHtlilRS 

strea 

video 

frames 1.5-10 Mbitls 
transport-I----r====:::::;----;:::::===:------=~~-

Iink,~1 ~~ 

PHIURS 

Divide picture in 
16'16 macroblocks 

Research, Peter van der Stcic 3'1 t't1arch 2005 

80 IVIbitls 
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5-24 Mbitls 
5 

8'8 block 
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Frame types 

• I frames 

• P frames , I ~"I 
• 8 frames EI~! 

• Group of Pictures (GOP): Set of frames between two I frames 
- 188P88P881 or IPPPI, or II 

• Video frame contains 20-60 packets 
• With 30% loss no frame will ever be displayed 
• Standard foresees retransmission from point to point 

Research, Peter van der StQk, 31 Maron 2000 
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IE " 11 

/ Control frame or next fragment may be sent here 

--SIFS ..... PCF frames may be sent here 

PIFS-
DCF frames may be sent here 

/ Bad frame recovery done here 

DIFS 

EIFS 

[ii>a.'i'lit//tf 

Time .. 

lnterframe spacing in 802.11. 

Courtesy of A. Tanenbaum 

9 
Research, Peter van der Stok. 31 March 2005 

PHII.IRS 

-Every received packet is immediately acknowledged 
-Unacknowledged packet is repeated 
- sending failed after n unacknowledged repetitions 

o < n < 256 

Conclusion: under packet-loss, bandwidth decreases 

10 
Research, Peter van der Stok, 31 ~'t1arch 2Q()5 
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video 

3 Mbit/s 

Transport level 
transport---f-------~-----

k level 

broadcast 1 Mbitls 
11 

1. Video over home network 
. Tran artifacts 

3. Techniques to remove artifacts 

12 
Research, Peter -van tier stdt, 31 Mtirch 2005 

78 



RtlltlRS 

TCP 

Transmission Control Protocol, 
and Real-Time Transport Protocol 

A receiver that accepted a packet, accepted all preceding 
packets in the sending order 

RTP 

All accepted packets are consumed in time 

Research, Peter '..an der Stok. 31 March 2005 

RtlttlRS 

Real-Ti ransport 

UDP header 

Source port Destination port 

UDP length UDP checksum 

32 bits 
) 

Control info I Sequence number 

TimeStamp 

Synchronization source identifier 

32 bits 
< 

Courtesy of A. Tanenbaum 
) 

Research, Peter van der Sial<, 31 t~1arch 2005 
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n 

( 

Source port 
f----~ 

S 

TCP header 

32 bits 

Destination port 

b equence num er 

Acknowledgement number 

. Header length I Window size 

Checksum Urgent pOinter 

Courtesy of A. Tanenbaum 

Separation of acknowledgements and 
permission to send 
leads to variable sized windows 

Use of selective repeat (NAK) 

R~sa~rch, Peter van d€>.l StOk, 31 t,Aarcn 2005 
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sender receiver o 4k 

Write2K 
---..sS2.,e,'l 0, data 2K I empty I 

Ack 2K, Win 2K 

Write 2K ___ S=e_q, 2K, data 2K 

blocked Ack4K, Win 0 -
Ack 4K, Win 2K Read 2K 

c=-
Write 1K -__ Seq 4K, data 1 K 

Courtesy of . Tanenbaum 
17 

TCP RTP 

smooth Intermittent losses 

18 
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Tep RTP 

Intermittent delays Interm ittent losses 

19 

TCP 

RTP 

20 
Research, Peter van der Stok, 31 March 2OC-5 
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video 3 Mbitls 

RTP lo~~c:;~, artifacts I 

broadcast 1 Mbitls 
21 

1. Video over home network 
2. Transport driven video artifacts 

Tech to 

22 
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code 

Base layer 
23 

Research, Peter van dar StC!1C 31 March 2005 

Microwave on 

RTP un layered 
RTP layered 

24 
Research, Peter van der Stck, 31 March 2OC.s 
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EL 

BL 

Layered video 
BL: Base layer 
EL: Enhancement layer 

• 

Visualization order for given GOP 

o U~ =n~ · []1~ ~~ ~ ~ 

25 

BI B2 II B3 B4 PI B5 B6 P2 B7 B8 P3 B9 BIO 12 

II Bl B2 PI B3 B4 P2 B5 B6 P3 B7 B8 12 B9 BIO 
26 

Research, Peter van der std(, 31 March 200S 
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I-frames lost 

I I 
LJ 

w s 

Research, P~ter van del' Stok, 31 March 2005 

I-frames delayed 

27 

R 

28 
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AMILIAS 

w s R 

29 
Research, Peter van der Stok. 31 March 2005 

AMnlAS 

User tests 
- 20 USI students 
- rate videos with identical bit-rate 

but different bit distributions 

1 2 

30 
Research, Peter van der Stok, 31 r ... 1;arch 2005 
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Skipped frames in enhancement layer has small impact (1 ) 
Skipped frames in base layer has significant impact (2) 
Best SNR results with largest base layer 

Steady state measurements 
Repeat for fluctuating conditions 

R~ch, Peter van der Stok. ~1 March 2005 
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Quality-of-Experience in wireless 
multi-standard multi-media devices: 

a design-time/run-time cross-layer approach 

Wolfgang Eberle 

IMEC Leuven 

Wireless communications has seen a tremendous diversification in applications 
and growth in the number of users in the last decade. Two types of terminals 
have evolved: software-defined (SDR) or software-reconfigurable radios (SRR), 
capable of handling multi-standard multi-mode multi-service applications, and 
very dedicated ultra-low power radios for e.g. sensor networks or RFID tags. 
Focusing on the SDRISRR path, flexibility requires these radios to adapt 
optimally to changing quality-of-service (QoS) demands of the user and to a 
dynamic environment respecting a limited amount of available energy resources. 
The traditional early divide & conquer design approach that led to independent 
design o"f RF "front-end, digital baseband, and protocol layers has proven to result 
in rather high design margins and hence low energy efficiency on the average 
and little adaptivity to service or channel dynamics. In recent years, cross-layer 
and mixed-signal design concepts have been flourishing. We illustrate recent 
design concepts and their succesfuI application in the context of wireless LAN 
(both for single- and multiple antennas, single and multiple users) with - currently 
- MPEG-4 video streaming as driver application. 
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Qualily-of.Experience 
in wireless multi-standard multi-media: 

a design-time/run .. tlme 
approach 

W. Eberle*, B. Bougard*, S. Pollin*, C. Blanch, G. Lenoir 

IMEC Wireless Research 
Contact: wolfgang.eberle@imec.be 

*also KU Leuven 

Towards ubiquitous communications 
and true multimedia services 

Ubiquitous 

availability 

of services 

requires 

ubiquitous, 
wireless 

communication 

2G/2.SG 
Mobile Phones 11_. ____ e __ 

W Eberleetol., IMECWirel ... Resean:h-M4.QoE!um 
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You can't have it all ... at the same time, 
but we can be as flexible as necessary 

Support 
various usage 

Image, Best quality for given energy 

needed 

W, Eberte et at.IMEC Wireless Re$earch - M4.QoE team 

budget (e.g., remaining 
battery lifetime) 

User preferences 
Context information 
Application priorities 

Minimum energy for user­
defined quality 

To start with a dilemma ... 

Experience is subjective i 

W Ebel1. et 01. IMEC 'MreI ... R .... rch - M4.QoE team 
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Quality should be objective 
(measurable) 



Service or experience: QoS vs. QoE 

1ST NEWCOM network-of-excellence defines QoE 
related to QoS: 

Quality-of-experience (QoE) is an important extension 
to QoS on a per-service basis: QoE acts as an 
umbrella covering differing QoS requirements for 
various services and environment contexts allowing the 
user to specify more generic policies and priorities ('go 
for maximum visual quality; go for longest battery life 
time; etc.) 

W. Eberie '" at. IMEC IMreless Researoll- M4.QoE learn 

Quality-of-experience: 
a user .. , ...... -..., 

• e.g. R. Jain in IEEE Multimedia, 2004 on 
Quality of experience: 

ill OoS-based system design is popular in related areas 

ill Can we extend OoS to OoE? 

ill Experience is subjective 

ill Experience is context-dependent 

ill OoS considers factors that are objective 

ill We must develop measures that will help us capture OoE in 
a given application and use it 

ill These systems need new approaches to define performance 
measures considering the subjective nature of the system's most 
important component - the user 

W Eberie e! aI., IMEC 'Mrele'5S R ..... roIl- M4.QoE learn 
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W. Eberle et aI., IMEC Wirel ... Research - M4 ,QoE team 

w. Eberle et aI" IMEC VVir~ess Research - M4.Qae: team 
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Can we improve our design approach? 

Cross-layer 
(XL) 

design 

Scenario­
based 
design 

too expensive 

+ / A-; operating points 

~ not relevant 

Design-timel 
run-time 
trade-off 

team 

Key idea: 
A ~ .... ",."'" resource ma ment 

Cross-layer design 
1111 Optimize the system across classical layers. 

exchange information across layers and reduce 
overhead and inefficiencies 

1111 Determine the relevant' knobs' of the system 

Scenario-based design 
Design for different goals: 

1111 low average energy and/or low peak power consumption 

m Fairness across multiple users 

1111 Best quality for a given power consumption 

III Maximum capacity for minimum required performance 
l\\! ••. 

Trade-off design/ca I ibration/run-time 
l\\! Optimize at design-time for all static/predictable effects 

to minimize implementation cost 

w. Ebert. e! aI., IMEC OM' ..... Res"""", - M4,QoE"am 
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Component flexibility 

• Three ways to achieve flexibility in a component 
Functional 

• e.g. different algorithms trading off performance vs. complexity 
!Iii Architectural 

• e.g. voltage, frequency, alternative 
signal paths 

1l! Mapping 

• e.g. different utilization of the available resources (MPSoC) 

• We call such 'flexibility parameters' knobs 

W. Eberle et al..IMEC \lVireless R&.&ea.reh - M4.QoE team 

Proposed QoE Architecture 
"Knob" Selection 

e.g., sufficient range in all important 
variables (quality, energy .... ) 

w. Eberte et at, IMEC Wireless Resfn!f¢h -M4.QoE team 
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Examples 

• Single-user SISO WLAN + MPEG-4 

• Multi-user SISO WLAN + MPEG-4 

• Extension to MIMO WLAN 

• Extension to scalable MPEG-4 

• Further extensions for multimedia 

w. Ebol1e et al.. IMEC WlreI ... R ..... rch - M4 .QcE team 

So what can we achieve? 
We can trade-off od ut vs. ene 

Co 
>. 
21 
G) 
!:: 
w 
"C 

.~ 
""iii 
E 
0 
z 

the same total 
Energy budget 

0.7 

0.6 

0.5 

0.4 

0.3 -.. --.--~--.---...... 
0.2 

0.2 0.3 0.4 

12 /' 
... ,.><.---""'-.1..-_-. 

18Mbps 
30min ON 
4GB transferred 

,...----1 90min ON 

6GB transferred 

0.5 0.6 0.7 0.8 0.9 
Normalized Throughput 

w. Ebene at 011., IMEC Wirefes~ Research -M4.QoE team 
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SISO-WLAN + MPEG-4 demo 

Where does the gain come from? 
Illustration: MPEG-4IWLAN use case 

--... Data ",n~ __ n~ _ Lnnn+ 

Node 1 /'AP', Node 4 ___ ~ g~:~t~6~)SS 

t!lfA" "-. Node 2 Node 3 

Cross-layer Optimized Scaling and Shutdown 
Each node sends requests to the AP which allocates times lots and 
informs node on the scheduling so that after transmission node can 
sleep and knows its next wake up time. 

Scaling only - No sleep 
Optimized curves for scaling only - no sleep after successful 
transmission 

Sleep only - No scaling 
Fixing PA knobs, and using highest modulation and code rate that 
goes through the channel- sleeping after successful transmission 

No energy management 
W, aerie et at, IMEC 'Wireiess Research - M4.QoE team 
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Optimal cross-layer policy 
adapts to the circumstances 

Optimal policy adapts 

and saves maximally 

exploiting m I i-user diversity 

For bad 

channel: 

scaling 
1 ~~b---~----~--~~--~~J 

09 saves mo 
0.8 energy 
0.7 

Channel Stale 

W. Eberle et at, IMEC Wireless Research -M4.QoE team 

Enhancing the wireless link 
From 8180 to MIMO: 8TBC & 80M 

Channel 
Transmitter Receiver 

x,[NJ -r-II J-'-....., 

-,[nJ 

:!l 5( 
i!! L.J- YAI1J 
:. 

xulN] -r-t_ .r..,--....., 

S I-

~ 
II. 

r---I 
9 .. , , 

YA[N] tJ) , , 

W. Eber1e et aI., IMEC Wireless Research -M4.QoE team 
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MIMO offers significant trade-offs between energy 
and goodput (path loss: 60,70,80,90dB) 

26 
Goodpu! (Mbifls) 

W. Eb",o o! 01" !MEC Wireleos Resean:l\ -M4.QoE team 

When to use which mode? 
Are all co urations useful? 

T ransmtler side 
Transmit Power EqUiveJeney Chad:: 

SISO 2x2 SDM-RX 

2(j 21 22 

w_ Ebena et a!., lMEC VVireiMS Researd'i - M4.QoE team 
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B " ' Not usef41 for 
energy-gpodput 
trade-off 

26 27 28 



MPEG-4 exploration so far 

• No on-line adaptation of multimedia knobs to 
variations of channel conditions of network load. 

l!!! Encoding parameters fixed for the whole sequence 

• Energy - latency tradeoffs increased 
For fixed latency, tuning of coding parameters can provide energy 
gain 

!III For fixed energy, tuning of coding parameters provides latency 
gain 

W. Eben. etal .. IMEC Wireless R ..... rch - M4.QoE team 

Even MPEG-4 SP offers already some 
e -Iaten trade-off ran e .. 

<It 

g 45 Pa reto Points 
:l.40 + 
''C' 
!35 
~ u 
'0.30 
~ 
+25 

j20 
<It 
~15 

~10 
c 
W 

ii ~ 30 40 50 eo 70 lID 
~ Total Latency (Network + Application) [ms] 

101 



MPEG-4 Adaptability to Network 
Variations 

• On-line adaptation to channel variations 
Channel coherence time - 100ms 

Encoding at 30 frames per second: 

Adaptation of coding parameters every 3, 4 video frames 

• Quantization Parameter (QP) 
determines the accuracy of representing the information 

impacts the error-free quality, output bitrate 

• Video packet size 
coincides with MAC packet size 

II! main impact on network energy 

• Percentage of Intra MacroBlocks 
increases robustness to errors at the cost of an increased bit rate 

w. Ebel1e ot 01.. IMEC Vllir"'" R .. earch - M4QoE team 

50 100 150 

Framt Number 

W. Ebene et al , IMEC Wrelen Research - M4,QoE team 
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Video Adaptation 
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More advanced codecs 

• Advanced Video Godec (AVG, MPEG-4 Part 10) 
Enhanced coding efficiency 
Error resilience toolS: 

• Flexible Macroblock Ordering (FMO) for burst errors 
• Arbitrary Slice Order 
• Data Partition (Different kind of info separated) 
+ Unequal Error Protection: 

{
Queue priorities in scheduler 
Less energy spent on less important information 

• Scalable Video Godec (AVG based) 
Fine grain scalability achieved 
How to protect each layer for maximizing quality? 

• Error Resilience + FEC, ARQ 
• Impact of every layer on end quality? 
• Prioritization of different information at scheduler? 

W, Eberle et al.. IMEC 'WirelMS Research - M4.QoE team 

W. Eberte et at, IMEC Wireless Researm - M4 .OoE team 

103 



Scenarios - use cases 

Scenario 
Use cases 
Standards 
Requirements 

Multimedia 

MPEG-4 H,264{AVC) 
Di'll svc 

w. Eber1.et.I.IMECWrele •• R .... rch -M4.QoEteam 

1.2 ~1Om·1 1.,.1 --I 
1.1 i 14i I 

121 J 
r.~ .... ~~-,= ====-

89.5 90 eo 85 90 60 

20 25 30 15 

The more flexibility, the more 
overhead cost ... 

Covering extreme cases lead to 
extreme cost ... 

Know for what you design the 
system -+ use cases: 

• QoS requirements 

• (multi-user) traffic patterns 

• wireless environment 

• service types 
• options: multimedia, wireless 

What can happen? 

80 60 80 

30 

Goodplt (Mbps) 

W. Ebene et at, IMEC VViretess Research - M4.QoE team 
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Scenario-based design is not new 

• Significant use e.g. in software design 
iIII Reference: M. B, Rosson, J. M. Carroll, "Scenario-based design," in 

Chapter 53, J. Jacko, A Sears (Eds.) The human-computer 
interaction handbook: Fundamentals, Evolving Technologies and 
Emerging Applications, Lawrence Erlbaum Associates, 2002, pp. 
1032-1050. 

• VVhat is it? 
!II Family of techniques in which the use of a future system is 

concretely described at an early point in the development process. 

Advantage: relatively lightweight (not a formal technique) 

W. Eh.,; •• t at. IMEC Wrel ... Res."rch - M4.QoE team 

Scenarios in M4: flexibility VS. cost 

• Impact of scenarios 
For a system with a very narrow focus (e.g. wireless voice 
communication only): 

• wrong scenario defined => wrong product 

• right scenario defined => right product, maybe too costly 
since designed for the extremes 

For a system with a very wide focus such in M4 

• what are the relevant scenarios? 

• what will the user do? 

• we can not design for all extremes (e.g. for the 1% of the 
use cases) for the same cost, energy, performance, etc. 

• Conclusion 
'141 Scenario definition is crucial to design the right product 

Coverage of the scenario space is crucial to design the right 
product with the right properties (e.g. flexibleladaptive in the right 
way) 

w. 9> .... el.aI., 'MEC VIIi_ R"""",,,, -M4,QoE I .. m 
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Motivation for scenario-based design 

Potential gain/benefit of a 
particular knob depends on 
whether 

• the knob is used often enough; 

• the knob is unique (= non-replacable); 

• the knob can be efficiently steered 

Hence, need for scenarios to make sure 

• we treat relevant practical cases => statistical 
weight for extreme cases/edges 

• we have a true multi-mode mUlti-media 
system with sufficient externally determined 
behavior (user, environment) => testbenches 

• we have specs based on which we judge 
the system results => specs, metrics 

W. Eberl •• t aI., IMEC V~reI ... Researa. - M4.QoE team 

Different scenarios sets in M4 

Need to distinguish: 

• scenarios for exploration 
iii goal: determine performance 

cost, compare to known cases 

• includes extreme cases 

• may include non-relevant cases 
• includes reference cases 

• scenarios for design 
iii goal: cover all relevant cases 

referenceltest cases for 

• system design 

• deriving component specs 

• scenarios for real-time 
prototype demonstrators 

" The M4 
terminal 

goal: proof-of-concept ofthe particularly 
innovative features, reasonably low effort (1) 

w. Eberle et at.IMEC IJIIjreless Research -M4.QoE team 
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Example for the role of QoE: 
Interaction QoE and com nt 

W Eberle 0101.. IMEC \/\Ii, ..... Res.arch - M4,QoE team 

107 

• OoE as server 
"" provide scenario spec 

provide modeling spec 

• OoE as client 
., receive tunc spec 

" receive perf and 
energy-perf models 
(multiple times ... ) 

• OoE as server 
provide evaluation results 
(energy-perf, run-time drt) 

,. provide p-perf gain/benefit 
(for the overall system) 
= quality of the solution 



Scenario for the first M4 
integrated demo relimi 

Nigel and Tamara live in a house with garage and a large 
garden. For security reasons, they have surveillance cameras 
installed. They find it convenient that they can watch the 
camera stream from different screens in the house, e.g. from 
their TV screen. Nigel and Tamara are also fond of taking 
videos with their camera. They have a collection of videos 
stored on their multimedia PC; so, regularly they upload the 
videos stored in the camera onto the PC. 

W. Eberleelal .. IMEC I'lllreI ... R ..... roh -M4.QoEteam 

portable 
camera 

Scenario in a component view 
(des ner's rspective 

stream A 

stream B 

~fi;~-FRN:J J m,.;_ I 
storage 

W Ebel1eelal..IMEC I'IIIreless Research -M4.QoE learn 
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Same scenarios expressed as use 
cases users's perspective 

• The camera surveillance consumes a lot of power when 
streaming; Nigel would like to know for how long he can still 
watch the video stream from the surveillance camera before 
local power supply/batteries need to be replaced. He does not 
always need high quality video but he wants to be able to 
increase quality on demand. 

• Tamara usually does not put the camera close to the PC when 
uploading stored video streams from the camera to the PC. 
She expects the upload time to be as short as possible but 
she does not have unexpected failures in case the battery is not 
charged enough. 

• Sometimes, Nigel sets up the surveillance while Tamara is 
already uploading a video from the camera to the PC. 

The network should allow both operations but Nigel wants to 
control the quality of the surveillance stream. 

Common: (multi-objective) optimization 
Different: role of constraint and target-of-optimization 

W. Eb<W1e et 01" IMEC WIreless Research - M4.QoE team 

Resulting use policies for 
the QoE ma r 

User expectations differ and require different policies: 

• maximum operating time for MT1 for video streaming with a 
user-determined level of quality; 

• maximum quality for MT1 and MT2 for video streaming (give a 
prediction oftime) at minimum energy cost; 

• maximum upload speed (at a desired quality level) 

• enforce highest priority for video stream originating from MT1 
when receiving simultaneous streams from MT1 and MT2; 

• adjustable level of fairness for both streams when received 
simultaneously (give a prediction of download time for MT2). 

W. Eberte et at, IMEC 'lJ\fjreless Research -M4.QoE team 
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Possible implementation view 
for the real ... time p pe 

w, Ellene et aI" IMEC Wreless Research - M4,QoE team 

W. Eberle et a1., IMEC Wireless Research - M4,QoE team 
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This is where QoE brings 
user and system into 
contact! 



Low-level 
functional 
~og~L _____________ _ 

Cycle 
accurate! 
approximate 
-------------------Real-time 
prototype 
or chip 

W, Eba1e e! at, IMEC Wi,el"". Researdl- M4,OoE team 

Where is QoE? 

Splitting the work between 

+----- Design-time ---~ 

Energy-Perfonnance 
Modeling 

w. Ebene at at. IMEC 'Mre!ess Research - M4.QoE team 
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n- and run-time 

+-- Run-time--+ 



DESIGN TIME 
• Scenario spec 

liIScenario description 

Functionality definition 
(e.g. compliance to 
standards) 

• Functional exploration 
liIDefine pool of algorithms 

liIPerf-quality modeling 

liIExploratJon 

• FunclArchitectural exploration 
ItDefine arch/platform options 

liIMapping alg > platform 

IIl<Perf-quality-cost modeling 

liIExploration 

• Provide final spec 

W. Eben. 01 al.. IMEC 1Mr,;_ Researtl> - M4.QoE toam 

Flow at design-time 
and run-time 

RUN~nME 
1iI Estimate system + environment 

state 
Pick appropriate Pareto curves 

1iI Merge Pareto curves (merging) 

* Find optimum system 
configuration (searching) 

Configure the individual 
subsystems 

Exploration results before pruning 
Pareto clouds) 

W. Eberi •• 1 .1.. IMEC 1M.-.I ... Researm -M4.QoE team 
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Exploration results after simple 
runin Pareto fro 

If ~ llQ XI 

4';;i\idPl.it(M~) 

w. Eberl. et aI" IMEC Wireless R .... roIl-M.QoEI • .", 

Deriving the Pareto-front 

• Pareto front is to the right: 
energy increases with good put 

• Points with hiaher enerav for the same aoodout can be pruned 

W. Eberleet aI., IMEC \Nire!ess R~eafch -M4.QoE team 
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We can partition the global 
mization roblem into ste ! 

. Eberl. ot al..lMEC 'Mroiess R""""ch - M-I.QoE toam 

W. Eberle et at. IMEC Wireless Research - M4.QoE team 
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TCP throughput 
vs. energy/bit 
trade-off 

DL average delay vs 
average energyfbit 
trade-off 

PHY average rate vs. 
energy fbit tradeoff 
(run-time) 

PHY layer rate vs. 
energy trade-off 
curves (Design-time) 



QoE management works 
in a hierarchical 

W, Ebelie et at, IMEC IMreI ... Rosearoh -M4,QoE team 

other 
components 

other 
components 

QoE architectural view 

Implementation ...... _ .. 
Manager 

Platform 

FLAI SDR·FE 

+-m+ data L-- QoE ctrl 

W. Eberle at al., IMEC l/IArefess Research - tM.Qoe team 
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W. Eberle etal..IMEC 'MreI ... Research - M4.QoE team 

Where stands QoE com pared to ... 

• top-down vs. bottom-up design 
• fully flexible VS. full custom design 
• divide-and-conquer 

II>/. Eberle etol., IMEC'Mre! ... R.,..",rch -M4.QoE te.m 
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Design approaches: up or down 

• OoE is about system design 
• The two extremes in system design: 

III Top-down design 
• Advantage: Global optimization possible 
• Disadvantage: maybe costly redesign of many IP blocks 

l!I Bottom-up, e.g. platform-based design 
• Advantage: based on actual (well-known) IP 
• Disadvantage: risk for suboptimal results at the system level 

(availability of the right IP, specifications for the IP, .,,) 

• In practice 
l1li Meet-in-the-middle :::; a bit of top-down and a bit of bottom-up 
lilt Problems: 

• how much is a bit? 
• where is the methodology here, howto repeat it? 
• how to ensure optimality? 
• how to ensure integrity? 

W. Eberle et a1 .• IMEC 'MreI ... R_rdl- M4.QoE team 

QoE: Effective Power Management 
spans all layers 
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Design approaches: flexible VS. fixed 

• OoE is about system design 
• The two extremes in system design: 

As flexible as possible (=> software) 
• Advantage: easy to upgrade/update 
• Disadvantage: energy-hungry; some problems are shifted to 

other domains (e,g, software radio: digital .. analog) 
!Ii As energy-efficient as possible (=> custom hardware) 

• Advantage: energy-efficiency 
• Disadvantage: fIXed; long design time; redesign cost; 

manufacturing cost 

• In practice 
Meet-in-the-middle = a bit of SW and HW 
Problems: 

• how much tS a bit? 
• where is the methodology here, how to repeat it? 
• how to ensure optimality? 
• how to ensure Integrity? 

w. Eber1eetal., IMECWretess Rueard'l-M4<QoEteam 

QoE goes for the real trade-off 
between flexibil" and ~r1I'CI"'''' 

• Extensive exploration phase @ design-time 
Advantage: optimum configurations can be determined; not­
required parameter flexibility is identified early (before detailed 
design starts); energy is traded off against flexibility! 

Disadvantage: models must be available (note: this is the same 
problem as for deriving specifications; hence: nothing new!) 

• Pruning of flexibility to the optimum @ design-time 
Advantage: minimum complexity remains for run-time 

Disadvantage: none (methods & tools needed, of course) 

• interactive control (monitor & steer) @ run-time 
Advantage: can still react to changing environment, services, etc, 

!II Disadvantage: some overhead in (mainly) digital complexity; 
however: negligible compared to savings 

W Eblll1e e! or., lMEC Wreless R .. earch - M4.QoE"""" 
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Design approaches: divide & conquer 

• Divide-and-conquer 
Advantage: good engineering principle as such; reduce complexity 
ofthe original problem by splitting it up into sUbproblems of lower 
complexity while increasing their number 

i1j Disadvantage: often misused - why? 

• What is the design criterion to split a problem? 

• Where to partition problems? 

W. Ebe!1e ef at, IMEC 'Mrel ... R .... rch - M4,QoE team 

QoE is not about chaos but 
about minimizin the interfacin cost 

• Layering is still possible! 

• Instead: Optimize interfacing cost 
OoE identifies the additional orthe actually needed (often irrelevant 
information is supposed to be exchanged) information that needs 
to be exchanged 

W, Ebert-e et aI., IMEC VlJiress$ Research - Mot.QoE team 
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Can we improve our design approach? 

Cross-layer 
(Xl) 

design 

Scenario­
based 
design 

Design-time! 
run-time 
trade-off 

team 

too expensive 

t /..:;. -; operating points 

~ not relevant 

You can't have it all at the same time ... 
but you will get the 'best' possible at any given time 

Compromises are for the user! 
Getting a link between user 
expectations (experience) and 
measurable system specs remains challenging research! 

W. Eberle et at, IMEC Wraess Research - M4.QoE team 
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A Characterization of Streaming Applications Execution 

M.A. Weffers-Albu1
, J.J. Lukkient, P.D.V. v.d. Stok1,2 

ITechnische Universiteit Eindhoven, 2Philips Research Laboratories 

Abstract 

In this article we provide a model for the dynamic 
behavior of a single video streaming chain, by 
formulating a theorem describing the stable behavior. 
This stable behavior is characterized in terms of the 
elementary actions of the components in the chain, from 
which standard performance measures (such as 
activation time, response time and resource utilization) 
follow. From this we derive corollaries, which give 
guidelines for the design of the chain, while targeting 
optimization of resource utilization and minimizing 
context-switching overhead 

1. Introduction 

We consider the problem of processing a video stream 
by an application consisting of a chain of given 
processing components, on a scarce-resource embedded 
platform. The essential requirement on the platform is 
cost-effectiveness, leading to minimizing the resources 
made available to this application. The requirement on the 
application is robustness. In tenus of the real-time tasks 
that compose the application, this leads to the requirement 
of predictability of timing behavior and (shared) resource 
use. In order to support the design of the application 
(mainly the mapping of such an application onto an 
execution platform) a good model of its run-time behavior 
is needed such that timing and resource utilization can be 
accurately predicted. In addition, the model can be used to 
control that behavior. 

The parameters we want to predict and control are 
attributes such as activation time (AT) and response time 
(RT) of tasks and of the chain as a whole, as well as 
resource utilization (RU) for CPU, memory and bus. 
Prcdicting and controlling the RT of each task in the chain 
is important for the prediction and control of the response 
time of the entire chain. This article presents a first step in 
this wolk by characterizing the execution of a single 
video streaming chain by formulating a stable-phase 
theorem. Subsequent corollaries provide guidelines for 
design aiming at improving the resource utilization and 
minimizing the context switching overhead. We adopt as 

an important measure for the overhead the number of 
context switches (NCS). 

The article presents our execution model in section 2, 
and a characterization of a single streaming chain 
execution in section 3. Related wolk is presented in 
section 4 and section 5 is reserved for conclusions. 

2. TriMedia Streaming Software Architecture 

This work has been done in collaboration with the 
Multi-Resources Management project at Philips Research 
Laboratories Eindhoven where we study the TriMedia 
Streaming Software Architecture (TSSA). TSSA is an 
instantiation of the pipes and filters architecture style [6] 
and it provides a framework for the development of real 
time audio-video streaming applications executing on a 
single TriMedia processor [1]. A media processing 
application is described as a graph in which the nodes are 
software components that process data, and the edges are 
finite queues that transport the data stream in packets 
from one component to the next (Figure 1). 

Figure 1 - Chain of components. 

Each component Ci (l:S i :S N) has an associated task to 
which a unique fIxed priority is assigned (fIxed priority 
scheduling) and the tasks execute as long as input is 
provided. Every connection between two components is 
implemented by two queues. One queue (called full 
queue) carries foil packets containing the data to be sent 
from one component to the next, while the second queue 
(the empty queue) returns empty packets to the sender 
component to recycle packet memory. The empty packets 
are returned in order to signal that the data has been 
received properly and that the memory associated with the 
data packet may be reused. Each component Ci (1< i <N) 
has two input queues (a full queue fqi-} and an empty 
queue eq) and two output queues (a fullfq; and an empty 
queue eq;..}) (Figure 1). C1 and CN are connected to then 
neighbors by only two queues. C1 has one input empty 
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queue eqJ and one output queuefqJ. CN has one input full 
queue fqN-J and one output queue eqN-l. 

A typical execution scenario of Ci (denoted by E(C,» 
(Figure 2) is the following: the component gets 1 full 
packet from the input full queue (fqi_1?) 0, then gets 1 
empty packet from the input empty queue (eqm 8, 
petforms the processing (a) ., recycles the input packet 
by putting it in the output empty queue (eqi-d)e and, 
finally, the result of processing is put in the output full 
queue (fqi!) e. 

Put Empty Packet 

F~gure 2. A basic streaming component. 

Note that the semantics of the fqi-J? and eq;? operations is 
that the number of packets in the fqi-J and respectively eqi 
queue is decreased by one. Also, the semantics of the eqi_ 
J.I and fq;l operations is that the number of packets in the 
eqi-J.I and respectively fq;l queue is increased by one. 

3. A characterization of chain execution 

In the current article we will focus on the case of a 
single linear streaming chain (Figure 1) consisting of 
event-driven components wifu fixed worst-case execution 
times and executing in a cooperative environment. The 
latter means that the environment will always provide 
input and always accept output. In general, a chain will 
not exist in isolation, but composed with other chains, the 
components can have different execution scenarios, and 
the environment is not always cooperative. As we 
mentioned in the previous section, the analysis we present 
in this paper is a first step in analyzing this type of 
streaming systems, step we consider necessary before 
tackling more complex cases. We also observe that the 
(environment) input and output of the chain are different 
than the connections (via buffers) between components 
because while C1 and Cx will never block on the 
environment input and respectively output, they can block 
on their input empty and respectively full queue. 

The initial situation of the chain is that all full queues 
are drained (which implies that all empty queues are ftlled 
to their full capacity). At any time the task with the 
highest priority that has enough input to run will execute. 
We will use the following notations: Pi refers to the 
priority of component Ci, L(Q) denotes the number of 
packets in queue Q, IQI denotes the capacity of queue Q, 
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Ci b Q means that component C, is blocked on queue Q. 
CM denotes the component with minimum priority in the 
chain. 

In order to characterize the system behavior we list 
invariant properties that we derive from the components 
behavior and from the priority assignment. Assuming the 
capacities of empty queues are identical to the capacities 
of the corresponding full queues we derive from the 
components behavior: 
Property 1 'r:j i, 1 < i :5 N, C, b eqi.1 is not possible. 
Property 2 -'r:j i, 1:5 i < N, C, b fqi is not possible. 
Property 1 and 2 state that blocking at the output of a 
component is not possible. 

Whenever a component executes, it can do so only if 
higher priority components are blocked. Consider a 
descending chain of priorities starting from the input side 
of the chain. Whenever the last component in this chain 
executes, the other ones are blocked. Because of the 
cooperative environment all components (except the last 
one) are blocked on reading from the empty queue. This 
situation can be generalized to a minimal priority 
component. 
Lemma 3 - When Ci is such that 'r:j j,j<i, Pj > Pi and C, is 
executing in a I then q b CQj. 
A similar result holds for the end of the chain. 
Lemma 4 - When Ci is such that 'r:j j, j > i, Pj > Pi, and C, 
is executing in a, then q b fqi-I' 
For component CM the situation is special in that both 
lemmas 3 and 4 apply. As a result, whenever CM executes 
the remainder of the chain is blocked. In addition, 
whenever CM de-blocks one of its neighboring 
components, the components in the corresponding half­
chain will take over, execute one time their execution 
scenario after which they will return to their blocked state 
again. The sequence of actions in doing this is completely 
determined by the priority assignment. Therefore, the 
behavior of the system can be described as the 
interleaving of the behavior of CM with these left and 
right half-chain behaviors. 
Corollary 5 - When CM is in a, 'r:j i: 1 S; i < M, L(fq0 = 
Ifqil-l A L(eqi)=O A 'r:j i: M S; i < N, L(fqi) == 0 A 
L( eqi)=leqil. 
Stable Phase Theorem - Let CI, C2, C3, ••. , CN be a chain 
of event-driven components communicating through a set 
of queues as in Figure 1. Provided that the input is 
sufficiently long, the execution of the components in the 
chain will adopt a repetitive pattern (during which the 
chain is in a stable phase) in a finite number of steps 
(initialization phase). The repetitive pattern of execution 
is: 

fqM_I?; eqM?; a; eqM-l!; E(SL); fqM!; E(SR), 
where SL={CI, ... , CM-I}, ~={CM+I' ... , CN} and E(SL) 
and E(S0 are the mentioned combined executions of 
components in sub-chain SL and sub-chain SR 
respectively. Note that the repetitive pattern of execution 
depends on the execution scenario of the components. In 



future work we will consider chains composed of 
components with different execution scenarios and we 
will show again how the different execution scenarios 
influence the pattern of execution. 
Property 6 - The length of the initialization phase in 

M-1M-1 
number of execution steps is .L :z I eq. I. 

)=1 1=) I 

Corollary 7 - The length of the initialization phase can be 
reduced by reducing the length of all queues connecting 
the components preceding CM in the chain to the limit 
necessruy to prevent deadlock. 
Corollary 8 - The minimum queue length sufficient for 
each of the queues in the chain is 1. 
Corollary 9 - The initialization phase can be eliminated 
completely by assigning to CI the minimum priority. 
Corollary 10 - In the stable phase the execution of all 
components is driven by the execution of CM. 
Corollary 11 - At the beginning of the stable phase \:;f i i: 
M, Cj is blocked while CM is ready-to-run. 
Corollary 12 NCS, AT, RTofall tasks involved, RTfor 
the entire chain, and CPU utilization during one execution 
of the pattern can be calculated by reconstructing the first 
execution of the pattern considering that in the beginning 
of the stable phase the states of all component tasks are as 
described in Corollary 11. 

The algorithm for reconstructing the execution of the 
pattern is described in [2]. 
The following corollary provides guidelines on how to 
assign priorities to tasks in the chain such that the NCS is 
minimized. We are interested in minimizing the NCS 
because we want to minimize the overhead. 
Corollary 13 

1. The minimum NCS during initialization phase 
can be achieved when CM= C1• 

2. The minimum NCS during one execution of the 
pattern can be achieved either when: 

a. Pj<PN<PN-I<",<P2, 
b. orwhenPN<Pj<Pz< ... <PN_j. 

4. Related work 

Closely related work in [3] and [4] also considers an 
execution model for video streaming chains inspired by 
TSSA. Both articles present an analysis method allowing 
the calculation of the worst--case RT of multiple video 
streaming chains based on the canonical form l of the 
chains. The assumptions adopted are that tasks have fixed 
execution times, tasks are allowed to have equal priorities 
and the overhead introduced by context switches is 
ignored. In contrast, in our analysis we can deal with 
variable execution times and take the overhead of context 

1 The canonical form of a chain CN composed ofN tasks, can be seen 
as a new chain CN' composed of N' tasks (N' ::; N) where the priorities 
of the tasks do not decrease from input to output. 

switching into account. In addition, we provide guidelines 
for the optimization of RU. 

The execution model used in [3] and [4] presents only 
one buffer linking two consecutive components in a 
chain. Although we expect that a similar stable phase 
theorem could be stated also for this execution model, the 
corollaries derived would differ because of the different 
execution model used_ 

Finally, in [5] the authors focus on the fixed priority 
scheduling of periodic tasks decomposed into serially 
executed sub-tasks but no intermediate buffers are 
considered. 

5. Conclusions 

We have presented a characterization of the dynamic 
behavior of a video streaming chain composed of event­
driven components. The presented theorem and lemmas 
show that after a lmite initialization phase streaming 
chains reach a repetitive pattern of execution This 
repetitive pattern is exploited further in predicting 
attnbutes such as activation time, response time of 
individual tasks, response time of the entire chain, the 
number of context switches and resource utilization. 
Additional corollaries provide guidelines for the design, 
while targeting optimization of resources and minimizing 
context-switching overhead. 
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1 Overview 

Our goal is to stream video over a wireless network 
by dynamically adapting the size of the stream accord­
ing to the fluctuating available bandwidth in the net­
work. 

In this paper we propose an architecture that pro­
vides QoS by dynamically adapting the transmission 
rate of nodes to match the currently available band­
width of a wireless network. The architecture prior­
itizes real-time traffic over non real-time traffic when 
transmitting packets. The traffic adaptation serves the 
purpose of minimizing the network congestion occur­
ring due to high load. 

The architecture consists of a bandwidth predictor 
that first uses a simple probe-packet technique to pre­
dict the available bandwidth of the network. Then, ex­
ponential averaging is used to predict the future avail­
able bandwidth based on the current measurement and 
the history of previous predictions. 

This predicted bandwidth is then fed into the traf­
fic shaping part of the architecture, which adjusts the 
transmission rate of the node accordingly. 

As presented in [4, 2], the basic idea of applying traf­
fic smoothing for network transmission is to smooth a 
bursty stream of data into a constant stream of data 
by using the leaky bucket algorithm. The rationale is 
that by smoothing out bursts the transmission is evenly 
spread out over time in order to reduce the probabil­
ity of congestion and collisions on the network. It is 
also a way to control the rate of the transmitted traffic 
generated by each node. 

As motivation for the work in this paper we use the 
two application scenarios described below. 

The first application is a streaming server capable of 
dynamically switching between a small number of dif­
ferently sized versions [5] of the same stream. Synchro­
nization of the streams is based on GOPs, i.e. a switch­
ing between streams always occurs at a GOP start. The 
server switches the transmission between these streams 
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according to the currently available bandwidth pre­
dicted by our method. 

The second application is also a streaming server but 
it uses a web camera to capture pictures which are then 
encoded into a video stream with the possibility to con­
trol the stream size by adjusting a quality parameter 
of the encoding. The quality parameter is determined 
based on the bandwidth prediction we perform. This 
stream is then transmitted onto the network in a way 
so that it fits the available bandwidth. 

2 Architecture 

In this paper we assume all nodes are connected us­
ing the Infrastructure connection, i.e all nodes are con­
nected to an Access Point {AP}. Furthermore we as­
sume that there is only one AP in the system, hence no 
roaming between different APs can occur even though 
nodes are mobile. We assume that nodes are always 
within transmission and reception range of the AP. 

The basic idea is that each node is assigned a pro­
portional share of the total available bandwidth of the 
wireless network and each node stays within its limit. 
Here we assume that when the available bandwidth 
fluctuates, the proportional share of each node also 
fluctuates. We consider the node containing a stream­
ing server most important, and therefore we assign it a 
larger share of the available bandwidth than the other 
nodes. Note that, because of the previously mentioned 
fluctuation of available bandwidth, the assigned share 
for each node will also fluctuate over time. This implies 
that the traffic generated by a node must be dynam­
ically adapted to conform to the currently available 
bandwidth share for that node. 

On each node the bandwidth assigned to that node 
is shared between real-time and non real-time traffic. 
Because we consider the video stream to be real-time, 
we assign a higher share of the allocated bandwidth to 
real-time traffic in order to prioritize the transmission 
of the video stream. 



An overview of the architecture is presented in figure 
1. 
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Figure 1. Architecture of bandwidth predic­
tion and traffic shaping 

In order to properly adjust the transmission rate, 
the first part of our architecture, the bandwidth predic­
tor, predicts the future bandwidth based on the current 
available bandwidth and previous bandwidth predic­
tions. 

The bandwidth prediction is then fed into the second 
part of our architecture, the traffic shaper. It shapes 
the traffic according to the available network band­
width. By separating the handling of real-time and 
non real-time traffic by using two token buckets (see 
Figure 1), we prioritize real-time traffic by giving it a 
larger share of the bandwidth assigned to the node. 

Available bandwidth is predicted between one sender 
and one receiver, i.e if there are multiple receivers, 
available bandwidth must be predicted for each, be­
cause the results can be different depending of the fluc­
tuations of the wireless network. In this paper we as­
sume that each sender has only one receiver present. 

3 Bandwidth Prediction 

Our bandwidth prediction uses a well known packet­
pair probing technique detailed in [31, which is a way to 
determine the end-to-end characteristics of a network 
path mainly for Internet, which we apply to wireless 
networks. The network state can be determined by 
measuring the time delay of the probe packets. 

In order to dynamically react to the varying band­
width of the network, we have to periodically repeat 
the bandwidth prediction. Here, we repeat the prob­
ing and prediction with a period of 1 second. 

In packet pair probing, the sender transmits two 
probe packets (of identical length), back to back, to 
a receiver. The receiver measures the delay between 
the pro be packets and returns this information to the 
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sender. This delay gives an indication of the current 
network load, a high delay indicates a high network 
load and vice versa. Formula 1 shows our simple cal­
culation for the measured bandwidth. 

BWT=L/tl.T (1) 

Where B WT is the resulting bandwidth, L is the 
probe packet length, and tl.T is the measured delay 
between the probe packets (T2 Td. 

In order to predict the future available bandwidth 
we use exponential averaging, which is a technique used 
to examine and average a sequence values along a time 
series which enables us to make a prediction based 
on previous predictions as well as the current network 
load. 

Formula 2 shows how we predict the bandwidth: 

(2) 

Where Pk is the future prediction, Pk-l is the previ­
ous prediction, BWTk is the current bandwidth mea­
surement, and 0:' is a constant used to determine how 
important the history vs. the current measurement is 
in the prediction. 

We implemented the bandwidth predictor as a user 
level program running on Linux running the 2.6 kernel. 
The program uses the libpcap [6] library to transmit 
and receive the probe packets directly to the network 
card (bypassing the higher layers). On the sender side, 
the program transmits the two probe packets back to 
back and then waits for a return packet containing the 
time difference measured at the receiver. The receiver 
waits for the two probe packets, takes time stamps 
when they arrive, and finally calculates the difference 
which is then transmitted back to the sender. 

4 Traffic Shaping 

The Traffic Shaper shapes the outbound traffic ac­
cording to the portion of available bandwidth assigned 
to the node. It also prioritizes real-time over non real­
time traffic for transmission. 

Since we want to shape the outgoing traffic at a bit 
level we insert the traffic shaper as close to the network 
card as possible. At this position all outbound packets 
can be caught and queues before being processed by 
the traffic shaping mechanism. 

The traffic shaper takes the predicted bandwidth as 
an input parameter and adjusts it's output rate accord­
ingly. It also ensures that a node does not use more 
bandwidth than its allowed share. Figure 1 shows that 



the traffic shaper architecture actually contains two 
Token Buckets (TB), one for real-time and the other 
for non real-time traffic. Then we prioritize real-time 
packet transmissions by assigning a higher rate to the 
real-time TB . 

We implemented the traffic shaper using the QoS 
features built into the Linux 2.6 kernel. The shaper 
architecture uses the hierorchical token bucket (HTB) 
and consists of a u32 ffiter and two HTBs (real-time 
and non real-time) as shown in the traffic shaping part 
of figure 1. 

The u32 filter allows us to distinguish between real­
time and non real-time packets and send them to the 
corresponding HTB. When using HTBs a maximum 
transmission rate is set for the whole architecture (both 
HTBs). Transmissions rates are also set for both of 
the HTBs (with the sum equal to the maximum rate). 
The HTB implementation in the Linux kernel allows 
bandwidth unused by an HTB to be lent to another 
HTB, allowing for effective use of the bandwidth. 

5 Status and Ongoing Work 

We have implemented the architecture described 
above and currently we focus mainly on bandwidth 
prediction. First results from our implementation are 
encouraging. 

We are currently investigating how to further en­
hance our bandwidth prediction by looking at more 
network parameters to be used as input [1]. 

Furthermore, we are investigating stability issues 
and the control aspect of the stream adaptation and 
the fluctuations of bandwidth on wireless networks. 
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Abstract 

In this paper, we present a strategy to control a 
decoder that processes scalable video on a networked 
terminal. The controller maximizes user perceived 
quality taking into account available computing 
resources and condition of the network. 

1. Introduction 
We consider the problem of video streaming via a 

wireless medium. The medium is characterized by 
frequent and unpredictable quality fluctuations. 
Moreover, resource constrained terminals are not 
always capable of processing all video data that is 
transmitted by a sender. Scalable video can be used to 
overcome these problems. 

Scalable video partitions video data into a Base 
Layer (BL) and one or more Enhancement Layers 
(EL). The transmission and decoding of the BL is 
enough to reconstruct video of recognizable quality, 
while the ELs are needed only for an incremental 
improvement of the quality of the received video 
sequence. 

The variations in the number of received layers, 
resulting from instabilities of the network, along with 
resource limitations of the terminal require continuous 
decisions on the number of layers to be processed. A 
dynamic control mechanism for the networked 
terminal is proposed that uses a strategy created offline 
by means of a Markov Decision Process (MDP) [1]. 
The assumption of the model in [1] is that indifferent 
of the number of layers received for the current frame 
the probability to receive x layers for the next frame is 
JIN'" 100% (where N is maximal number of layers). 
Changing network conditions is not taken into account. 
Thus, the chosen strategy is equal for bad and good 
state of the media. 

In this paper we present a method to create 
controller strategies for various network conditions. 
The network aware solution (Solution 2) is compared 
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to the unaware one proposed in [1] (Solution 1) and it 
is shown that the network awareness of solution 2 
results in fewer quality level changes in the system. 

2. Model 
A scalable video decoder [3] enables trade-off 

between resource consumption and video quality. 
Decoding BL and 1 to i ELs corresponds to quality 
level i. A change in a quality level results in a change 
of the video quality and resource consumption. 
Frequent changes of picture quality are not appreciated 
by user. The control strategy proposed in [1] 
minimizes the number of quality level changes while 
maximizing the average quality level. 

The control strategy is a result of solving a MDP, 
which is constructed as follows. Decoding a frame has 
a deadline. The deadlines for the successive frames are 
strictly periodic. In each period the decoder is 
guaranteed a fixed amount of processing time, called 
budget. After decoding a frame, we calculate the 
relative progress, defmed as the fraction of budget left 
until the deadline of the next frame. There is an upper 
bound on the relative progress that defines the 
maximal number of frames that can be decoded in 
advance. When decoding of a frame is fmished, a 
decision must be taken about the quality level of the 
next frame. The maximal quality level is given by the 
number of layers received for the next frame as it is not 
possible to decode more layers than is available. 

The decision of the controller depends on the 
number of layers available for the next frame and the 
amount of terminal resources, expressed in a value of 
the relative progress. Thus, we need to estimate how 
many layers will be available for the frame that will 
come after the next one. Solution I assumes that with 
equal probability it could be any number of layers. The 
proposed network-aware Solution 2 calculates separate 
probabilities for different combinations of number and 
size of layers as well as for various network 
conditions. 



The probabilities of receiving a particular number 
of layers for the next frame are calculated by a network 
simulation based on the Gilbert-Elliot channel model 
[2]. The simulation takes into accOlmt layers 
configuration and network conditions. The network 
conditions are expressed in bit error rate (BER) and 
burstiness (1-1). 

3. Evaluation 
We used a CE device with a hardware decoder to 

receive and decode video. Parsing and summation of 
the video layers are done in softvvare. Processing BL 
only takes, on average, 4.4 ms. Processing BL and EL 
or BL a~d two ELs takes 12 and 24.8 ms respectively. 
As the mfluence of the content of a video on the 
hardware decoder is negligible, the time needed for 
processing a particular number of layers has a low 
deviation from the average. 

We have chosen an 802.11 b network as streaming 
medium, as it is the most widespread standard for in­
home network nowadays. The network was used 
exclusively for our streaming application. There was 
no significant interference on the network, so the 
chosen parameters for the channel conditions were 
BER=1O-6 and !l=0.3. The useful throughput of such a 
channel is around 6Mbps. 

For the MOP we used the following parameters. 
The upper bound on relative progress is set to 2, which 
assumes that we can process one frame in advance. 
The utility function, which dermes the reward for 
being on the particular quality level, is set to 2, 4 and 8 
for quality levels 0,1 and 2 respectively. We set the 
deadline penalty to 100000. The quality change 
penalties for inereasing the quality level are set to 5 
and 50 if the quality level is increased by 1 or 2 
respectively. For decreasing the quality level, the 
penalties are set to 50 and 500 for going down by I or 
2 levels respectively. Solution 1 assigns no peiialties 
for decreasing quality level if the decrease is caused by 
network conditions. For Solution 2 penalties for 
decreasing quality level are the same for changes 
caused by controller as well as by network. 

For the comparison we've chosen 70000 frames 
long scalable video consisting of three layers: a BL 
and two ELs. We considered three different 
configurations with respect to the sizes of the three 
layers. In the first configuration all layers are 1 Mbps, 
they consume only half of the available bandwidth, so 
ideally th~ controller strategy should be defined only 
by terrnmal resource limitations. The second 
configuration, with all layers of 2Mbps, requires all the 
bandwidth, so the network condition is as important as 
the terminal resources. The third configuration (all 
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layers are 3Mbps) needs more bandwidth than is 
available, so the network condition should play the 
most important role in the controller decisions. 
Probabilities of receiving exactly one, two or three 
layers are given in Table 1. These probabilities are 
all dftl c cuate 0 me by the network simulation. 
Confilruration I BL onlv BL+ELI BL+EL1+ELz 
1 10 0 100 
2 I 0.08 51.36 48.56 l 
3 I 71.29 28.71 0 

Table 1 Probability (%) of having the given layers 

We made pairwise comparison of the solutions, 
looking at the average quality level and the number of 
quality level changes. The comparison was made for 
all three above-mentions configurations. We 
considered budgets from 4 to 40 ms, with step of 1 illS. 

For configuration 1, both solutions behave in the 
same way, delivering equal quality and making almost 
the same amount of quality changes. The reason is that 
in this configuration all three layers are constantly 
available for processing. Consequently, both solutions 
take into account only terminal resources (which are 
equal) resulting in nearly the same strategies. 

The behavior of controllers for configuration 2 
differs significantly (Figure I,Figure 2). Starting from 
a budget of 12 ms, which allows successful decoding 
of two layers, the controller based on the strategy of 
Solution 2 does not attempt to increase the quality 
level. The reason is that according to the network 
conditions (see Table 1) the second EL is not available 
in, roughly, half of the cases. Thus, choosing quality 
level 2 will lead to frequent quality level changes. On 
the other side, the Solution 1 does not take network 
changes into account, resulting in higher average 
quality for the price of extremely high quality 
fluctuations. 
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The reason that the average revenue of both 
solutions is extremely low for the budget of 4 ms is a 
large number of deadline misses. The deadline misses 
occur because the budget given to the decoder is 
significantly lower than the average processing time 
for BL (4.4 ms). Starting with a budget of 5 ms, the 
number of deadline misses is 0, as there is always 
enough time to decode at least BL. 
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The results for configuration 3 are again the same. 
Since receiving BL and two ELs is not probable, the 
controller is left with the choice between processing 
one or two layers. However, in vicw that most of the 
time (71.290/0) only BL is available, both controllers 
behave conservatively, trying not to choose quality 
level 1. Thus, the strategy of the controllers is fully 
dermed by the network conditions, as there are enough 
resources to decode BL for budgets higher than 4.4 IDS 

(average decoding time for BL). 

4. Conclusions 
In this paper we presented improvements to the 

creation of the controlling strategy for scalable vidco 
decoder, presented in [1]. We've shown that the 
knowledge of the network conditions allows decrease 
of quality level changes, thus delivering a video with 
higher objective quality . 
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Abstract 

This article presents the initial steps towards 
integrating a cache space reselVation mechanism with 
processing cycles reselVations. Consumer electronics 
vendors increaSingly deploy shared-memory 
multiprocessor SoCs, to balance flexibility (late changes, 
software download, reuse) and cost (silicon area, power 
consumption) requirements. The dynamiC sharing of 
scarce resources by media applications jeopardizes 
robustness and predictability. Resource reservation is a 
well-known technique to improve robustness and 
predictability. Various resource reservations mechanisms 
address this problem indiVidually for each resource such 
as processor cycles, cache space, and memory access 
cycles. However different resource types are very closely 
interrelated. We present a novel approach that aims to 
integrate the reselVation mechanisms of the processing 
cycles and cache space. 

1. Introduction 

Multiprocessor systems on chip (SOC), such as Philips 
Nexperia [1], are rapidly entering the high-volwne 
electronics market. Progressive IC technology steps 
reduce the impact of programmable hardware on the total 
silicon area and power budget. Ibis permits SOC 
designers to shift more and more functionality from 
dedicated hardware accelerators to software, in order to 
increase flexibility and reduce hardware development 
cost. 

Control and media processors 

Figure 1 Heterogeneous SOC architecture with CPUs, 
DSPs, and accelerators communicating through 
shared memory. 
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However, these multiprocessor SoCs still combine 
flexibility-in the fonn of one or more programmable 
central processing units (CPU) and digital signal 
processors (DSP)-with the perfonnance density of 
application-specific hardware accelerators. Figure 1 
depicts such a heterogeneous SoC architecture as 
presented in [2]. 

Figure 2 Media application example. 

Figure 2 depicts an example of a streaming application 
[3] (mainly audio and video) that would run on such SOC. 
Our execution model for streaming applications consists 
of a connected graph in which the nodcs represent either a 
task or a buffer. The interconnections represent the data 
transfer. The execution model is hierarchical. At higher 
levels of abstraction, a connected graph can again be 
viewed as a subsystem in a connected graph. Figure 2 
depicts four such subsystems: main, pip, disk, and user 
interface (UI). The subsystems are denoted with the 
rounded rectangles. 

2. Resource reservations 

The sharing of resources is a potential source of 
interference that leads to unpredictability, and jeopardizes 
overall system robustness. Resource reservation is a well­
known technique to improve robustness and 
predictability. It is based on four components, admission 
control, scheduling, accounting, and enforcement. When 
properly combined they provide guaranteed reservations. 



Based on this approach, our system resource manager 
provides resource budgets to the subsystems. A resource 
budget is a guaranteed resource allowance. Guaranteed 
resource budgets provide temporal isolation, which 
contributes to robustness by bounding the interference 
caused by resource sharing. 

The different resource types present in a SoC are very 
closely interrelated: for instance, a task running on a 
processor needs cache space to be able to execute. 
Therefore, the resource manager should address all shared 
resources in an integrated manner. The initial ideas 
towards this integration were presented in [4]. In this 
paper we address the integration of cache reservations 
with processing cycles reservations. 

2. Cache space reservation 

Figure 3 details the data path of a multiprocessor such 
as in Figure 1, in which a number of DSPs, CPUs, and 
accelerators communicate through shared memory , 
descrioc>d in [5]. The architecture applies a two-level 
cache hierarchy to reduce memory bandwidth and latency 
requirements. The cache hierarchy is inclusive: a 
memory block can only be in aLl cache if it also appears 
in the L2 cache. When a processing unit produces new 
data and stores it in its L 1 cache, the L2 copy of that 
memory block becomes stale; in such cascs a cache 
coherence protocol ensures that any consumer of the data 
always receives the updated L 1 copy of the data (from 
L2). At any moment in time, a modified data item resides 
only in one of the Ll caches (and in L2). This property is 
intended to facilitate the partitioning of subsystems, 
consisting of multiple producer/consumer tasks, over 
mUltiple processors. 

Figure 3 Data path for the memory hierarchy. 

Traditional caches have been designed to work well 
for a single subsystem running on a single processing 
unit. In current systems, multiple subsystems execute 
concurrently sharing the L2 cache. These concurrent 
subsystem... influence each other's performance by 
flushing each other's data out of the cache. Among the 
replacement and allocation techniques proposed, some of 

them use the concept of budgeting (or reservations). A 
given subsystem/task/thread has exclusive access to a 
specific part of the cache and ",'ill not suffer interference 
from other subsystems, which also have their own piece 
of cache. In [6] and [7] we can fmd examples of these 
budgeting which are spatial budgets. 

Spatial budgeting improves subsystem performance by 
improving cache predictability. Furthermore, it enables 
compositionality of software subsystem. However, in 
resource constrained system the cache is also a scarce 
resource. This means that when a subsystem requests a 
cache budget, this cache space may not be available. In 
general, subsystems will not receive as much cache space 
as they require, ",ith the derived performance penalty. 

2. Processing cycles reservations 

CPU-cycle budgets are provided to subsystems and 
must match the CPU cycle requirements of the 
subsystems. Media processing subsystems typically 
require periodic budgets with a budget value C (number 
of processing cycles), a granularity T (period of 
activation), and a deadline D. A periodic budget is 
replenished at regular intervals (T). 

For lack of space but without loss of generality we 
explain in this section the simple case of periodic budgets 
and a reservation algorithm based on rate monotonic 
scheduling (RMS). This algorithm [8] was initially 
cOll"..:eived for independently executing task. In our case, 
individual tasks are not independent whereas subsystems 
are. The same reasoning that used to apply to tasks 
applies now to subsystem budgets. We use an admission 
control algorithm that corresponds to the scheduling 
algorithm being used. If the admission control fails, the 
corresponding budgets cannot be guaranteed, therefore 
the subsystem corresponding to the budgets that causes 
the failure is not allowed to start (or to modifY its 
resource requirements). When using RMS as scheduling 
algoritlun a simple formula (1) for response time 
calculation from [9] is used: 
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1\ = Ci + L f1\ l*Cj "5: Di (1) 
jEhp(i) Tj 

In this formula, index i identifies the budget, Ti is the 
period, Ci is thc budget capacity, R is the response time, 
and hp(i) is thc set of all budgets with priority higher than 
i. The solution to this equation is the response time for 
task i. If the response time is smaller than the deadline the 
subsystem budget is guaranteed. 

3. Integrated approach 

To present the first step towards integrating the L2 
cache resource reservation with processing cycles 



reservations assume a system with three independent 
subsystems, such as Main, Disk and UI from Figure 2, 
executing on two processors. Subsystem one and two 
execute on processor one and subsystem three executes 
on processor two. Note that no data is shared among the 
subsystems. The budget scheduling algorithm is rate 
monotonic scheduling. Figure 4 depicts the resulting 
execution behavior and the corresponding cache 
reservation. In this case the cache reservation for each 
subsy stem is 1/3 of the total cache. 

Cache 
spoce 

~ S,*",ystemexeclIionl 'f>7.',1"?7',1"?7777==== 

[j S'*"'ystemexecution2 .: •••••• 

I S,*",ysteme"ecution3 

~ CaclE reservation 1 

[J CaclE reservation 2 

I CaclE reserv.tvn3 

Figure 4 Cache reservation without using processing 
budget information 

The cache reservation mechanism is controlled in 
software. We can use this mechanism dynamically by 
reserving cache space when the subsystem needs it and 
frecing (reallocating) it when the subsystem does not 
need it. The cache allocation decisions are made in 
software, and are enforced by novel extensions in the 
hardware cache controller. The difference with previous 
work is in the defmition of "when the subsystem needs 
it". Until now the subsystem needed the cache space 
during its life time. In Figure 4, subsystem I keeps its 
cache reservation until the end of the period, even when it 
will not use it. Knowing that a subsystem will not execute 
for some time is not easy in the general case. However, if 
a processing budget is also provided then we can 
calculate exactly when a subsystem starts executing and 
when it will fmish. The processing budget is available 
with granularity much smaller than the lifetime of the 
subsystem. For example a processing budget of 5 
milliseconds each 10 milliseconds with respect to the 
lifetime of a subsystem of several hours. 

Knowing the scheduling mechanism, and assuming 
equal periods for the processing budget we can calculate 
the worst case busy period per subsystem per processor. 
For the highest priority subsystem the start time is 0 and 
the finishing time is the response time calculated by (l). 
For the other subsystems, the start time is the response 
time of the adjacent higher priority subsystem and the 
finishing time is calculated by (I). In a more general case 
the earliest start time and latest end time can be calculated 
using the fonnulas from [10]. 
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Figure 5 Optimized cache reservation by using 
processing budget information 

Calculating the worst-case busy period, we can use the 
disjoint busy periods to maximize cache budget 
provision. In Figure 5 we can see how the cache space 
used by subsystem 1 is freed to be used by subsystem 2, 
maximizing overall cache space utilization. 

This cache management mechanism is independent of 
(orthogonal to) other features like prefetching or 
invalidation for streaming data or multi-processor cache 
coherency. 

4. Conclusion and future work 

This article takes on the fIrst challenge towards 
integrated resource management for SoC and presents a 
coherent approach that integrates cache space 
reservations with processing cycles reservations. By 
combining these mechanisms the cache space is more 
effectively used: when a subsystem does not need its 
reservation the space can be made available for other 
subsystems. 

The current mechanism assumes a simple model where 
all budgets have the same period and fIxed priority 
scheduling is used. We are working towards the extension 
of this mechanism towards the case of arbitrary periods 
and dynamic priorities. 
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I. INTRODUCTION 

Resource-constrained systems require that Qual­
ity ofService(QoS) is an integral part of the system 
design. In this paper, we provide a new QoS concept 
to be used in a large Network-on-Chip(NoC) setup 
for complex multimedia applications. The trend in 
video consumer systems is to use a heterogenous 
flexible platform in which many tasks are executed 
in parallel. For cost efficiency reasons, the platform 
cost and therefore resources are bounded, so that 
quality control of applications is inevitable. QoS 
management for Systems-on-Chip (SoCs) has been 
extensively studied for e.g. MPEG-4 3D graphics, 
wavelet coding, etc. [1] (2]. The proposed QoS 
management approach computes the resoure utiliza­
tion as an algebraic function of the quality settings, 
based on e.g. the number of graphical triangles to 
be processed. However, in our target application 
domain, the execution time also depends on the 
input data. The input data dependency is particularly 
important for advanced multimedia applications, 
where video content is partitioned into independent 
video objects instead of rectangular frames of sam­
ples. As objects can change over time, in size, shape 
and texture contents, the processing requirements 
are more variable then with conventional video. For 
this reason we have adopted the MPEG-4 standard 
as an example of object oriented video processing. 

In this paper we consider a class of QoS systems 
that relies on predicting the execution times of the 

lSupported by the European Union via the Marie Curie 
Fellowship program under the project number HPMI-CT-2001-
00150. 

application at run-time taking the data depende~cy 
into account. We propose a control mechamsm 
based on a linear prediction model that interacts 
with a higher level QoS management unit to adopt 
quality and resource settings for our application. In 
initial experiments with our new concept, we found 
that the savings in computation is at least in the 
order of several tenths of percents. 

II. PROBLEM STATEMENT 

In this paper we study a complex multimedia 
application that can have very dynamic ~xecution 
time characteristics per frame. In our prevlous work 
we motivated the use of a multiprocessor system­
on-chip (MP-SoC) as a target platform for such 
applications [3]. MP-SoC is a reconfigurable .plat­
form and by using multiple processors executmg a 
plurality of tasks, the QoS management becomes 
a multi-dimensional problem. In this paper we 
concentrate on the problem of mapping MPEG-4 
shape-texture decoding as an example ~f a com~lex 
multimedia application. The object-onented vldeo 
is a more dynamic application in terms of resource 
usage (computation, memory, communication). than 
with regular video signals. The above-mentlOned 
dynamism of processing of video objects in com­
bination with the multiprocessor target platform, 
forms a complex mapping and run-time control 
problem. We concentrate on mapping MPE~-4 
decoding on a distributed set of processors wlth 
the aim to control the complete application with 
respect to execution flow and output quality levels. 
Preferably, the mapping is scalable in terms of QoS 
and introduces a model for execution control. 

139 



III. QoS MODEL FOR ApPLICATIONS ON 
MP-NoC 

We focus on a complex state-of-the-art multime­
dia application (MPEG-4 shape-texture decoding) 
that can have very dynamic execution time charac­
teristics per frame, and of which several instantia­
tions can be executed in parallel. In our previous 
work we motivated the use of a multiprocessor 
system-on-chip (MP-SoC) as a target platform for 
such advanced applications [3], wruch makes also 
QoS management a multi-dimensional problem. 

The architecture of our QoS concept is based 
on two negotiating managers, instead of the con­
ventional single resource manager. We distinguish 
the Global QoS manager that controls the total 
system performance involving all applications and 
the Local QoS manager that controls an individ­
ual application within the assigned resources (see 
Fig. 1). Since the responsibilities of both managers 
are essentially different, it becomes apparent that 
a protocol for negotiation beetwen these two man­
agers will be needed. 

In 

Fig. 1. Architecture of the proposed Qos. 

Each application is divided in jobs and the plat­
form should support each job for implementation. 
using the system resources and the software li­
braries. A job is split into different tasks, e.g. the 
MPEG-4 header parsing, the inverse quantization. 
mCT, etc. In order to execute a job on a multipro­
cessor, tasks are mapped onto processors and other 
resources (memory, communication resources, etc.). 

The use of the above architecture for system 
quality control makes sense if an accurate execution 
model for the application mapping can be provided 
Our previous studies resulted in a quite accurate 
prediction model based on a linear parametrical 
equation at task level [3]. Nevertheless, not all of 

these parameters are a priori available when the 
task starts its execution. In [4], we proposed a 
prediction technique that estimates resource usage 
based on a set of parameters available from video 
headers and a complementary set of parameters 
from the decoding of previous frames. The resulting 
task level model offers continuous control of the 
decoding process with an acceptable accuracy, but 
at a finer granularity than current frame-based QoS 
systems. 

Our mapping strategy exploits the predictability 
property of our architecture to enable a determin­
istic Quality-of-Service (QoS) from each job, inde­
pendent of other jobs. To achieve this, we reserve 
resources for each particular job in the form of 
virtual processors and virtual connections. These 
virtual processors and connections are run-time 
assigned to the existing resources of the platform. 
This abstraction is important to obtain the worst­
case model of resource distribution in case when 
each task is mapped to a different processor of the 
platform, and to keep independency between jobs. 

Advanced QoS control requires an accurate es­
timation of the resource usage. Therefore, we dis­
tinguish an off-ltne phase where jobs are mapped 
to virtual processors to obtain specific application 
operating points and run-time refinement of the 
resource usage based on the current resource-usage 
status of the system. Both phases are described in 
more detail below. 

A. Off-line: intra-job mapping 

The purpose of the intra-job mapping is to gener­
ate a set of operating points, wruch allows to online 
trade-off between the quality resulting from the job 
and the resource usage by selecting an appropriate 
operating point. For each operating point, a certain 
quality setting is initially assigned. Afterwards, a 
set of virtual processors and connections are al­
located Different tasks are inserted in sequential 
order into allocated processes, and the processes 
are partitioned over the virtual processors. The data 
transfers between the virtual processors are assigned 
to the virtual connections. The result of allocation 
and assignment is a virtual platform for the job, and 
a network of concurrent communicating processes 
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Fig. 2. Computation graph of distributed MPEG-4 arbitrary-shaped video-objects decoder. 

for the job that is mapped onto the virtual platform. 
This network is called a configuration network. A 
major objective of intra-job mapping is to create 
a virtual platfonn using minimum resources. On 
the other hand the platform should offer enough 
resources such that the deadline miss rate of the 
job is low enough. Each operating point is defined 
by a quality setting and a virtual platform with the 
corresponding configuration network. 

The quality setting gives only an estimate of 
the average optimal quality setting for the given 
mapping. Due to variation of the execution time, 
at run-time the quality settings should be adjusted 
continuously. The corresponding control system is 
called Local Quality Mauager and is discussed in 
the Section IV. 

B. Online: Resource management 

The resource manager controls the available 
physical resources in conjunction with the Global 
quality manager, thereby using the operating points 
generated off-line. This works as follows. For a 
starting job, the Global quality manager chooses 
an initial quality setting by selecting an operating 
point. Based on off-line measurements of the antic­
ipated quality Q, the manager strives for a quality 
setting that would satisfY the user. At this point, the 
resource manager is of key importance, as it keeps 
track of the free capacity of all physical resources 
in the platform. Given a virtual platform, for each 
virtual processor the manager should find a physical 
processor with sufficient free capacity. For each 
virtual connection, free network resources should 

be found. It may happen that the resource manager 
cannot accommodate the resources for the new job. 
If the job has a high importance, the Global quality 
manager may decide to decrease the quality settings 
of some other jobs to release resources for the new 
job. 

IV. QoS FOR ARBITRARY SHAPED VIDEO 
OBJECT DECODING 

We have studied object-oriented MPEG-4 coding 
for the new proposed QoS concept. In MPEG-4, 
every Video Object (VO) is represented in several 
infonnation layers, with the Video Object Plane 
(VOP) at the base layer. This VOP is a rectangular 
frame containing hierarchically lower units, called 
Macroblocks (MB). Figure 2 outlines a distributed 
version of a computation model for arbitrary shaped 
video object decoding at the finest granularity (MB 
level). In this graph, each task starts its execution 
when it has data on all inputs (as in Homogeneous 
Dataflow Graphs). Our application model also of­
fers options to skip some of the tasks under certain 
conditions (e.g. repetitive padding is sometimes not 
needed). 

Figure 1 portrays the Local QoS connected with 
a functional part of the actual Job. A runtime steer­
ing mechanism periodically observes the difference 
between the estimated resource requirements and 
the actually used resources. Based on the estimation 
error and input data characteristics, Local QoS 
handles two types of situations. First, short-term 
variations of the resource utilization may occur. 
To compensate for it, in the case that some of 
the tasks are scalable, the Local QoS manager 
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can change their local quality settings. If this step 
does not reduce resource needs sufficiently, it can 
disable some steps of the decoding process (e.g. 
a deblocking filter). Second, when the change in 
required resources has a long-term nature that needs 
control, e.g. the size of an object changes signif­
icantly, Local QoS can request for reconfiguration 
and new reservation of resources to the Global QoS 
management unit. 

To evaluate the performance of QoS manage­
ment, performance is modeled into an objective 
functi on based on quality settings and deadline miss 
rate. If the Local QoS estimates a deadline miss 
for presentation, but the next frame depending on 
the decoded frame will meet the deadline, the de­
cision unit of the Local-QoS manager executes the 
decoding and omits the presentation. The objective 
function for performance estimation is 

f 1-(Mr+Sr)-Nr+O.5Nr1+0.25Nr2 ... , (1) 

where Mr stands for the rate of frames that were 
decoded but never presented, Sr is the rate of 
frames skipped completely and Nr represents the 
rate of frames that were presented but not on time. 
We can extend our function with a more detailed 
focus on frames displayed two frames after ex­
pected (denoted as Nrl), or three frames (Nr2 ), etc. 
Another possible extension is to add the weighted 
effect of changing the quality of scalable tasks 
internally of the job. However, for the evaluation of 
our QoS concept, Equation (1) provides sufficient 
means. 

V. COKCLUSIONS AKD FUTURE WORK 

We have proposed a new QoS management sys­
tem supporting the control part of a resource­
constrained system. The QoS system is split in 
two layers: Global QoS for overall system con­
trol and Local QoS for single application control 
and resource management. Our control systems are 
based on input-dependent models for video exe­
cution. The models exploit a parametrical linear 
timing specification of task-based subapplications. 
This approach was implemented in an experimental 
MPEG-4 decoder for arbitrary-shaped video ob­
jects. We have observed that our proposed QoS 

technique saves considerable amount of unused 
resources (up to 64%) compared to conventional 
QoS based on frame skipping when a deadline is 
missed. It should be noticed that the amount of 
saved resources depends on the contents of the 
test sequence and the utilization of the system. We 
found that prediction of resource utilization can 
lead to significant quality improvement of the com­
plete system when resources are offered for other 
applications. The proposed QoS mechanism runs 
fast enough to be executed in real time. In future, 
we intend to combine data-dependent application 
models with event-based applications. 
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