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Abstract 

For arbitrarily given linear encoding schemes, this dissertation describes 
a new universal probabilistic decoding algorithm. To date, it is the most 
efficient one in its class for small and moderate code parameter values. 
As proved herein, its decoding complexity is equal to Information Set 
Decoding. The work-factor, memory-factor and complexity of this new 
algorithm are evaluated and then its overall performance is compared 
to other general decoding algorithms. Furthermore, the new algorithm 
is rewritten as a syndrome decoding algorithm and then extended to 
simultaneously process several syndromes in a batch. Finally, a slight 
structure modification of the batch description yields a syndrome de­
coding algorithm with several simple, dedicated circuits. 

This dissertation analyzes locally-randomized cryptosystems which 
make use of linear encoding schemes. In this class of cryptosystems, 
the message blocks are encoded into codewords and then locally ran­
domized using random error patterns. This dissertation focuses on the 
McEliece locally-randomized public-key cryptosystem by first giving a 
detailed compilation and analysis of relevant literature describing its 
security. Then, this system's relation to the Niederreiter and the Stern 
public-key cryptosystems are briefly discussed. It is shown that the 
new decoding algorithms determine the range of values of the code pa­
rameters for which these locally-randomized public-key cryptosystems' 
security is vulnerable to cryptanalysis. Three insecure and related dig­
ital signature schemes are also identified. 

In contrast to the McEliece public-key cryptosystem, the Rao-Nam 
and Li-Wang locally-randomized secret-key cryptosystems keep their 
linear encoding scheme secret. It is believed that this secrecy allows 
simpler and smaller codes to be used, which require less storage and 
enable faster processing. However, this dissertation shows that for this 
class of secret-key cryptosystems an equivalent encoding scheme can be 
obtained in an efficient way. Hence, it is concluded that the code pa­
rameter values for locally-randomized secret-key cryptosystems should 
be as large as those for locally-randomized public-key cryptosystems. 
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Chapter 1 

Introduction 

Cryptology, the science of secret writing, involves both cryptography 
and cryptanalysis. Cryptography relates to the science of designing 
cryptosystems, while cryptanalysis corresponds to the security analysis 
of cryptosystems. 

Historical manuscripts confirm that cryptology has its origins among 
the Arabs [AK92]. In fact, ninth-century Arab scientist al-Kind! au­
thored the oldest found study of cryptology. That manuscript reported 
that his predecessor al-Khalll (718-786) had written Kitiib al-Mu 'ammii 
(Book of Riddles) about a century earlier. Unfortunately, the book was 
never found. 

Cryptology has gone through many changes in its history. Its evo­
lution is highlighted in such references as [Kah67], a historic overview; 
[DH76], an introduction to public-key cryptography; and [Sim92], are­
view of contemporary cryptology. The most recent change has been in­
stigated by the advancement of computers. Because digital equipment 
is now affordable and fashionable, it is proliferating at an accelerating 
pace. With the digitization of information by means of analog-to-digital 
converters, the integration of voice, image and data is transforming 
voice-only transmissions into multi-media telecommunication networks . 
Based on fiber optics, and augmented by satellite and cellular trans­
mission, the new telecommunication infrastructure resembles an elec­
tronic highway. The result is an international, integrated, information­
processing industry based on digital technology, and the use of this 
advancement is becoming commonplace. Electronic mail is replacing 
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traditional mail; electronic money is more and more replacing plastic 
money, which in turn is rapidly replacing paper money, and so forth . 
This growth of public data channels and the accessibility of databases 
has spawned an increased public demand for the type of security that 
only cryptology can provide. For more information on cryptology, the 
reader is referred to books on cryptology, such as [BPS2, DenS2, MMS2, 
DPS4, KraS6, RueS6, KobSS, BraSS, TilSS, Men93, BPV94, Sch94] and 
[Sti95]. 

1.1 Cryptosystems 

In the field of security, a classical cryptosystem conceals the plaintext 
by encrypting it into a ciphertext using a specific parameter called the 
encryption key. Any person who has the decryption key can decrypt 
the ciphertext into the original plaintext . However, in a secret-key 
cryptosystem both keys, which may be the same, are kept secret. In a 
public-key cryptosystem, one key is kept private while the other one is 
made public. This cryptosystem's security is based on the assumption 
that it is infeasible to deduce the private key from the public key. 

In the mid-seventies, the invention of public-key cryptography by 
Diffie and Hellman [DH76] and, independently by Merkle [Mer78], pro­
vided a first solution to the needs of security in a modern information 
society. During the past two decades, this research has provided a cat­
alyst for the explosive growth of public activity in modern cryptology 
and has led to a substantial change in its focus. The main realization 
has been that privacy and authentication are independent concepts. 
Privacy refers to secrecy and holds an important position in informa­
tion security. Authentication, on the other hand, determines if a part of 
a message has been transmitted by the authorized sender and if it has 
been substituted, or altered. Authentication requirements are becom­
ing much more sophisticated. For example, in a zero-knowledge proof 
system each party possesses some information they wish to keep pri­
vate. The first party, the prover, convinces a second party, the verifier, 
that an assertion is valid without disclosing any private information. 
For details, the reader is referred to [Sim92]. 

Once a cryptosystem is designed, its security must be analyzed. A 
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standard method of cryptanalysis reduces the description of the cryp­
tosystem into a series of mathematical problems. For example, it may 
be proved that the security of the system relies on such difficult theoreti­
cal problems as factoring composite integers, taking discrete logarithms 
in finite fields and decoding random, linear codes. When such math­
ematical problems are shown to be easily solved, the cryptosystem is 
insecure. Through cryptanalysis, many cryptosystems are revealed to 
be vulnerable in this way. 

1.2 Randomness 

Just as cryptography has inspired more sophisticated cryptanalysis, 
cryptanalysis has inspired the design of more effective (secure) cryp­
tosystems. A key-factor in this design is randomness, which relies on 
the following principle: The outcome (zero or one) of a random toss 
of a coin added (modulo 2) to the outcome of a not random (biased) 
toss results in a random outcome. Using this concept , Vernam [Ver26) 
invented a cryptosystem which adds (modulo 2) a random sequence of 
key bits to a structured sequence of message bits in order to yield a ran­
dom sequence of crypto bits. In essence, the random sequence globally 
randomizes the message sequence. Shannon [Sha49] proved that this 
method hides the message perfectly if the random sequence of key bits 
is used only once and if it is at least as long as the sequence of message 
bits. This is why Vernam's original cryptosystem is commonly referred 
to as the one-time pad. The benefit of this cryptosystem is that even a 
cryptanalyst with unlimited resources will lack enough information to 
decipher the crypto sequence. On the other hand, if the cryptanalyst 
has limited computational resources, conditional perfect security may 
be sufficient and it can be obtained with a smaller sequence of random 
bits as shown by Maurer [Mau90]. 

This dissertation focuses on adding local randomness to the mes­
sage by using a linear error-correcting code as follows. First, divide 
the message into short sequences of bits called message blocks. Then, 
transform each message block into a code block or codeword by using 
an error-correcting code. Next, randomly choose an error pattern (a 
block of error bits) from a set of correctable error patterns and add 
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it to the codeword. The result is an encrypted sequence of encoded 
message bits. In essence, the original message is divided into blocks 
which are encoded into codewords and then locally randomized using 
random error patterns. The result is a locally-randomized C1'yptosystem. 
An authorized recipient with knowledge of the corresponding decoding 
algorithm can find the error pattern and recover the original message. 
Without this knowledge, an unauthorized recipient must solve a more 
complex, and hopefully unsolvable, decoding problem to recover the 
same message. In other words, the more complex the problem, the 
more secure the system. 

1.3 Scope of Dissertation 

This dissertation analyzes a class of locally-randomized cryptosystems 
based on linear error-correcting codes. The main objective is to devise, 
for arbitrarily given linear encoding schemes, a probabilistic decod­
ing algorithm that is efficient for code lengths with small to moderate 
values. To evaluate the merits of this new algorithm its performance 
is compared to other general decoding algorithms using the following 
methodology: 

• establish the performance and decoding complexity of the new 
algorithm as a benchmark for comparison; 

• standardize the mathematical description of each relevant general 
decoding algorithm as it applies to cryptanalysis; 

• provide a measure to evaluate the values of the security parame­
ters of cryptosystems based on the decoding problem for linear 
error-correcting codes; 

• compare the performance and decoding complexity of the new 
algorithm to that of the other algorithms. 

As a result, a new probabilistic, general decoding algorithm is described 
which is, to date, the most efficient in its class. It is then proved 
that its decoding complexity is equal to the decoding complexity of the 
information set decoding method when applied to random codes. 
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For locally-randomized public-key cryptosystems, this new decod­
ing algorithm determines the range of values for the code parameters 
for which the cryptosystem's security is vulnerable to cryptanalysis. 
In contrast to public-key cryptosystems, locally-randomized secret-key 
cryptosystems keep the linear encoding scheme secret. It is believed 
that this secrecy allows simpler and smaller codes to be used that re­
quire less storage and enable processing at higher speeds. This disser­
tation shows, however, that for this type of secret-key cryptosystems an 
equivalent encoding scheme can be obtained in an efficient way. Once it 
is obtained, the corresponding decoding problem can not be more diffi­
cult to solve than the decoding problem for a public-key cryptosystem. 
Otherwise, this equivalent encoding scheme would define a more effi­
cient locally-randomized public-key cryptosystem which therefore con­
tradicts the assumption that smaller codes can be effectively used in 
locally-randomized secret-key cryptosystems. In summary, the code pa­
rameter values for locally-randomized secret-key cryptosystems should 
be as large as those for locally-randomized public-key schemes. 

This dissertation is structured as follows: 

Chapter 2 Codes, Complexity and Decoding provides neces­
sary background information for locally-randomized cryptosystems . It 
gives a brief overview of the theory of linear error-correcting codes and 
explains complexity theory terminology. The general decoding problem 
for linear error-correcting codes is described along with three types of 
(hard-decision) decoding techniques. 

Chapter 3 A Class of Public-Key Cryptosystems focuses on 
the McEliece system, which is based on linear error-correcting codes. 
It includes a detailed compilation and analysis of relevant literature de­
scribing the security of the McEliece cryptosystem. In relation to this 
cryptosystem, the Niederreiter and the Stern public-key cryptosystems 
are also briefly discussed. All descriptions include a security discus­
sion with respect to the decoding problems identified in Chapter 2. 
In conclusion three insecure, yet related, digital signature schemes are 
identified . 
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Chapter 4 Decoding of Random Linear Codes presents several 
techniques for solving the decoding problems identified in Chapter 2. 
In order to compare their merits and performances, they are described 
and analyzed in a standardized way. In particular, information set 
decoding is discussed in order to form a foundation for the decoding 
algorithms introduced in Chapter 5. 

Chapter 5 Permutation Decoding discusses the class of proba­
bilistic decoding algorithms as it appeared in a security analysis of the 
McEliece public-key cryptosystem. This chapter describes the imple­
mentation of three different algorithms in this class and then shows 
that their decoding complexity is equal to information set decoding. 

Chapter 6 Syndrome Decoding takes the Permutation Decoding 
algorithm and rewrites it as a Syndrome Decoding algorithm. The 
work-factor of this new decoding algorithm is then established. Next, 
the algorithm is extended to simultaneously process several syndromes 
in a batch. Finally, a slight structure modification of the batch de­
scription yields a syndrome decoding algorithm with several simple, 
dedicated circuits (in parallel). 

Chapter 7 Soft-Decision Decoding examines a channel-measure­
ment decoding algorithm for random linear error-correcting codes. For 
locally-randomized cryptosystems soft-decision algorithms are impor­
tant when the security of the system relies on the errors introduced 
by the channel. This chapter proves that the complexity of these de­
coding algorithms equals that of the underlying hard-decision decoding 
problem as discussed in Chapters 2 and 4. 

Chapter 8 A Class of Secret-Key Cryptosystems discusses a 
secret-key variant of the McEliece public-key cryptosystem and then 
shows how it can be vulnerable to a majority voting analysis later 
refined in Chapter 9. Chapter 8 further shows that several algorithms 
exist that can obtain the encoding scheme in the Rao-Nam secret-key 
cryptosystem. Next, the Li-Wang joint secret-key and authentication 
cryptosystem is shown to be even less secure than the Rao-Nam scheme. 
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Chapter 9 Beyond Majority Voting gives three extensions of ma­
jority voting. In order to obtain local majority votes, the first simulta­
neously considers more than one coordinate. The second goes one step 
further and aligns these local majority votes and obtains global major­
ity votes. The third uses the global majority votes to yield an equiva­
lent encoding scheme which is then applied to some of the private-key 
cryptosystems discussed in Chapter 8. 
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Chapter 2 

Codes, Complexity and 
Decoding 

This chapter introduces the necessary background information needed 
for locally-randomized cryptosystems. First, Section 2.1 establishes an 
important relationship between the q-ary entropy function and the vol­
ume of a sphere. Section 2.2 gives a brief overview of the theory of 
linear codes. Section 2.3 explains complexity theory terminology. Sec­
tion 2.4 defines a class of decoding problems. The relationship between 
these problems and locally-randomized cryptosystems is later discussed 
in Chapter 3. 

2.1 Preliminaries 

Before discussing the coding theory of linear codes, it is important to 
define two symbols often called Landau symbols. These symbols are 
practical when determining the asymptotical complexity of decoding 
algorithms, and useful in establishing a relationship between the q-ary 
entropy function and the volume of a sphere. 

For two arbitrary real-valued funct ions f and g, the 0-symbol no­
tation f(n) = O(g(n)) when n -too, means that , a value K > 0 exists, 
such that, lf(n)l :S Klg(n)l for sufficiently large n . Suppose that none 
of the subsequences of the g(n) sequence tends to zero. Then the no­
tation f(n) = o(g(n)) with n -t oo means that limn ..... oo f(n)jg(n) = 0. 
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An important relationship between the 0- and a-symbols is that O(n1) 

can be written as qo(n) for all integers l and q > 1. 
Suppose that Q is an alphabet with q distinct symbols, and let 

Qn denote the set of Q-ary n-tuples. A block code C of length n is 
a non-empty subset of Qn, and an n-tuple of this subset is called a 
codeword. For every ~ := (x1, x2, ... , Xn) and '!f_ := (y1, Y2, . .. , Yn) in 
Qn, the Hamming distance dH(~, '!f._) equals the number of coordinates 
where~ and '!f_ differ: 

dH(~, ?f_) := 1{1:::; i:::; n I Xi i- yi}j. 

The Hamming weight wH(~) equals the number of nonzero coordinates 
of~ (i.e., WH(~) = dH(~, Q_) where Q_ := (0, 0, ... , 0) E Qn). 

Let the q-ary function H q ( x) with 0 :::; x :::; 1 be defined as 

{ 

0, if X= 0; 
-xlogq x - (1- x)logq(1- x) + xlogq(q-1), ~fO ~ x < 1; 
logq(q- 1), 1f x- 1. 

The function Hq is n-convex and invertible when restricted to [0, 1- ~]. 

Denote the inverse by H;1
. The function H2(x) is often denoted by 

the binary entropy function h(x). For the q-ary alphabet, a function 
related to h(x) is Hq = h(x)/log2q. 

For any r E N and ~ E Qn, the sphere Sr(~) with the radius r 

around ~ is given by 

Sr(~) :={'!f._ E Qn I dH('!f_,~) :::; r} . 

The number of vectors contained in the volume of the sphere Sr(~) is 

ISr(~)l = ~ (7) (q -1( 

A relationship between the q-ary entropy function and the volume 
(cardinality) of a sphere with a radius l An J is given by the following 
lemma: 

Lemma 2.1.1 Let q > 1 be an integer, and let 0 :::; A :::; (q- 1)/q. 
Then 

(n-+oo). (2.1) 

This lemma, as proved in [Lin82], is used throughout this dissertation. 
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2.2 A Class of Codes 

In locally-randomized cryptosystems, an important class of codes is 
that of linear block codes. These codes have simple encoding schemes 
and can be implemented efficiently. To construct these codes, let the 
alphabet Q be the Galois Field GF(q) where q = pr with p prime 
(i.e. , the finite field with q elements). Now a linear (block) code C of 
length n over GF(q) is a linear subspace of GF(q)n. The minimum 
distance d of C is equal to the minimum non-zero weight codeword in 
C. From now on, let C be a linear code over GF(q) with code length n, 
dimension k and minimum distance d. This code will be referred to as 
a q-ary [n, k , d]-code. When the minimum distance is not known or, of 
no importance, then C is denoted as a q-ary [n, k]-code. 

The maximum amount of information that can be transferred by 
code C is log2 ICI bits. In a q-ary alphabet, the maximum information 
contained in n symbols is log2 qn bits. The maximum information rate 
of C is defined by 

(2.2) 

The fraction k/n is called the rate R of C. The set of all q-ary linear 
codes of length nand rateR is denoted as C(n, q, R). Since the code C 
has dimension k ( k ::; n), there exist k linearly-independent codewords 
that form a basis of the linear subspace C of GF(q)n. When these k 
codewords are the rows in the k x n matrix G that generates C, then G is 
referred to as a generator matrix. An information vector ± is encoded 
into the codeword ~ as follows: ~ = ;r.G. The generator matrix of a 
linear code is not unique, the only exception is when k = 1 and q = 2. 

A generator matrix G is in systematic form when G = (h I A), 
where his the k x k identity matrix and A is a k x (n- k) matrix. If 
G is in systematic form, then the first k symbols of a codeword ;r.G are 
equal to the information vector ± and are called information symbols. 
The remaining r = n - k = n(l - R) symbols are called parity-check 
symbols and form the redundancy of the codeword (note that r / n equals 
1- R). 

Two linear codes C1 and C2 are called equivalent when a coordinat.e 
permutation exists, such that, each codeword of C1 is permuted into 
a codeword of C2 and vice versa (i.e., when the codes only differ in 
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the order of the symbols). Let the matrices G1 and G2 generate two 
equivalent codes C1 and C2 • Then there exists a non-singular matrix S 
and a permutation matrix P, such that G2 = SG1 P. As a result, each 
linear code is equivalent to another linear code which can be generated 
by a generator matrix in systematic form. 

Let H be an (n- k) x n matrix so that 

where Ok,n-k is the k x (n - k) all-zero matrix (i.e., H is a basis of 
the null space of G). In other words, C is the solution space of the 
n - k linearly-independent equations {;.HT = Q. The matrix H is called 
the parity-check matrix. When the generator matrix is in systematic 
form (hiA), then a parity-check matrix is (ATIIn-k). The code C has 
a codeword {;;. of weight w if, and only if, some w columns of H are 
linearly dependent. Therefore, a code has minimum distance d if, and 
only if, every combination of d -1 columns of H is linearly independent 
and at least one combination of d columns is linearly dependent. 

Let Jf_ ={;;.+~,where{;;. is a codeword of C and where~ E GF(q)n is an 
error vector. The syndrome§.. of the vector y with respect to H of C is 
defined by§..:= yHT. For example, if the reZeived vector has syndrome 
Q, then it is a codeword, and most likely no errors have occurred during 
its transmission over a q-ary symmetric channel ( QSC, see Section 4.1 
on page 40). For any ~' the set 

~ + c :={~+{;_I{;_ E C} 

is referred to as a coset of C. Each coset contains qk vectors, and 
there are exactly qn-k different cosets. Two vectors ;f and Jj_ are in the 
same coset if, and only if, their syndromes are equal (i.e., Jf_- ;f E C). 
Moreover, 

§.. = Jf_HT = ({;;. + ~)HT = ~HT. 

For example, to find the codeword {;;. that is closest to the received 
vector Jf_, search for a minimal weight vector ~ that satisfies §.. = ~HT. 
A cosetleader of a particular coset is an element of minimum weight in 
that coset. In general, a cosetleader is not unique. However, when C 
has minimum distance d = 2t + 1, every vector of weight ~ t is the 
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unique cosetleader of some coset (two vectors with weight :::::; t have 
distance :::::; 2t and are therefore in different cosets). 

The sphere-packing radius is the maximum radius t, such that, all 
the spheres St({:) around the codewords ~inC are disjoint. Therefore, 
each q-ary [n, k]-code that corrects t errors satisfies 

(2.3) 

This inequality is called the Hamming bound or Sphere-packing bound. 
When equality holds, the code is called perfect. In the set C( n, q) = 
UR C(n, q, R), only a very small fraction of codes are perfect. Substi­
tuting (2.1) into (2.3) results in the asymptotical Hamming bound: 

d 
1- R > H (-) 

- q 2n ' (n---+oo). (2.4) 

The relationship between the sphere-packing radius t and the minimum 
distance of a linear code is: t = l ( d - 1) /2 J. 

To determine the maximum distance a received vector can be from 
the closest codeword, the concept of covering radius is introduced. The 
covering radius pis the minimum radius of the spheres around all code­
words in C that is necessary to cover all elements of GF( q )n. Hence, 
every received vector lies at most at distance p from at least one code­
word. For a linear code C, the covering radius equals the weight of the 
maximum weight cosetleader: 

(2.5) 

Note that the minimum distance of a code C corresponds to the 
largest radius t = l(d-l)/2J, such that, the spheres St(~) with~ E Care 
disjoint. Also, the covering radius is the smallest p, such that, GF( q )n 
is contained in the union of the spheres Sp(~) with ~ E C. Since the 
covering radius is an integer greater than or equal to (d-1)/2, it follows 
that p 2:: t (i.e., if a code's purpose is to correct all or fewer combinations 
of t errors, all vectors of weight t or less must be cosetleaders). Recall 
that for perfect codes equality must hold true. 

The Gilbert distance [Gil52] is the minimum radius of a sphere nec­
essary to contain qn-k vectors. It does not belong to a specific code. 
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The next theorem, an improvement of Gilbert's result by Varshamov 
[Var57] (and independently by Sacks [Sac58]) , is commonly referred 
to as the Gilbert- Varshamov or Varshamov-Gilbert bound. Although 
the improved bound gives a stronger result for the minimum distance, 
asymptotically it is equal to the Gilbert bound. 

Theorem 2.2 .1 (Gilbert-Varshamov Bound) 
linear code C of length n, minimum distan ce d 2: 
k 2: n - r, whenever 

There exists a q-ary 
dcv and dimension 

(2.6) 

where dcv is the smallest integer that satisfies (2.6). It is referred to 
as the Gilbert- Varshamov distance. Moreover, it holds that 

dcv = nH;1 (1- R) + o(n), (n -too). (2.7) 

Proof: The objective is to construct an r x n parity-check matrix H 
for C, such that, nod - 1 columns of H are dependent (i.e, C has at 
least a minimum distance of d). First, choose any nonzero vector as the 
first column. Second, choose any column that is a nonzero vector and 
is linearly independent from the first column. Suppose that i distinct 
nonzero columns are chosen, so that no d - 1 columns are linearly 
dependent. As long as the set of all linear combinations of d - 2 or 
fewer columns does not include all qr - 1 nonzero vectors , that is 

L ~. ( q - 1 )j < qr - 1' 
d-2 ( . ) 

J=l J 
(2.8) 

another column can be added, such that, the codewords of length i are 
at least distanced from each other. Let n -1 be the largest number i for 
which (2.8) holds. Then an [n, k)-code exists with minimum distance 
d 2: dcv, where dcv is the smallest integer that satisfies (2.6). 

From Lemma (2.1.1) it follows that 

(n -too) . 
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For sufficiently large d, it holds that 

d 
1- R ::::;: H9 (-). 

n 
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Then (2. 7) follows since dav is the smallest integer d that satisfies this 
inequality. 0 

Pierce [Pie67] proved that the Gilbert-Varshamov (GV) bound is 
tight for virtually every (binary) linear code. The code in the proof of 
Theorem 2.2.1 has no specific structure except that none of the combi­
nations of d- 1 columns are linearly dependent (i.e., the code is almost 
random). Since most of the symbol sequences of a given length are vir­
tually random, Coffey and Goodman [CG90a] used an approach based 
on the theory of Kolmogorov complexity [LV93] to prove that virtu­
ally every random q-ary linear code is good in the sense that it satisfies 
the Gilbert-Varshamov bound. They also proved that a weaker con­
verse holds true: A q-ary linear code selected at random satisfies the 
GV-bound with probability asymptotically approaching one. 

Important asymptotical relationships for the minimum distance d 
and covering radius p are given in Lemma 2.2.2. In this lemma, Virtu­
ally all linear codes C in C( n, q, R) refers to the fraction of codes that 
satisfy, d + t: in (2.9) tends to zero for any lt:l > 0. This meaning also 
holds for p + t: in (2.10). A proof of the first relationship can, for ex­
ample, be found in Coffey, Goodman and Farrell [CGF91]. Blinovskii 
[Bli87] proved the second one. 

Lemma 2.2.2 Virtually all linear codes C in C(n, q, R) satisfy: 

Minimum distance: d = nH;1 (1- R) + o(n) , (n -too) ; (2.9) 

Covering radius: p = nH;1 (1- R) + o(n), (n -too). (2.10) 

The two expressions in this lemma are important because they are 
code independent (i.e., they only depend on the code parameters n, q 

and R). Some exceptions to the Lemma 2.2.2 are perfect codes where 
p = (d- 1)/2 and algebraic-geometric codes where d > nH; 1(1- R) + 
o(n). Combining the expressions for the covering radius pin Lemma 
2.2.2 and the Gilbert-Varshamov distance in Lemma 2.2 .1 yields the 
following corollary for n -t oo. 
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Corollary 2.2.3 For virtually all codes C in C(n, q, R), it holds that 

p = dcv(l + o(l)), n ~ oo. 

The significance of this result in relationship to decoding linear codes 
is explained in Section 2.4. Additional information can be found in 
[MS77] and [Lin82]. 

2.3 A Complexity Class 

A computational problem is defined by a description of its parameters 
(input) and of the properties that its solution is required to satisfy 
(output). An instance of a problem is obtained by specifying particular 
values for its parameters. The process that solves the problem is called · 
an algorithm. 

The complexity of a problem must be measured in order to evaluate 
its difficulty. Since modern technology can now place more than one 
processor on a single chip, hardware space and parallel time have be­
come important complexity measurements. In complexity theory, the 
number of steps (time) and the memory units (space) on a Turing ma­
chine are also used as a measurement. In common practice, however, 
elementary bit operations or integer multiplications are more important 
and convenient and are therefore used in this dissertation. Also, these 
complexity measurements do not alter the problems in the complexity 
classes P and NP. 

A problem belongs to the class P if it can be solved on a determin­
istic machine in a number of steps bounded by a polynomial in t he size 
of the input. Considering a problem easy or an (deterministic) algo­
rithm efficient requires that the constants (degree, coefficient) of the 
polynomial are small or at least within reasonable range. A problem is 
referred to as intractable if it is not in the complexity class P. 

A nondeterministic machine has several possibilities for its behavior 
when in a specific state. The complexity class NP is the set of prob­
lems solvable by a nondeterministic algorithm whose running time is 
bounded by a polynomial in the size of the input. Therefore, a prob­
lem in NP can be visualized as a tree structure where the depth of 
the tree is bounded by a polynomial in the size of the input. This can 
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be described as a single machine making guesses and verifying them 
one at a time or as a maximum number of parallel machines verifying 
the guesses simultaneously. The introduction of randomness (guess­
ing) in algorithms is useful in solving complex deterministic problems 
especially when the failure events are independent . 

The class NP contains the class P by definition. Consequently, 
P is a subset of NP. Whether or not this inclusion is proper is still 
an unsolved problem. Cook [Coo71] proved that a satisfiability (SAT) 
problem has the following property: All problems in NP can be reduced 
to the SAT problem in polynomial time. Karp [Kar72] showed that the 
SAT problem can be reduced to many other NP problems. Thus, if 
any of these NP problems can be solved in polynomial time, they all 
can. As a result, NP would be equal toP. The class of NP problems 
with this property are called NP-complete problems. In essence, this 
means that there is no known algorithm, or any polynomial p, which 
solves an NP-complete problem in p( s) steps (where s is the size of the 
input). If such an algorithm did exist, it could also be applied (with 
minor modifications) to solve a whole class of NP problems (for more 
information, refer to [AHU74, GJ79] and [PS82]). 

In this dissertation, the performance of a decoding algorithm is 
evaluated by using the following measurements for time (work-factor) 
and space (memory-factor) : 

Definition 2.3.1 (Work-Factor and Memory-Factor) Let A be 
an algorithm (perhaps probabilistic) that solves a given problem. The 
work-factor W.A of A is the (expected) number of elementary operations, 
and the memory-factor M.A of A is the (expected) number of memory 
units necessary to solve the problem. 

A relative complexity measurement is used to compare decoding al­
gorithms to exhaustive-search decoding algorithms (Section 4.2). There­
fore, the complexity coefficient is defined as the logarithm of the work­
factor times the memory-factor normalized on the word length. 

Definition 2.3.2 (Complexity and Complexity Coefficient) Let 
A be an algorithm (perhaps probabilistic) that solves a given decoding 



18 Codes, Complexity and Decoding 

problem for the class of linear codes C(n, q, R). The decoding complex­
ity DCA(n, q, R) of A is the (expected) number of elementary opera­
tions multiplied by the (expected) number of memory units necessary 
to solve the problem. The decoding complexity coefficient dccA( q, R) 
of A equals 

lim ~logqDCA(n,q,R), 
n -+oo n 

(2.11) 

if this limit exists. 

From this definition it follows that 

dccA(q,R) = lim ~logqWA(n,q,R) +lim ~logq MA (n,q,R) . 
n-+ oo n n -+oo n 

When only the memory-factor is polynomially bounded, the complexity 
coefficient asymptotically depends only on the work-factor (i.e. , time 
complexity). On the other hand, when only the work-factor is poly­
nomially bounded, the complexity coefficient asymptotically depends 
only on the memory-factor (i.e., memory complexity). When both the 
memory-factor and the work-factor are polynomially bounded, the com­
plexity coefficient is zero. 

2.4 A Class of Decoding Problems 

This section discusses the general decoding problem for linear codes and 
describe three types of hard-decision decoding techniques. For general 
decoding problems, recall that a linear code C consists of all codewords 
£, such that £HT = Q.. Suppose H is randomly selected and y is a given 
vector. The syndrome of the vector y_ is §.= y_HT. Finding~ codeword 
f = y - ~' where ~ is the minimum weight solution to the equation 
§. = iHT, is equivalent to the following problem: 

Problem 2.4.1 (Coset Weight) 
Input : An r x n matrix H over GF( q), a vector §. E GF( qy and a 
nonnegative integer w. 
Output : A vector y_ E GF( q)n with wH('H_) :::; w, such that, y_HT = §. if 
this vector exists. 
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Berlekamp, McEliece and van Tilborg [BMT78] proved that this 
coset-weight problem belongs to the class NP-complete. The dual 
description which asks for a vector '!/__ with Hamming weight exactly 
w is also NP-complete. Therefore, the general decoding problem for 
linear codes is NP-complete. For ~ = Q (i.e., output a codeword of 
Hamming weight w or less), the problem in conjectured to be NP­
complete [BMT78]. 

Since the parity-check matrix is normally known beforehand, it can 
be disputed whether Problem 2.4.1 reflects the actual difficulty of the 
decoding problem. For example, some form of preprocessing may have 
made the problem polynomial. Bruck and Naor [BN90] showed that 
when the code is known in advance the problem remains difficult even 
when it can be preprocessed indefinitely. In other words , Problem 2.4.1 
remains NP-complete. 

For decoding algorithms that recover the original codeword from 
the received word by taking only advantage of the code's redundancy, 
three types of decoding algorithms are defined. The first class is defined 
as follows: 

Definition 2.4.2 (Complete Hard-Decision Decoding) Let C be 
a linear code of length n over GF( q). A complete hard-decision decoding 
algorithm decodes the vector'!!_ E GF(qt into a not-necessarily-unique 
codeword s::, such that 

A CHDD algorithm solves an optimization problem, while a t-BDD 
algorithm as defined below solves the corresponding recognition prob­
lem: 

Definition 2.4.3 (t-Bounded Distance Decoding) Let C be a lin­
ear code of length n over GF(q) , and lett be an integer. At-bounded 
distance algorithm decodes the vector '!i. E GF( q )n into a not-necessarily­
unique codeword s::, for which 

(2.12) 

if such a codeword exists. 
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If more than one codeword satisfies (2.12), then a t -BDD algorithm 
does not necessarily decode to the codeword closest to the vector lf.: A 
t-BDD algorithm that always yields a codeword closest to the vector 
Jj_ is called a minimum t-BDD algorithm. For every vector y_, a not­
necessarily-unique codeword~ exists, such that, dH(Jj_, ~) ::::; p where p 
is the covering radius of C as defined in (2.5). Therefore, a minimum 
t-BDD algorithm with t = p solves the CHDD problem. Corollary 
2.2.3 shows that for sufficiently large n and for virtually all codes C in 
C(n, q, R), a minimum dav-BDD algorithm solves the CHDD problem. 

In case t::::; l(d- l)/2J, a codeword found by a t-BDD algorithm is 
always unique. One subclass of t-BDD algorithms is defined as follows: 

Definition 2.4.4 (Bounded Hard-Decision Decoding) Let C be 
a linear [n, k, d]-code over GF(q). A bounded hard-decision decoding 
algorithm decodes the vector Jj_ E GF(q)n into a unique codeword~' for 
which 

dH( Jj_, ~) S:: l ( d - 1) /2 j , 

if such a codeword exists. 

Just as the covering radius plays an important role in CHDD, the 
minimum distance is important in BHDD. The general problem of 
finding the true minimum distance of a code is conjectured to be NP­
complete (BMT78]. This seems to imply that the BHDD problem is 
NP-complete, however, it is not necessarily true. For many classes of 
codes, BHDD algorithms do exist with work-factors which are polyno­
mial in the code's length n. Hard-decision decoding techniques will be 
further discussed in Chapters 4, 5 and 6. 



Chapter 3 

A Class of Public-Key 
Cryptosystems 

The public-key cryptosystems described in this chapter are based on 
linear error-correcting codes. Each system description includes a se­
curity discussion as it relates to the decoding problems identified in 
Section 2.4. Section 3.1 presents the McEliece system [McE78]. Its 
encoding scheme consists of transforming the plaintext into codewords 
using a t-error-correcting Goppa code and randomly adding error vec­
tors of weight t to each codeword. The generator matrix disguises the 
corresponding decoding algorithm of the code, so that the security of 
the McEliece scheme is related to the general decoding problem for lin­
ear codes. Section 3.2 discusses how the Niederreiter system [Nie86] is 
related to the McEliece system. In contrast to the McEliece scheme, the 
encoding scheme for this system consists of a parity-check matrix and no 
error vectors are added. Its security is related to characteristics of the 
parity-check matrix when it is used as a (trapdoor) one-way function. 
Then, Section 3.3 discusses Stern's protocol set-up used in (interactive) 
identification protocols [Ste94]. It uses a randomly generated matrix 
as a one-way function instead of using a disguised parity-check matrix 
as in the Niederreiter system. Its security is related to characteristics 
of a randomly generated matrix used as a one-way function. In conclu­
sion, Section 3.4 identifies three related, yet insecure, digital signature 
schemes. 
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3.1 The McEliece Scheme 

In [McE78], McEliece proposed a public-key cryptosystem that assumes 
the public key is a random generator matrix of an error-correcting code. 
The public key conceals the code's efficient decoding algori thm . This 
locally-randomized cryptosystem is defined as follows: 

Definition 3.1.1 (The McEliece Public-Key Cryptosystem) 
Let C be a q-ary linear [n, k , d)-code. Define a set of correctable error 
vectors as 

z = {.£ E GF(qt I WH(.£) = l (d- l)/2J}. 

Let G be ak x n generator matrix of the code C for which an efficient 
decoding algorithm exists. The encryption matrix is E = S GP, where 
Sis a random k x k non-singular matrix over GF(q) , and Pis a random 
n x n permutation matrix. 

Encryption A plaintext~ E GF(q)k is encrypted into the ciphertext 
'!!_ E GF( q)n with '!!_ = ~E + .£, where .?.. is randomly chosen from 
Z . 

Decryption A ciphertext y is decrypted by yPT = ~SG + .£PT (the 
vector .£pT also belongs to Z ). Next , the vector ~S is obtained 
by apply ing the decoding algorithm of C. The plaintext J.. is 
computed as (J:..S) S - 1

. 

Key The public key is the set of correctable error vectors Z and the 
encryption matrix E. The secret key consists of: the two matrices 
S and P , and the code C's decoding algorithm. 

Each plaintext in the McEliece system corresponds to IZ I possible 
ciphertexts making a ciphertext search difficult . Heiman [Hei87] showed 
that, with overwhelming probability, a cryptanalyst can recognize a pair 
of ciphertexts within a large set if the plaintexts are identical. 

When J..1 and ~2 are plaintexts encrypted by the McEliece system, 
then 

U1 + '!i2 = (~1 + J:..2) E + .£1 + .£2· 

Note that alt hough the error-correcting code is linear , the encryption 
function in the McEliece scheme is not. The cryptanalyst can obtain 
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the codeword ~E by majority voting when the same plaintext ~ is 
encrypted several times. Then, the plaintext ~ can be computed as 
(~E)E-R where E-R is the right-inverse of E. 

The key-storage space is dominated by the k x n encryption matrix. 
In [Til90], the author gave two methods for reducing the key-storage 
requirements. As a result, the public key can be reduced to a k x ( n- k) 
matrix. 

In his scheme, McEliece proposed using binary irreducible Gappa 
codes. These codes have useful error-correcting properties, efficient 
decoding algorithms, and are easy to generate. Also, the number 
of inequivalent Goppa codes increases rapidly as the parameters are 
expanded. For details about Goppa codes, the reader is referred to 
[MS77]. For this discussion, it suffices to know that a Goppa code can 
be described as follows. Let g(x) (the Gappa polynomia0 be a binary 
irreducible polynomial over GF(2m) of degree t for some fixed m. Let 
L = { a 0 , a 1 , ... , an-d be an ordering of GF(2m) with g( a;) -1- 0 for 
all a; E L. Then the binary irreducible Goppa code r(g(x ), L) IS a 
t-error-correcting linear code of length n = 2m, dimension k and 

n-l C; 
~ = (co,ci, ... ,en-dE r(g(x), L) <===} L = 0 mod g(x). 

i=O X- a; 

(3.1) 
Let G be a k x n generator matrix of the code r(g( x), L). Then, in the 
McEliece scheme a plaintext ~ is encrypted as: 

'f!_ = ~E + _?_ = ~SGP +_?_with span( G)= r(g(x), L), (3.2) 

where S is a k x k invertible matrix, and P is a n x n permutation 
matrix ( S, P, g( x) and L are part of the private key). A cryptanalyst 
tries to find an efficient decoding algorithm for (3.2) when only G is 
given. From (3.1) it follows that the permutation matrix P only effects 
the ordering of L in (3.2) and is equivalent to the following decoding 
problem: 

'}!_ = ~G +_?_with span(G) = r(g(x), LP). (3.3) 

This illustrates that the matrix S is of no cryptographic importance in 
disguising the efficient decoding algorithm. To find an efficient decod­
ing algorithm for (3.3), a parity-check matrix H is computed, so that 
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GHT = Ok,n-k· The next objective is to find a Q-matrix, such that 
QH has a structure in GF(2m) similar to 

1/g(po) 
Pofg(po) 
P6fg(po) 

1/g(pl) 
P1/g(p1) 
pifg(pl) 

1/ g(Pn-d 
Pn-d9(Pn-l) 
p;_ljg(Pn-1) (3.4) 

where {po,PI, ... ,pn-d = {ao,ai, ... ,an-dP = LP. From (3.4), the 
ordering of LP can be found by dividing any row by the previous row. 
Inverting the elements of the first row gives g(pi), 0 ~ i ~ n -1. Then, 
the interpolation of g(pi) at Pi (0 ~ i ~ n - 1) reveals the Gappa 
polynomial g(x). In this way, LP and g(x) of the (equivalent) Gappa 
code are obtained. As a result, when an ordering L and an irreducible 
polynomial g( x) can be efficiently obtained from the generator matrix 
G, any enciphered text in the McEliece scheme can be decrypted. In 
essence, the encryption matrix E that disguises the generator matrix 
G is used as a trapdoor one-way function in the McEliece system. This 
one-way function is easy to compute, yet unless the trapdoor is known, 
it is difficult to compute its inverse. 

The security of the McEliece system can be examined by search­
ing for this or any other trapdoor. The number of invertible binary 
matrices S is ~ 0.29 x 2k

2 
[MS77]. There are approximately 2mt jt 

different irreducible polynomials of degree t over GF(2m ). To each bi­
nary irreducible (Gappa) polynomial, there exists a binary irreducible 
Gappa code, of length n = 2m and dimension k ~ n- mt, capable of 
correcting at least t errors. This means, there exists a sufficient num­
ber of different generator matrices G which generate distinct, binary 
irreducible t-error-correcting Gappa codes. Also, there are n! possible 
permutation matrices. It is concluded that, for sufficiently large para­
meters it is infeasible by an exhaustive search to obtain the private key 
in the McEliece scheme. As a result, a security analysis of the McEliece 
public-key cryptosystem often considers the following problem: 

Problem 3.1.2 (The Trapdoor in the McEliece Scheme) 
Input : The encryption matrix E. 
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Code parameters Solution Space Dimension 
m n t Heiman Guessing 

3 8 2 :::;12 :::;5 
4 16 2 :::;16 :::;7 
4 16 3 :::;20 :::;11 
5 32 2 :::;20 :::;9 
5 32 3 :::;25 :::;13 
6 64 4 :::;36 :::;22 
6 64 5 :::;42 :::;28 

Table 3 .1: A solution space comparison between Heiman 's algo­
rithm and a Guessing algorithm. 
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Output : An invertible matrix S, a permutation matrix P and a gen­
erator matrix G, for which an efficient decoding algorithm is known, 
such that E = SGP. 

Adams and Meijer [AM89] showed that the likelihood of finding 
such a trapdoor for Goppa codes is small. They concluded that there 
is usually only one trapdoor. Gibson [Gib91 b] challenged this conclu­
sion and showed that the McEliece system for Goppa codes has many 
trapdoors. This may be true, however, it is important to note that 
the number of Goppa codes with the same parameters is exponentially 
large, therefore the probability of finding one is negligible. 

When the ordering of L is known, Heiman [Hei87] gave a construc­
tion that derives a decoding algorithm for r(g( x), L) from the generator 
matrix G. It was expected to succeed for any alternant code [MS77]. 
Although Goppa codes are a special subclass of alternant codes, the 
binary irreducible Goppa code can correct twice as many errors as a 
general alternant code. Therefore, the number of errors in the McEliece 
system should be greater than l t/2 J when the Goppa code can correct t 
errors. A Guessing algorithm is based on randomly selecting polynomi­
als and then verifying if they are irreducible [Rab80]. Considering the 
solution space of Heiman's algorithm, an Guessing algorithm is more 
efficient as illustrated in Table 3.1. 
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Gibson [Gib91a, Gib91b] showed that an (equivalent) efficient de­
coding algorithm for f(g( x), LP) can be found by considering the code 
f(g( x), L) and by repeatedly choosing new permutations P. To ver­
ify if an irreducible polynomial g(x) is found, he applied a procedure 
described on page 341 of [MS77] . The algorithm requires at most n! 
iterations. He showed that several permutations (at least mn(n- 1)) 
results in equivalent Goppa codes. 

In [Gib93], Gibson gave an analysis of the Gabidulin version of 
the McEliece system [GPT91] with maximum rank distance codes. He 
showed that in most instances, the Gabidulin system appeared to have 
only one trapdoor which seemed to make it easier to find. In particular, 
the subfield code over GF(2) used by Gabidulin contained only the 
zero codeword. For the McEliece system, the subfield code introduced 
a much richer structure that seems to make finding a trapdoor much 
more difficult. For example, Heiman [Hei87] found a partial set of 
equations, that had so many solutions other than the secret key that he 
was not able to use them to find the secret key. However, the trapdoor 
can be found in polynomial time when generalized Reed-Solomon codes 
[MS77] are used in the McEliece system, as proved by Sidelnikov and 
Shetstakov [SS92]. 

Then in [Til94], the author presented the following related problem: 

Problem 3.1.3 (Code Equivalence) 
Input : Two codes C and £ of the same cardinality . 
Output: A coordinate permutation, such that every codeword of C is 
permuted into a codeword of£, if such a permutation exists. 

For linear codes, code equivalence reduces the problem to a search 
for a nonsingular matrix S and a permutation matrix P, such that 
s-1 E = GP with£= span(E) and C = span(G). 

Suppose Problem 3.1.3 can be solved in polynomial time. Then, the 
McEliece system's security is upper-bounded by a search through the 
(exponential) number of different Goppa codes (for given parameters). 
The number of different BCH codes of a given length is much lower 
than the value of the code's length squared. In this case, the use of 
BCH codes, instead of Goppa codes, would render the McEliece system 
msecure. 
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Let Eu = SuGPu be the encryption matrix of user U (i.e., all par­
ticipants make use of the same Goppa code) . When Problem 3.1.3 is 
difficult, user B's knowledge of EA, Es, Ss, Ps and G does not reveal 
user A's private information. This means, the same code can be uti­
lized by all users, so that there exists an ID-based cryptosystem [TQ93] 
based on the McEliece system. 

McEliece stated that the most promising attack on his system con­
sists of decoding an arbitrary linear code containing correctable errors. 
Therefore, the security of the McEliece system seems to be based on 
the difficulty of solving the corresponding BHDD problem. Based on 
this assertion, McEliece computed for length 1024 a. Goppa code, such 
that the BHDD complexity was at a. maximum. This analysis used an 
(probabilistic) Information Set Decoding algorithm (ISD, see Section 
4.3 on page 43). McEliece substituted the approximation (1- t jn )k for 
Pk with 'Y = 1, Vk = 0 and Dk = 0 in Equation (4.7) and found that, 
without plaintext validation, the maximal work-factor was reached at 
t = 50 with code dimension k = 512. 

Adams and Meijer [AM89], and Hin [Hin86b] and Jorissen [Jor86], 
independently, observed that when the exact value for Pk a.s given by 
(4.5) was substituted in (4.7) (with 'Y = 1, Vk = 0 and Dk = 0), 
the maximum work-factor was reached at t = 37 with code dimension 
k = 654. As a positive consequence, the work-factor increased from 
264 ·9 to 284 ·1 and the information rate R increased from 0.51 to 0.64. 

Lee and Brickell [LB88] observed that an error search in each round 
reduced the work-factor. They also included a. systematic method for 
checking if the obtained plaintext was correct. Lee and Brickell found 
that for a two-error search, assuming that 'Y = 1 and V k = 0 in ( 4. 7), 
the maximum work-factor was reached at t = 38 with code dimension 
k = 644. Li, Deng and Wang [LDW94] expanded Lee's and Brickell's 
analysis in terms of the parity-check matrix (i .e., Syndrome Decod­
ing). Based on the same assumptions as in [LB88], they found that the 
maximum work-factor was reached at t = 41. 

In [Ti190] based on an idea of Hin [Hin86a.], the author proposed a 
probabilistic decoding algorithm where V k = 0 per definition. This 
algorithm, uses bit swapping and includes a. systematic method for 
checking the solution. The author observed that finding the last er­
ror location dominated the work-factor. Therefore, in each step of the 
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I Reference n k t II Work-factor I 
[McE78] 1024 524 50 264.9 

[AM89] 1024 654 37 284.1 

[LB88] 1024 644 38 273.4 

[LDW94] 1024 614 41 271.8 

[Til90] 1024 634 39 271.1 

1SSD(1l (p 86) 1024 634 39 270.8 

BSD( 1) (p 95) 1024 624 40 266.5 

SBSD (p 103) 1024 614 41 257.0 

Table 3.2: For each analysis in the reference, the code parameters' 
"optimal" values when the work-factor is given in bit operations. 

bit swapping algorithm an error search was added, its performance 
analysis is given in (Til90]. A generalized version of this algorithm is 
discussed in Chapter 5. In Chapter 6 it is rewritten in terms of the 
parity-check matrix and three distinct implementations are described. 
It is also shown that these algorithms are highly suitable for parallel 
and pipelined implementations. 

The results of the research described above is summarized in Table 
3.2. This table indicates that the values of the work-factor for the 
McEliece system with binary irreducible Goppa codes of length n = 
1024 are low, and for this case its security is disputable. 

Another way to analyze the security of the McEliece scheme is to 
search for a codeword of minimum Hamming weight. Let'!}_= KG+~ be 
the received vector, where G is a generator matrix of a linear [n, k, d]­
code and ~is an error vector with weight t. Then, the ( n, k + 1) matrix 

is the generator matrix of a linear (n, k + 1, t]-code (note that d- t ~ 
l(d- 1)/2J = t). Therefore, finding the minimum weight codeword in 
this code corresponds to finding the error vector ~· As a result, the 
(probabilistic) algorithms described by Leon [Leo88] and Stern [Ste89] 
for finding vectors of low weight in a code can be applied to the McEliece 
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scheme. As also observed by Chabaud [Cha94], these algorithms require 
a lot of memory (his analysis of the McEliece assumes that qk = 1 and 
Dk = 0). Finding a codeword of minimum weight is known to be an 
NP-complete problem. Therefore, in contrast to solving the BHDD 
problem, which is conjectured to be NP-complete [BMT78], this class 
of algorithms seems to be less promising. 

Korzhik and Turkin [KT91] claimed to have found a polynomial­
time algorithm for BHDD. This alleged algorithm is based on an itera­
tive optimization algorithm with::::::: 20n3 operations. If it were possible, 
this result would be considered a major advancement. However, the de­
scription and the analysis of the algorithm are not sufficiently precise, 
and its correct functioning within the claimed time-bound has never be 
confirmed. 

As a result of the linearity of the error-correcting code, a security 
risk might arise when the message contains redundancy. For example, 
suppose that the 8-th bit in each byte of the message is a parity, such 
that 

7 

msj+8 = 2.:: msj+i for j = 0, 1, 2, ... 
i=I 

Depending on its value, the addition of the j-th rows to the genera­
tor matrix can be removed from the ciphertext. As a result , the di­
mension of the effective generator matrix is reduced by factor eight 
(i .e., k' = k(1 - rp) where rp is the redundancy of the plaintext). For 
the 1SSD(l) algorithm, this means that an [n, k]-code reduces to an 
[(n- lkrpJ), (k- lkrpJ)]-code with the expected number of errors be­
ing (1 - l krPJ /n )t. For example when rp = 1/8, the [1024, 634]-code 
with 39 errors is reduced to an [945, 555)-code with an expected number 
of 36 errors. In this case, the work-factor wi~sD is reduced from 270·8 
to 263.3_ 

The linearity of the error-correcting code can also be used to disguise 
the plaintext with a blinding factor. A random codeword is added to 
the enciphered text, and since the number of errors remains the same, 
the security of the system is not affected. A cryptanalyst can take 
advantage of the blinding property by disguising the unknown plain­
text and then distributing the corresponding ciphertext over several 
(untrusted) code-breaking machines. For example, such a protocol is 
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proposed in [QD91] where the Chinese lotto is used as a code-breaking 
machine. When one machine returns a solution (i .e., the error vector 
of weight t), then the cryptanalyst can remove the error vector from 
the original ( unblinded) ciphertext and compute the plaintext . In this 
example, the successful machine (unaware that it was breaking a code) 
collects the prize without knowledge of the plaintext, so codebreaking 
becomes a lucrative game of chance. 

Davies and Price [DP84] observed that when the error vector is 
chosen according to a strict rule, it provides an additional information 
channel referred to as a concealed channel or a subliminal channel. Park 
[Par89], and Lin, Chang and Fu [LCF90] used the concealed channel to 
improve the information rate of the cryptosystem. The total number 
of error vectors of length n whose weight is t equals (~)(q-1 ) and can 

be uniquely represented by pogq (~)(q-1)l symbols. Otherwise, when 

llogq ( ~) ( q- 1) J addi tiona! message symbols are mapped on these error 
vectors, the maximum information rate becomes 

llogq ( ~) ( q - 1) J 
R+ - - -'----'----

n 

(n--too). 

For a binary [1024, 634, 79]-code, the concealed channel contains at 
most 235 bits of information, therefore RM = (634 + 235)/1024 = 0.85 
and asymptotically RM --t 0.852. Note that the security is not affected 
when the concealed channel contains random information (i.e., orig­
inal situation) . In all other cases, the cryptanalyst might obtain an 
important advantage through information leakage. 

Struik [Str93] proposed a generalization of the McEliece scheme that 
used a covering code as an efficient data-reduction algorithm (note that 
using a code in the reverse order yields a code rate greater than 1). 
First an k-bit plaintext is enciphered into an n-bit locally-randomized 
codeword in the usual way. Then, this n-bit vector is mapped into an 
l-bit ciphertext by using a covering code. The rate of his system equals 
Rs = kj l, and results in an increase of the rate by over 20 percent with­
out affecting the system's security or the implementation's efficiency. 
Struik's work also illustrates a weakness of locally-randomized cryp-
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tosystems: Due to the local randomization process, the ciphertext in 
the McEliece is not as random as expected. 

Jorissen [Jor86] proposed adding only t < l(d -1)/2J errors inten­
tionally, so that l(d -1)/2J- t additional errors introduced by a noisy 
channel are correctable. Under worst-case conditions, no additional er­
rors occurred or the intentional errors were canceled. As a result, the 
work-factor to obtain the resulting error vector decreases significantly. 
For some applications, however, this solution may be attractive and 
acceptable. 

\Vhen the plaintext is known, then the Hamming weight of the plain­
text can be computed in an efficient way. In [Hei87], Heiman showed 
that when the Hamming weight of the plaintext can be computed in 
an efficient way, the plaintext can also be obtained in an efficient way. 
In other words, the following two problems are equivalent: 

• Given a ciphertext H._= ;£G + ~' compute the plaintext;£; 

• Given a ciphertext H._= ;£G + ~' compute the Hamming weight of 
the plaintext WH (K) . 

Let the error-correcting code in the McEliece system be cyclic, and let 
the set of error vectors Z be closed under cyclic shifts. In this case, 
Heiman proved that the security of each of the error vector's bits is 
equivalent to the security of the plaintext. 

Let y be a randomly selected vector from GF(q)n. The probability 
that thi~ vector can not be decoded into a vector;£ E GF(q)k is 

Pr{Decoding failure} 
L(d-1)/2J ( ) 

1- q-n X qk ~ 7 (q- 1)i 

-t 1 _ q-n(1 - R- Hq(d/2n)) -t 1, (n -too), 

for codes where 1 - R > Hq( 2~J (i.e., for codes that are beneath the 
asymptotical Hamming bound (2.4) ). Note that for a binary 39-error­
correcting [1024, 634]-code the probability of decoding failure is 1 -
2-154·8 . As a result, the McEliece system using Goppa codes can not be 
used to authenticate messages (even if it was possible to authenticate 
messages, this type of authentication is of no use due to the linearity of 
the encryption matrix). Therefore, as McEliece stated in [McE78], the 
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decryption algorithm cannot be used as an encryption algorithm, so 
that, the McEliece cryptosystem does not include a signature property. 

In [PBGV92], Preneel, Bosselaers, Govaerts and Vandewalle de­
scribed a software implementation of the McEliece system. For n = 

1024 and t = 39, they obtained on a 16 MHz IBM PS/2 model 80 an 
encryption speed of 6 kbps and a decryption speed of 1. 7 kbps (no use 
was made of the 32-bit 80386 instructions) . For fixed values of the code 
parameters, they concluded that doubling the speed was possible. (No­
tice that the difference between encryption and decryption speed is only 
a factor of three.) Instead of the irreducible Goppa polynomials, they 
proposed using polynomials which are the product of non-repeating fac­
tors and have a degree of at least two. The advantage stated was that 
the key-generating process was quicker. A similar modification was also 
proposed by Jordan [Jor83]. 

3.2 The Niederreiter Scheme 

Closely related to the McEliece system is the Niederreiter system [Nie86]. 
Niederreiter proposed a public-key cryptosystem which assumes that 
the public key is a random parity-check matrix of an error-correcting 
code. In contrast to the McEliece system, it conceals the code's equiv­
alent parity-check matrix for which an efficient decoding algorithm ex­
ists. This system is defined as: 

Definition 3.2.1 (The Niederreiter Public-Key Cryptosystem) 
Let C be a q-ary linear [n, k, d]-code for which an efficient decoding al­
gorithm exists. Let H be a (n- k) x n parity -check matrix of C. The 
encryption matrix is E = SH P, where Sis a random (n - k) x (n - k) 
non-singular matrix over GF(q), and Pis a random n x n permutation 
matrix. 

Encryption A plaintext ± E GF(q)n with wH(±) :::; l(d- 1)/2J 1s 
encrypted into the ciphertext~ E GF(q)n-k as~= ±ET. 

Decryption A ciphertext y is decrypted by y(ST)-1 = ±PT Hr. Next, 
±PT is obtained by applying the decoding algorithm of C. The 
plaintext± is computed as (±PT)P. 
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Key The public key is the value of the minimum distanced and the 
encryption matrix E. The secret key consists of: the two matrices 
Sand P, and the code C's decoding algorithm. 

The size of the key-storage space, as in the McEliece system, is 
large and it is dominated by the ( n - k) x n encryption matrix. The 
key storage requirements can be reduced to an (n- k) x k matrix in a 
similar way as shown in [Til90]. 

In contrast to the McEliece system, where each plaintext corre­
sponds to JZJ ciphertexts, in the Niederreiter system each plaintext 
corresponds to only one ciphertext. Moreover, since no errors can be 
added intentionally, the system does not have a concealed channel and 
can not be used for joint encryption and error-correction. The maxi­
mum information rate of the system is 

llogq I:}ldo-1)/2J (7)(q- 1)iJ 

n-k 

(n ~ oo). 

For a binary [1024, 634, 79]-code, this becomes RN = 235/(1024-634) = 
0.6 and RN ~ 0.625 asymptotically. Note that this is a small improve­
ment over the McEliece scheme which has a rate of 0.619, and when 
the McEliece scheme makes use of the concealed channel to transfer 
additional message symbols it becomes 0.852. 

In the Niederreiter system, it is the encryption matrix E that is used 
as a trapdoor one-way function to disguise the parity-check matrix H. 
Therefore, Problem 3.1.2 can be restated as follows: 

Problem 3.2.2 (The Trapdoor in the Niederreiter Scheme) 
Input : The encryption matrix E. 
Output: An invertible matrix S, a permutation matrix P and a parity­
check matrix H, for which an efficient decoding algorithm is known, 
such that E = SH P. 

Since this trapdoor corresponds to the trapdoor used in the McEliece 
system, similar reasoning applies to the analysis of its security. These­
curity of the Niederreiter system is also similar, because it seems to 
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be based on the difficulty of the corresponding BHDD problem. Based 
on this assertion, the same BHDD algorithms can be used to evaluate 
its security. These results were summarized in Table 3.2. As in the 
McEliece system, the code parameters used in the secret-key variant of 
the Niederreiter system should be the same in order to yield the same 
security. 

3.3 The Stern Scheme 

Besides encrypting messages to obtain secrecy, cryptosystems can also 
be used to achieve authentication. For example, an identification pro­
tocol is used when Alice wants to convince Bob that she is indeed Alice. 
In [Ste94], Stern proposed such an (interactive) identification protocol 
whose security relies on the difficulty of finding a vector of a given Ham­
ming weight and given syndrome. Instead of a disguised parity-check 
matrix as in the Niederreiter system, Stern uses a randomly generated 
matrix as a one-way function. As a result, the security of his identifica­
tion protocol is related to the characteristics of a randomly generated 
matrix used as a one-way function, and relies on the following: 

Definition 3.3.1 (Protocol Set-Up) Let H be a random (n-k) x n 
matrix H over GF(q) with rank (n- k). Each user U chooses a vector 
'!l..u E GF(q)n with Hamming weight w and computes ~u = '!l..uHr. 

Public key The public key for user U consists of the value w, the 
matrix H and the vector :?_u. 

Secret key The secret key for user U is the vector '!l..u· 

The security of this protocol set-up is based on the following prob­
lem: Given the matrix H, the value wand the vector :2_, find a vector of 
weight w that satisfies ~ = y HT. The random matrix H can be consid­
ered as a parity-check matrix of a random linear [n, k, d)-code where d 
is unknown. In other words, the difficulty of finding the secret key from 
the public key in Definition 3.3.1 is equal to the difficulty of Problem 
2.4.1 as it relates to syndrome decoding. 

If w ::=:; l(d - l)/2J , then a collision of public-keys is impossible (i.e., 
different secret keys with the same syndrome). On the other hand, 
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I Reference I n k w II1SSD(l) I BSD(1) I SBSD I 

[Har89] 1000 500 30 247.1 242.1 243.0 

[Ste90] 512 256 30 245.0 241.1 240.6 

[Ste90] 1024 512 40 256.9 252.4 248.0 

[Ste94] 512 256 56 272.9 270.2 258.5 

[Ste94] 1024 512 110 2132.5 2129.8 294.0 

Table 3.3: The values of the code parameters proposed for each 
system in the reference with the work-factor in bit operations for 

syndrome decoding algorithms as described in Chapter 6. 
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when w increases and its value is greater than l( d- 1)/2 J, then it is 
more likely that a coset contains more vectors of weight w . When a 
uniform distribution is assumed of the vectors of weight w over the 
cosets, then the expected number of vectors (collisions) of weight w 

with the same syndrome is (:) /2n-k . In Stern's identification protocol 

[Ste94], each key in a collision can be used to impersonate a user (i.e., 
a key collision results in the same syndrome) . Therefore, key collisions 
result in a decreased work-factor for the cryptanalyst. Since the matrix 
H is randomly generated, its true minimum distance is not known. 
Note that finding d for a random code is conjectured [BMT78] to be 
an NP-complete problem. 

In Chapter 2, it was stated that a randomly generated parity-check 
matrix satisfies the Gilbert-Varshamov distance (2. 7) with probability 
asymptotically approaching one. For this reason, Stern recommended 
for w a value slightly below the Gilbert-Varshamov bound (Lemma 
2.2.1). For example, for the binary case with n = 2k he suggested 
usmg: 

-1 1 
w = nH 2 (1- 2) ~ O.lln. 

Table 3.3 summarizes the results when the syndrome decoding algo­
rithms as described in Chapter 6 are applied to the codes in the different 
systems (using a similar protocol set-up) proposed by Harari and Stern. 
For more details, the reader is referred to [Har89, Ste90] and [Ste94]. 
This table illustrates that for this type of cryptosystems, it is more 
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effective to increase w while keeping n and k fixed, than to increase 
the values n and k while keeping w fixed. The table also indicates that 
the code parameters values for the systems in [Har89] and [Ste90] are 
too low, and that even the random [512, 256]-code with weight w = 56 
is disputable. It should be noted that if the real Gilbert-Varshamov 
distance (2.6) is used instead of (2.7), then the weight of 56 becomes 
59. The work-factor for the SBSD algorithm increases to W ~ 261 , 

however, the number of possible collisions increases to 23
·
8

. The net re­
sult becomes 257

·
2 which is even lower. The (probabilistic) algorithms 

described by Leon [Leo88] and Stern [Ste89] for finding vectors of low 
weight in a code can also be applied directly to Stern's scheme. How­
ever, as also observed by Chabaud [Cha94], these algorithms require a 
lot of memory. Moreover, even the variant of Stern's algorithm [Ste89] 
as proposed by Chabaud [Cha94] yields an higher work-factor then the 
lSSD(I), BSD(I) and SBSD algorithms. 

3.4 Related Signature Schemes 

In [DH76], Diffie and Hellman introduced the concept of a digital sig­
nature. In this concept, when Alice wants to send a signed message 
~ to Bob, she sends ~ with its signature '!!.. = DA(~). The function 
DA is Alice's private signature (or decryption) algorithm. Bob verifies 
the signature by applying Alice's public encryption algorithm EA to y 
(i.e., EA('f!_) = EA(DA(~)) = ~) . For this scheme to be secure, it must 
be assumed that, it is computationally infeasible to find an algorithm 
D from EA that satisfies D(EA(~)) =~for a non-negligible fraction of 
all ~· Recently, several other signature schemes have been discovered 
with more and/or different security features (e.g., blind, undeniable, 
convertible and fail-stop signatures) . Most of these schemes are based 
on discrete logarithm or factoring problems. 

In [Xin90], Xinmei proposed a signature scheme based on error­
correcting codes. He claimed that the security of his signature scheme 
relied on the properties of error-correcting codes and the difficulty of 
factoring large matrices. Barn and Wang [HW92] observed that, be­
cause of this scheme's linearity, it is possible to combine signatures 
of cliffPrPnt mPSS::lJYPs int.o ::1. v::1.lirl si1Yn::1J.nrP wit.hont. fa.dorine:. In or-
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der to prevent this type of forgery, Harn and Wang proposed applying 
a nonlinear function to the plaintext. Other modifications were also 
proposed to improve the systems performance. Alabbadi and Wicker 
showed in [A W92b] that the Xinmei scheme is also vulnerable to two 
known-plaintext attacks. In [A W92a], they showed that the Harn and 
Wang scheme can be broken by a known-plaintext attack. In [Til92], 
the author showed that in both signature schemes the signature key can 
be obtained from the public key. As a result, both schemes are uncon­
ditionally insecure. In [ AW93], Alabbadi and Wicker proposed a new 
signature scheme that used error vectors with higher weights than the 
coset leader. They claimed that these error vectors can not be obtained 
through standard decoding techniques making their system immune to 
the analysis discussed in [AW93]. In [Til93a], the author showed that 
the ability to verify n signatures with linearly-independent error vectors 
(where n is the code length) makes this signature scheme insecure. It 
was also observed that the public key in the Alabbadi-Wicker scheme 
must contain more information in order to verify a signature. Moreover, 
it was concluded that similar verification problems exist for the Xinmei 
scheme [Xin90] and the Harn-Wang scheme [HW92], however, these 
schemes can be broken without verifying a signature. In [Til93b], the 
author concluded that signature schemes, where the security is based 
only on the BHDD problem for linear codes, do not exist. 
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Chapter 4 

Decoding of Random Linear 
Codes 

In Section 2.4, BHDD and CHDD problems are defined for decoding a 
vector that is a codeword with an added error vector. The basic prob­
lem of decoding lies in identifying the error vector or the transmitted 
codeword from the received vector. Adding vectors to codewords in 
locally-randomized cryptosystems is similar to transmitting codewords 
over a noisy channel. The main difference is that in locally-randomized 
cryptosystems the number of errors is known and is correctable. Hence, 
the probability of erroneous decoding is zero, and it suffices to use 
BHDD algorithms. However, for noisy channels, where the probability 
of erroneous decoding exists, CHDD algorithms are more effective. 

This chapter gives strategies for solving BHDD and CHDD prob­
lems for random and presumably unstructured linear codes. These 
strategies are presented in a standardized form in order to character­
ize their merits and compare their performances to the new general 
decoding algorithms described in the following chapters. In the past, 
decoding algorithms were developed for noisy channels. Their objective 
was to minimize the probability of erroneous decoding. Since these al­
gorithms solve the CHDD problem, they automatically solve a BHDD 
problem (with the same decoding complexity). In most cases, a CHDD 
algorithm can be modified so that it still solves the BHDD problem 
but yields a lower decoding complexity. This benefit alone makes this 
modification of particular interest to cryptanalysis. 
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This chapter begins by introducing decoding terminology for noisy 
channels. Then section 4.2 describes three exhaustive-search decod­
ing algorithms whose complexity is used as a basis for all decoding 
algorithms discussed in this dissertation. Finally, the concepts of In­
formation Set Decoding and Reduced Search Decoding are described in 
Sections 4.3 and 4.4, respectively. 

4.1 Preliminaries 

A q-ary channel consists of an input alphabet X = GF( q), an output 
alphabet Y and the channel probability Pr(ylx) (i.e., the probability 
that symbol y is received, given that, symbol x was transmitted). A 
channel is called memoryless if the conditional channel probabilities 
are independent. This means that, for±_ E GF(q)n and Jj_ E yn, the 
conditional probability satisfies 

n 

P(Jj_ I±.) = IT Pr(yi I xi)· 
i=l 

If in addition X = Y, then the channel is called a conventional q­
ary channel. Conventional channels are also considered to be one-way 
channels (i.e., feedback information is discarded). A conventional q-ary 
channel with symbol-error probability p, is called symmetric when 

Pr(ylx) = { f _ (q _ 1)p 
ify =1- x, 
if y = x, 

where p :::; 1/(q- 1). The binary symmetric channel (q = 2) is de­
noted by BSC. If Jj_ is the received vector over a QSC, then Maximum 
Likelihood Decoding (MLD) searches among all the codewords inC for 
a not-necessarily-unique codeword ~ with the maximum, conditional 
probability P(Jj_ I ~). Because a cosetleader is a vector of minimum 
Hamming weight in a coset, MLD over a QSC is similar to searching 
for a cosetleader with the same syndrome as the received vector 'f!_· 

For a q-ary [n, k, d]-code, the probability that an arbitrarily received 
vector is erroneously decoded using a MLD strategy is denoted by 
PecHDD for CHDD and PesHDD for BHDD. For a code with minimum 
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distance d, any error pattern of l ( d - 1) /2 J errors can be corrected. 
When more than l ( d - 1) /2 J errors occur, it is uncertain whether or 
not correct decoding has taken place. In CHDD, a received vector with 
more than l(d -1)/2J errors can yield the correct codeword. However, 
in BHDD the same number of errors results in either no codeword or 
an incorrect one. For a BSC with bit-error probability p, it holds that 

For additional information, the reader is referred to [Bla83, Ber84] and 
[PW72]. 

4.2 Exhaustive Search Decoding 

This section discusses three decoding strategies for both CHDD and 
BHDD problems. Each strategy uses an exhaustive search through the 
set of codewords, the set of syndrome-cosetleader pairs, or the set of 
error vectors. For this reason, they are called exhaustive-search decoding 
algorithms. 

Algorithm 4.2.1 (Exhaustive Search Codeword Decoding) Let 
C be a q-ary [n, k, d]-code, and let lf_ be the received vector. In Ex­
haustive Search Codeword Decoding (ESCD ), the algorithm searches 
through all codewords of the code C for the codeword ~ that is closest 
to lf_ (CHDD), or that is at distance less than or equal to l(d- 1)/2J 
to lf_ (BHDD) if it exists. 

As stated above, this algorithm searches through all the codewords. 
Because the number of codewords is ICI = qk = qnR, the decoding com­
plexity coefficient of Algorithm 4.2.1 equals R. This algorithm produces 
with a probability of 1 a solution for CHDD and the error probability 
agrees with MLD. This proves the following theorem: 

Theorem 4.2.2 Let R be the rate of a q-ary [n, k, d]-code C. For both 
CHDD and BHDD, the decoding complexity coefficient dccEscD(q, R) 
of Algorithm 4.2.1 equals R. For a memoryless QSC with p < q-1 , the 
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probability of erroneous decoding equals PecHDD and PeBI-IDD, respec­
tively. 

Instead of searching through the set of codewords, the following 
algorithm searches through the set of syndromes for a solution. 

Algorithm 4.2.3 (Exhaustive Search Syndrome Decoding) Let 
C be a q-ary [n, k, d]-code, and let§_= '!!...HT be the syndrome of the vec­
tor'!!...· In Exhaustive Search Syndrome Decoding (ESSD ), the algorithm 
searches through the set of syndrome-cosetleader pairs to find the min­
imum weight solution I for which {HT = §_. 

The complexity of this algorithm follows from the cardinality of the 
set of syndrome-cosetleader pairs. For CHDD, the set has cardinality 
qn-k = qn(1-R), therefore, the decoding complexity coefficient equals 
1- R. This algorithm produces a solution with a probabili ty of 1. For 
BHDD, the set only contains pairs in which the cosetleader has a weight 
no more than t = l ( d - 1) /2 J. The cardinality of this reduced set is 

and substitution oft= l (d - 1)/2J = ~nH;1 ( 1- R) + o(n) yields the 
desired decoding complexity coefficients. For both CHDD and BHDD, 
the error probability agrees with MLD. The above results are summa­
rized in the following theorem: 

Theorem 4.2.4 Let R be the rate of a q-ary [n, k, d]-code C. The 
decoding complexity coefficient dccEssD(q, R) for CHDD of Algorithm 
4.2.3 equals 1 - R. For virtually all linear codes C in C( n, q, R), the 
BHDD decoding complexity coefficient of Algorithm 4.2.3 is 

(
H-1 (1- R)) 

dccEssD(q ,R) = H9 
9 

2 
. 

For a memory less QSC with p < q-1 , the probability of erroneous 
decoding equals PecHDD and PeaHDD, respectively. 
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Since the decoding objective is to find the error vector, the follow­
ing algorithm searches through the set of possible error vectors for a 
solution. 

Algorithm 4.2.5 (Exhaustive Search Error Decoding) Let C be 
a q-ary [n, k, d]-code, and let JL be the received vector. Let Z be the 
set of error vectors ~ of Hamming weight, less than or equal to, t. 
In Exhaustive Search Error Decoding (ESED ), the algorithm searches 
through Z for the minimum weight solution, such that ('}L- ~)HT = Q.. 

The complexity of this algorithm follows from the number of possible 
error vectors. In CHDD, the maximum number of errors that need to 
be examined is equal top= nH; 1(1- R) + o(n). In BHDD, this value 
is given by l(d- 1)/2J = ~nH; 1 (1- R) + o(n). Substitution in (4.1) 
yields the corresponding values of the decoding complexity coefficients. 
For both CHDD and BHDD, the error probability agrees with MLD. 
These results are summarized in the following theorem: 

Theorem 4.2.6 For virtually all linear codes C in C(n,q,R), the de­
coding complexity coefficient dccEsED(q, R) for CHDD of Algorithm 
4.2.5 equals 1 - R. For BHDD, the decoding complexity coefficient 
of Algorithm 4.2.5 equals 

(
H- 1(1- R)) 

dccEsED( q, R) = Hq q 
2 

. 

For a memoryless QSC with p < q- 1
, the probability of erroneous 

decoding equals PecHDD and PeaHDD, respectively. 

4.3 Information Set Decoding 

This section describes a decoding approach, referred to as Information 
Set Decoding (ISO), that reconstructs a codeword from selected loca­
tions in the received vector. When these locations contain no errors, it 
is possible to retrieve the original codeword (error vector). 

Recall that a q-ary linear [n, k, d)-code C has exactly qk codewords, 
all are linear combinations of the rows of a generator matrix G of C. 
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Since the dimension of C is k, it is always possible to select k linearly 
independent columns from G. This leads to the following definition of 
an Information Set (IS): 

Definition 4.3.1 (Information Set) Let C be an [n, k, d)-code over 
GF'( q) with generator matrix G. An Information Set I is a k-subset of 
{ 1, 2, ... , n}, such that, the restriction of C to these coordinates (punc­
ture the other coordinates) still has dimension k (i.e., the restriction of 
G to these coordinates still has full rank k ). 

Therefore, an Information Set I has the property that for any vector 
12. E GF( q)k a unique codeword~ E C exists whose restriction to I equals 
1Z_. Also, the k columns in the generator matrix G of C that correspond 
to I are linearly independent. Recall that y = ~ + ~ = :£G + ~ (for 
some :£ E G F( q )k). So, if the locations of vector '}!_ that correspond to I 
are error free, then:£ can be found (e.g., by Gaussian elimination), and 
the codeword ~ follows from :£G. In essence, Information Set Decoding 
tries to find an error-free Information Set in the received vector. 

Let k be a positive integer, and let .:1 = {j1,j2 , ... ,jk} beak-subset 
of the set {1,2, ... ,n}, where 1 ~ j 1 < j 2 < ... < Jk ~ n. Let J = {J} 
be a subset of the collection of all k-subsets on { 1, 2, ... , n}. For all 
~ E GF(q)n, let the subvector ~J E GF(q)k of the vector~ be defined 
as 

Let G :1 denote the submatrix of the matrix G consisting of the columns 
of G with indices from J. The set LJ(Jj_) is the set of codewords that 
coincides with y on the positions of J. For each J E J and vector 
'}!_ E GF( q)n, the-set LJ(Jj_) is contained in C. When J is an Information 
Set, the cardinality I£J(U) I is one, so it uniquely defines a codeword. 
When I is an Information Set for the code C, the codeword ~ that 
corresponds to '}!_ is 

Note that on the average, ktjn = Rt of the crr(Jj_) coordinates of the 
vector '}!_ are in error. 
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Deleting d- 1 columns of G does not reduce the rank of the corre­
sponding submatrix of G (i.e., every set of n - d + 1 coordinates of a 
codeword contains at least one Information Set). Moreover, from the 
Singleton bound [MS77] it follows that the coset leaders have weight 
less than n - k + 1. As a result, there is at least one set of k coor­
dinates that is error free. Hence, for each cosetleader there exists an 
Information Set completely contained in the set of zero coordinates of 
the coset leader. 

Algorithm 4.3.2 (Information Set Decoding) Let '1!_ E GF(qt be 
the received vector and C a q-ary [n, k, d]-code. Let J be a collection of 
Information Sets, such that, for any '1!... there exists at least one error­
free Information Set. For CHDD, an Information Set Decoding (ISD) 
algorithm searches for a not-necessarily-unique codeword ~' such that 

and for BHDD, it searches for a unique codeword~ E C, such that 

dH(l!_, Lr(u)) :::; l( d- 1 )/2 J and IE J, 

if such a codeword ~ = Lr(l!_) exists. 

The complexity of the ISD algorithm is determined by the cardinal­
ity of the set J (i.e., the number of distinct Information Sets) . Chan 
and Games [CG8l] used a combinatorial approach based on covering 
systems to obtain the number of k-subsets needed so that at least one 
k-subset contains no error locations (these k-subsets are not necessar­
ily Information Sets, however, this is not a restriction for sufficiently 
large codes as shown in Appendix B). Given a set of n coordinates, 
the (n,l,t) covering number B(n,l,t) is the minimum cardinality of 
any collection B of l-su bsets on { 1, 2, ... , n}, so that, any t-su bset on 
{1,2, ... ,n} is contained in at least one of the subsets of B. A set 
of /-subsets that satisfies this covering condition is called an (n, l, t) 
covering system. The (n, l , t) covering problem is to find the (n, l, t) 
covering system of minimum size. In the case of ISD, the subsets of 
cardinality t contain the error locations, and the subsets of cardinality 
l = n - k = n(1 - R) contain the parity-check locations, so that the 
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complement of these sets are error-free Information Sets of the code 
C. This approach is sometimes called error trapping (i.e., trapping the 
error-symbols in the parity-check coordinates). The ( n, l, t) covering 
problem is a long-standing, unsolved problem in combinatorics. 

When a covering system for the decoding problem is known, the 
decoding complexity of an ISD algorithm follows from the cardinal­
ity of the set B. In the past years, a considerable amount of work 
has been done on the problem of determining the covering number 
B( n, k, t) and the finding of the corresponding covering systems. If 
n 2: t, then B(n, n, t) = 1 and B(n, t, t) = (:), and when n 2: k 2: 1, 
then B(n,k, 1) = ln/kJ . Therefore, as stated in Mills [Mil79], it is suf­
ficient to determine B(n, n - k, t) for n > n- k > t > 1. Schonheim 
[Sch74] gave the following lower bound on this covering number: 

B(n,n(l- R) , t) 2: (4.2) 

r n r n-
1 r r n- t+

1 1 111 n(l - R) n(1 - R) - 1 n(1 - R) - t + 1 

According to Mills [Mil79], for many values for which the covering num­
ber is known, this lower bound is actually achieved. Actually, when 
n(1 - R) > t > 1 is fixed and n -+ oo, Rod! [Rod85] proved a conjec­
ture made by Erdos and Hanani [EH63] . It stated that there exists a 
collection of 

((~)I (n(1 ; R))) x (1 + o(1)) (4.3) 

k-subsets of an n-set, such that, each t-subset is contained in at least 
one k-subset of the collection. From ( 4.3) and Lemma 2.1.1, it follows 
that 

1 ~t ~ ( t) J~~;; !ogq B(n, n(1 - R), t) = Hq( ;;) - (1- R)Hq n( 1 _ R) , ( 4.4) 

where 0 < t(n < (1 - R) < 1. Although there exist no general algo­
rithms that generate minimal covering sets in an efficient way (except 
for small sizes or special cases, e.g., [Mil79]) , suboptimal coverings, for 
example, can be generated by a random search [ES74, FR85]. These 
suboptimal coverings provide a probability of erroneous decoding which 
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is asymptotically equal to that of MLD. Therefore, for an ISD algo­
rithm, a sufficiently large set J of k-subsets can be obtained in a prob­
abilistic way. In (Dum93], Dumer stated that suboptimal coverings can 
be obtained in a constructive way in polynomial time, however this 
result is only of theoretical interest. 

Because of the complexity of the combinatorial covering problem, 
the following probabilistic approach is useful. Suppose that t out of n 
symbols are in error. The probability that k out of n symbols selected 
at random are not in error is 

k-
1 

( t ) (n- t) I (n) 
Pk = }] 1 - n - i = k k · ( 4.5) 

This probability is equal to the probability that n - k out of n symbols 
are selected at random and contain t errors, so that 

Pk = g ( 1- n ~ i) = (n ~ k) I(~) 
The expected number of k-tuples to evaluate before an error-free k­
tuple is found equals pJ;1

. From 

( ~) = qnHq(t/n)+o(n) for every 0 ::=; tjn ::=; 1, 

it follows that 

. 1 -1 ~ t ~ ( t ) 
lim -logq Pk = Hq(-) - (1 - R)Hq ( R) . 

n-+oo n n n 1-
( 4.6) 

This result coincides with (4.4) . In a similar way, the Schonheim lower 
bound (4.2) equals the right-hand-side of (4.4) when n-+ oo. 

Let qk be the probability that a randomly chosen k-subset, of po­
sitions in an arbitrary q-ary linear (n, k, d)-code C, is an Information 
Set. Then, for virtually all linear codes C in C(n, q, R), qk equals the 
probability that an arbitrarily chosen q-ary k x k matrix has rank k, 
and so it is TI7=1 (1 - qt (e.g., q = 2 yields~ 0.289). Maximum Dis­
tance Separable (MDS) codes are an exception in which every k-column 
combination of a generator matrix is linearly independent ( qk = 1). In 
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this chapter the whole class of k-dimensionallinear codes is considered. 
Note that the probabilities Pk and qk correspond to independent events. 

Suppose that C is a q-ary linear [ n, k , d]-code. Let V k be the work­
factor to verify whether k columns selected at random of the generator 
matrix G of Care linearly independent. Let W k be the additional work­
factor needed to compute the codeword ~ E C. This codeword agrees 
with the received vector '}!_ in the corresponding set of k information 
symbols. Let D k be the work-factor needed for the (distance) verifi­
cation between '}!_ and ~- The work-factor of algorithms based on ISD 
IS 

(4.7) 

where k = lnRJ, and 1 is a machine-dependent constant . Since Vk , 
Wk , Dk, qk and M15o in this probabilistic approach are polynomially 
bounded, a substitution of ( 4.6) in ( 4. 7) yields an alternative proof of 
the following theorem (noted in [CG90b]): 

Theorem 4.3.3 (Information Set Decoding) For virtually alliin­
ear codes C in C( n, q, R), the decoding complexity coefficient of Infor­
mation Set Decoding satisfies 

~ (H;;1(1- R)) ~ (H;;1(1- R)) 
dcc15v( q, R) = Hq a - (1 - R )Hq a(1 _ R) , ( 4.8) 

where a = 1 for CHDD, and a = 2 for BHDD. For a memory less QSC 
with p < q-1

, the corresponding probabilities of erroneous decoding are 
PecHDD and PeBHDD, respectively. 

The binary decoding complexity coefficients for ISD, compared with the 
three different types of decoding algorithms (ESCD, ESSD and ESED), 
are illustrated in Figure 4.1. 

Recall that the complexity decoding of the ISD algorithm is deter­
mined by the cardinality of the collection (of Information Sets) 'J. The 
size of 'J is reduced when a search for error vectors, of weight up to 
w = l at J, is added for each Information Set I in Algorithm 4.3.2. The 
codeword is found when an Information Set contains less than w errors. 
The value for w is chosen to minimize the work-factor. The complexity 



4.3 Information Set Decoding 

c 
Q) 
·u 

= Q) 

0 
u 
~ ·x 
Q) 

0.. 
E 
0 
u 
Ol c: 
'a 
0 
u 
Q) 
'0 

0.50 

045 
ESSD/ED - - ~ - -

(CHDD) 
040 

0.35 

0.30 
ESCD 

0.25 

0.20 

0.15 - - - lSD (C-HDD) 

0.1 0 - - - - - - - -
lSD (BHDD) 

0.05 

0.00 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

code rateR 

Figure 4.1: The decoding complexity coefficients for Information 
Set decoding compared to the three exhaustive search decoding 
algorithms. 

coefficient of this error search is: 

1 l a t J (k) . ( t ) lim -logq L . ( q - 1 )t = RHq aR . 
n-+oo n i = O z n 
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Before finding one codeword that contains at most w errors, the ex­
pected number of k-tuples to evaluate is given by the covering number 
of an (n, n(1 - R), t(1- a)) covering system. As a result, the following 
theorem is proved: 

Theorem 4.3.4 For virtually all linear codes C in C(n, q, R) , the de­
coding complexity coefficient of an Information Set Decoding Algorithm 
with an w = l at J -error search satisfies 

~ ( t) ~ ( (1- a)t ) at dcc1sD(w)(q,R) = Hq (1- a);- - (1- R)Hq (1 _ R)n + RHq(nR), 



50 Decoding of Random Linear Codes 

where t = nH; 1(1- R) for CHDD, and t = ~nH; 1 (1- R) for BHDD. 
For a memoryless QSC with p < q-1

, the corresponding probabilities 
of erroneous decoding are PecHDD and PeBHDD, respectively. 

However, for sufficiently large n and t, an ISD algorithm with an error 
search yields the same complexity as one without (i.e. , dcc150(q, R) = 

minw dcciSD(w)(q, R)). 

In [CG90b], Coffey and Goodman proved the following "remark­
able" decoding complexity behavior for Information Set Decoding: 

For large q, the decoding complexity coefficient for ISD tends 
to [4(1- R) . Thus limq_,00 dccisD(q, R) = 0. 

In the proof of this statement, Coffey and Goodman considered the 
limits n ---7 oo and q ---7 oo independently. Recall from (2.2) that the 
rate R of a q-ary linear code C is defined as 

Note that the maximum amount of information that can be transferred 
by code Cis log2 ICI bits (i.e. , the number of codewords ICI remains the 
same). Therefore, for fixed R, n decreases as q increases and vice versa. 
Hence, the limits are not independent and this statement is incorrect. 

4.4 Reduced Search Decoding 

To illustrate the performance of the Informat ion-Set Decoding algo­
rithms as they relate to other reduced search decoding algorithms, this 
chapter describes four reduced search decoding algorithms: Q Decod­
ing (QD), L Decoding (LD), Zero-Neighbors Decoding (ZND) and D 
Syndrome Decoding (DSD). 

The first algorithm described for comparison is Q Decoding as in­
troduced by Evseev [Evs83]. The QD algorithm can be regarded as an 
lSD algorithm that allows errors in the Information Set (i.e., an Infor­
mation Set I is combined with an error vector Q). Let J denote the 
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collection of the Information Sets of C. The decoding ensemble Q of C 
is a subset of pairs (I,Q) E J x GF(q)n, so that 

Q ~ {(I,Q) I IE J, Q E GF(qt}. 

If the received vector is'}!_, then every pair (I , 12.) defines a unique code­
word ~with values that agree with '!j_- Q in the coordinate position as 
determined by the Information Set I. The corresponding error vector 
is~= y- ~· For BHDD, the algorithm terminates if an error vector~ is 
obtain;d with WH(~):::; l(d-l)/2J. For CHDD, the algorithm searches 
through Q for an error vector ~ of minimum weight. The following 
algorithm implements the QD strategy. 

Algorithm 4.4.1 (Q Decoding) Let C be a q-ary [n, k , d)-code, and 
let Q be a corresponding decoding ensemble. Suppose '!f._ is the received 
vector. For CHDD, the QD algorithm searches for a not-necessarily­
unique codeword ~' such that 

For BHDD, it searches for a unique codeword~ E C, such that 

dH('}!_, Lr(u- 12.)) :::; l(d- 1)/2J and (I,Q) E Q, 

if such a codeword Lr('!j_ - 12.) exists. 

The complexity of Algorithm 4.4.1 is determined by the cardinality 
of Q which makes the construction of the set Q important. For example, 
if Q = .Q., then Algorithm 4.3.2 (ISD) is obtained. When the objective is 
to find an Information Set that contains at most the average number of 
erroneous locations, then at most l Rt J errors in each Information Set 
are searched for, so that 

(n -too) . (4.9) 

For this situation, the number of different Information Sets is polyno­
mially bounded. For example, for cyclic codes it suffices to choose at 
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most k + t - Rt = k + (1 - R)t = 0( n) cyclic shifts from the k infor­
mation set coordinates. Substitution oft = p = nH - 1(1- R) + o(n) 

q . 

and t = l(d- 1)/2J = ~nH;1 (1- R) + o(n) into (4.9) yields the cor-
responding values of the decoding complexity coefficients for CHDD 
and BHDD, respectively. This result is summarized in the following 
theorem: 

Theorem 4.4.2 Let n, q and R be given. Then a decoding ensemble Q 
with an lRtJ-error search (4.9) exists, such that, for virtually all linear 
codes C in C(n, q, R), the decoding complexity coefficient for CHDD in 
Algorithm 4.4.1, satisfies 

dccqD(q, R) = R(1- R), 

and for BHDD the decoding complexity coefficient satisfies 

(
H-1(1-R)) 

dccqD(q, R) = RHq q 
2 

. 

For a memory less QSC with p < q-1
, the probability of erroneous 

decoding equals PecHDD and PeBHDD, respectively. 

For more details about the QD strategy, the reader is referred to [Evs83] 
and [Dum93]. 

In [CGF91], Coffey, Goodman and Farrell described an approach 
similar to QD, however, an Information Set I is used instead of a k­
subset J. Since the rank of the generator matrix G:~ is k- c, for some 
nonnegative number c, a set of k - c linearly independent columns is 
taken from J, and additional c columns are taken from outside J. The 
resulting set of k-columns is an information set I. Then, an exhaus­
tive error-search is applied on these additional c coordinates, so that 
when the coordinates corresponding to J are error-free, the codeword is 
found. This approach yields the same complexity as stated in Theorem 
4.4.2. 

Another reduced- was described by Kruk [Kru89]. This algorithm 
is similar to ISD, except that, the k-subsets are not necessarily Infor­
mation Sets. The set of codewords that correspond to a k-subset J is 
denoted by .C:~(Y) (i.e., the set of codewords that coincides with yon 
the J positions f -
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Algorithm 4.4.3 (L Decoding) Let C be a q-ary [n, k, d]-code, t = p 
for CHDD and t = l(d-1)/2J for BHDD. Let J = {J} be a collection 
of k-subsets on { 1, 2, ... , n}, and let '!f._ E GF( q )n be the received vector. 
The LD algorithm consists of the following steps: 

Step 1 For each J E J compute the set of codewords 

.C:J('f!._) = {~ E C I O":J('f!._) = O":J(~)}, and let .C = U .C:7(y). 
:JEJ 

CHDD Step 2 Search for a not-necessarily-unique codeword~' such 
that 

BHDD Step 2 Search for a unique codeword ~ E C, such that 

if such a codeword ~ exists. 

The complexity depends on the cardinality of the set .C. This in 
turn, depends on the construction of the set J (the collection of k­
subsets). For CHDD, the set J must contain at least one k-subset, 
for which, each error vector with weight t contains no errors in its 
coordinates. Therefore, the set J should be an (n,n- k,t) covering 
system. In this case, the LD algorithm solves BHDD and CHDD for 
a QSC with the probability of erroneous decoding equal to PesHDD 

and PecHDD, respectively. This result is summarized in the following 
theorem: 

Theorem 4.4.4 Let n, q and R be given. Then a set J exists, such 
that, for virtually all linear codes C in C(n, q, R), the decoding com­
plexity coefficient of Algorithm 4.4.3 satisfies 

~ ( H; 1 (1 - R) ) ~ ( H; 1 
( 1 - R) ) 

decLo( q, R) = Hq a - (1 - R)Hq a(1 _ R) , ( 4.10) 

where a = 1 for CHDD, and a = 2 for BHDD. For a memoryless QSC 
with p < q-1 , the corresponding probabilities of erroneous decoding are 
PecHDD and PeaHoo, respectively. 
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The probability of erroneous decoding in the LD algorithm depends 
on the structure of set J. Kruk [Kru89] showed that , for almost all 
codes in C(n, q, R), when J is randomly selected and its cardinality 
satisfies 

( 4.11) 

the probability of erroneous decoding is upper-bounded by P ecHoo(l + 
o( 1)) (a suboptimal covering with a probability of erroneous decoding 
PecHoo, when 1 = n log n [Dum93]) . Therefore, an LD algorithm with 
a random set J, where the cardinality satisfies ( 4.11), has the same 
complexity as stated in Theorem 4.4.4. As with QD, some errors are 
allowed to be in the k-subsets (i.e ., combine k-subsets with error vec­
tors). For more details about the LD strategy, the reader is referred to 
[Kru89] and [Dum93]. 

Note that the LD and QD strategies can be generalized by relaxing 
the decoding ensemble Q to a decoding ensemble R where each k-tuple 
is combined with an w ~ l cd J-error search. Then , Algorithm 4.3.2 with 
a w = l cd J-error search is obtained with a complexity that was given 
in Theorem 4.3.4. 

From [MS77, Chapter 9] it follows that the average code has a 
weight distribution approximately equal to a binomial distribution. The 
low-weight codewords represent the tail of the distribution (i.e., there 
are few low-weight codewords). Coffey, Goodman and Farrell [CGF91] 
stated that the difference between a low-weight word and its cosetleader 
is a codeword of low-weight . Their strategy is to first, find a low-weight 
word in the coset. Then , add any combination of the low-weight code­
words. Finally, take the lowest weight result as the cosetleader. This 
approach is similar to a reduced exhaustive search throughout the set 
of codewords (i.e., a set containing only low-weight codewords). The 
third algorithm described for comparison is based on this principle. 

Levitin and Hartman [LH85] proposed the Zero-Neighbors Decoding 
(ZND) algorithm. It is different from the QD, LD and ISD algorithms 
in that it uses a special set of codewords instead of a decoding ensemble 
as in QD, a set of k-subsets as in LD, or an Information Set as in ISD. 

Define the domain 'D(£) as the set of all ±. E GF( q t , such that 
dH(±.,£) ~ dH(±.,£') for all £1 E C \ {£}. Let the set B(±.) contain all 
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words with distance 1 from the word K· The domain frame 9(.~) of a 
codeword ~ is the set 

9(~) = U B(K) - D(~). 
~E'D(f) 

It contains at least one word K that lies in the domain of another code­
word ~' ( :f: ~). Since the code is linear, without loss of generality, the 
codeword ~is Q. (i.e., the set N of neighbor codewords whose domains 
are adjacent to the domain of the all-zero codeword). This set is called 
the set of zero-neighbors. The set N is defined as a subset of codewords 
C, such that 

INI = min{IN'II N' ~ C and 9(Q) C U D(~)}. (4.12) 
fCN' 

In essence, this domain forms a minimum covering for the domain frame 
of the all-zero codeword. Note that in the worst case N contains all 
codewords. The cardinality of ( 4.12) is uniquely defined, even though, 
the structure of the set is not. Note that when K is not in D(Q.), there 
exists a codeword ~ E N, such that WH (K - ~) < WH (K). This o bser­
vation forms the basis for the following implementation of the ZND 
algorithm: 

Algorithm 4.4.5 (Zero-Neighbors Decoding) Let N be the set of 
zero-neighbors of the q-a.ry [n, k, d]-code C, let '1!_ be the received vector, 

and let ?.. = JL· 

Step 1 If there exists an !l E N such that wH(?..- rr) < wH(?..), then 
proceed to Step 2, otherwise, proceed to Step 3. 

Step 2 Let?..=?..- !l, and return to Step 1. 

Step 3 The codeword is ~ = y - ?._. 

In [LH85], Levitin and Hartman showed that the set N contains 
all codewords of minimum weight and does not contain codewords of 
weight greater than 2p + 1. For random codes, the construction of the 
set of zero-neighbors is an NP-complete problem. Provided the set of 
zero-neighbors is given, each round of the ZND algorithm decreases the 
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weight of ~ by at least 1 [LH85] (i.e. , the number of rounds in Algo­
rithm 4.4.5 is :::=; WH (_~) :::=; n). Therefore, the ZND algorithm terminates 
after no more than n rounds and achieves with probability 1 a solution 
for CHDD (and therefore BHDD). The cardinality of N is given by 
the number of codewords of weight :::=; 2p + 1. For virtually all linear 
codes inC( n, q, R), the number of codewords of a given weight w equals 
qn(Hq(w/n)-(l-R))+o(Vn) [CGF91], so that substituting 2p + 1 for w and 
using (2.10) for p results in the following theorem: 

Theorem 4.4.6 Let n, q and R be given. A set N exists, such that, 
for virtually all linear codes C in C(n, q, R) , the decoding complexity 
coefficient of Algorithm 4.4.5 for CHDD and BHDD is: 

dcczNv(q,R) = min{R, Hq(2H; 1(1- R))- (1- R)}. 

For a memoryless QSC with p < q-1
, the corresponding probabilities 

of erroneous decoding are PecHDD and PeBHDD, respecti vely. 

For a discussion of this and other variants of the ZND algorithms, the 
reader is referred to [LH85] and [CGF91]. 

The next reduced-search decoding algorithm, D Syndrome Decoding 
(DSD), was described by Dumer [Dum89] and [Dum93]. This algorithm 
is based on constructing two sets of possible syndromes. If there is at 
least one match between the two sets, then the decoding algorithm ter­
minates with a solution, otherwise, a decoder failure is detected. In 
DSD, the syndrome :2_ of the received vector }I_ is computed. If this syn­
drome is the all-zero vector, then the received vector is a codeword. If 
:2_ -=J- .Q, the vector y_ is divided into '!LA and }1_

13
. Then, an exhaustive error­

search is applied to each half, such that, the sum of the corresponding 
error syndromes ~ and :2_13 yields the syndrome :2_ (i.e.,~+ :2_13 = :2_). 

Without loss of generality, the following algorithm assumes that the 
received vector contains t errors : 

Algorithm 4.4.7 (DSD(t)) Let H be the parity-check matrix of a 
q-ary [n, k, d)-code, and let y be the received vector. Define two sets A 
and B, such that AUB = {1,2, ... ,n} , AnB = 0, and IAI::::::: IBI. A 
DSD algorithm consists of the following five steps: 
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Step 1 Compute the syndrome~= 'lf._Hr, and let i=O. 

Step 2 Compute the sets: 
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s.A {(_x_,~) I~ E GF(q)I.AI, WH(~) = i, and _x_ = ~H~}, and 

s[3 {(_x_,~) I~ E GF(q) 16', WH(~) = t - i, and _x_ = ~H~}. 

Step 3 If there exists a pair(~,~) E SA and a pair (~6 ,~6 ) E SB, 

such that ~ + ~B = ~' then let ~ = O"_A 1 (~) + 0"[3 1 (~6 ) , and 
proceed to Step 5. 

Step 4 If i < t, then let i=i+l and return to Step 2, otherwise, exit 
with the message "decoder failure". 

Step 5 The codeword is f = 'lf._ - ~-

When the number of errors is unknown and~ =/:- Q; apply the DSD( t) 
algorithm first with a search for one error, then two, then three, ... , up 
to the covering radius p for CHDD, or l(d -1)/2J for BHDD. Although 
the t cases can be combined into one algorithm, its complexity remains 
the same. 

In (Dum89] , Dumer sorted the sets S .A and S B (as natural num­
bers), and then merged them into the resulting sorted setS (note that 
the complete list of possible code words is found) . He proved that the 
complexity of the DSD algorithm follows from the cardinality of S (i.e., 
n-1 log lSI). When IAI ~ IBI, then in each round of Algorithm 4.4.7 
the set S has cardinality no greater than 

2 ~ ( n;2) ( q- 1 )' = q¥"•1'/n)+o(n)' n --+ 00. ( 4. 13) 

Together the substitution oft = p = nH;1 (1- R) + o(n) for CHDD and 
the substitution oft= l(d- 1)/2J = ~H;1 (1- R) + o(n) for BHDD 
yields the following theorem: 

Theorem 4.4.8 For virtually all linear codes C in C(n, q, R), the de­
coding complexity coefficient for Algorithm 4.4. 7 for CHDD satisfies 

dccvsv( q, R ) = (1 - R)/2, 
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and for BHDD the decoding complexity coefficient satisfies 

For a memoryless QSC with p < q-I, the probability of erroneous 
decoding equals PecHDD and PeBHDD , respectively. 

For values of the code rate R greater than 0.96, the decoding com­
plexity for DSD is lower than for ISD. Note that limR-+oo dccrso(q, R) --+ 
1 - R. It seems not possible to expand the DSD algorithm in terms 
of the generator matrix to obtain an algorithm that yields a decoding 
complexity of R/2 for CHDD . For more details about the DSD strategy, 
the reader is referred to [Dum89] and [Dum93]. 

In [Dum91], Dumer describes a decoding ensemble (GD) which uses 
the DSD(t) algorithm. Basicly [Dum94], it decodes a punctured code 
using the DSD(t) algorithm, but actually it tries to correct beyond 
the distance of this punctured code. The decoding complexity of this 
algorithm is slightly lower than for ISD as illustrated in Table 4.1. 
Special cases of this algorithm are the QD, DSD and LD algorithm. 
Other implementations of (and generalized) strategies can be found in 
[Leo88 , Ste89, Dum91] and [Dum93]. 

R 
ISD 
GD 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 
0.058 0.091 0.111 0.200 0.200 0.112 0.098 0.075 
0.057 0.089 0.107 0.115 0.115 0.107 0.093 0.070 

Table 4 .1: The CHDD decoding complexity coefficient values 
[Dum91] for the GD and ISD algorithms. 

0.9 
0.044 
0.040 

A comparison of all binary decoding complexity coefficients of the 
BHDD algorithms discussed in this chapter are illustrated in Figure 
4.2. 
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Chapter 5 

Permutation Decoding 

The Bit-Swapping Decoding algorithm [Til90], based on permutation 
decoding [MS77], first appeared in a security analysis of the McEliece 
public-key cryptosystem. Although the name implies that merely bits 
are swapped, this technique can also be generalized to the q-ary case. 
This is referred to as Suitable Permutation Decoding (SPD), which is 
based on a swapping procedure that selects permutations from a re­
stricted set of suitable permutations. Intuitively, the complexity of SPD 
seems to be equal to that of Information Set Decoding. However, since 
the selected permutations in two consecutive rounds of the SPD al­
gorithm are dependent, their equality is not as obvious. Section 5.2, 
however, gives the proof that their complexity is in fact equal. Then in 
Section 5.3, the condition of suitable permutation decoding is modified 
to Restricted Permutation Decoding (RPD). In this RPD algorithm, 
the selected permutation in each round does not necessarily correspond 
to an information set. Therefore, verification only takes place when an 
information set is obtained. This section proves that the asymptotical 
complexity of RPD equals that of Information Set Decoding. Section 
5.4 extends this result to i-Suitable Permutation Decoding ( iSPD). The 
main characteristic of this class of permutation decoding algorithms is 
that only information sets are verified for error-freeness. Because more 
efficient implementations with the same asymptotical complexity are 
given in Chapter 6, a detailed analysis of the work-factor and memory-

This chapter is based on joint work with Raymond Doyen [DT94b] . 
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factor is omitted. 

5.1 Preliminaries 

This section establishes the basis for Permutation Decoding used in the 
context of this dissertation. It also proves a theorem that states whether 
an information set is error-free. This result is used as a verification step 
in permutation decoding algorithms. 

Consider a q-ary [n, k, d]-code C with generator matrix G, and let 
y be the received vector. A BHDD algorithm finds a solution if, and 
;nly if, the received vector can be written as 

y = ~ + K = ;J;..G + K, (5.1) 

where K is the error vector with wH(K) ::; l(d - 1)/2J and ~ E C. Let 
P be an n x n permutation matrix, such that the first k columns of 
GP are linearly independent over GF(q). LetS beak x k non-singular 
matrix, such that 

SGP = (hI A), (5.2) 

where A is a k x ( n- k) matrix. Since every linear code is equivalent to 
a code with a generator matrix in systematic form, this decomposition 
is always possible. If P is applied toy_ in (5.1), then 

y_P = ;J;..GP + KP = ;J;..'SGP + KP = K'(h I A)+ l, (5.3) 

is obtained, and wH(l) = wH(K) ::; l(d- 1)/2J. 

Definition 5.1.1 Let y = (Yb y2, ... , Yk, Yk+h . .. , Yn) be a vector of 
length n. The function -;;.(y) selects the first k coordinates of the vector 
y, and the function T(y) ~lects the remaining n - k symbols. Hen ce, 

;;(y_) = (y1, Y2, ... , Yk) -;;nd T(y_) = (Yk+1, Yk+2, · · ·, Yn)· 

The k symbols in the vector a(y_P) form an information set and are 
equal to ;£

1 S in (5.3). If a(yP) is error-free, then the correct information 
vector ;iS is obtained and WH (KP) = l ( d - 1) / 2 J . Because the code C 
has minimum distance d, any error in a(yP) introduces an additional 
error~ of Hamming weight at least d to i!S(h I A). From the t riangle 
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inequality, it follows that even when all the l(d- 1)/2J errors of ~p 
coincide with some of the errors in~ (i.e, wH(~ + ~P);::: d-l(d-1) / 2J > 
(d-1)/2). This is the reason why the weight property, as proved in the 
following theorem, can be used in the permutation decoding algorithm 
to verify whether the vector <7('}f_P) is error-free. 

Theorem 5.1.2 Let G be a generator matrix of a q-ary [n, k, d]-code 
C. Let P be an n x n permutation matrix, such that SGP = (h I A), 
where S is a k x k non-singular matrix, and A is a k x ( n - k) matrix. 
If'}!_=~+ ~' with~ E C and WH(~)::::; l(d- 1)/2J, then 

WH(<7(~P)) = 0 ¢::::::? dH(<7(y__P)SGP,y__P)::::; l(d- 1)/2J. 

Proof: When wHkP) ::::; l(d - 1) /2J, it follows that 

dH(~P,y__P) = dH(<7(y__P- ~P)(h I A),'}f_P)::::; l(d - 1)/2J. (5.4) 

If wH(<7k)P) = 0, then (5.4) yields dH(<7(yP) (h I A) , yP) ::::; l(d -
1)/2J. On the other hand, if dH(<7('}f_P)(h I A),'}f_P)::::; l(d~ 1)/2J, then 
<7(yP)(h I A) must be the corresponding codeword for yP. Therefore, 
<7(uP) must be error-free, and wH(<7(~P)) must equal 0~ 0 

5.2 Suitable Permutation Decoding 

This section describes the SPD algorithm and establishes its complexity. 
In the initial phase of the SPD, k-linearly-independent columns of the 
generator matrix together with the corresponding symbols from y__ are 
randomly selected. Let the k-selected symbols define the subset A of 
{ 1, 2, ... , n}, and the remaining n- k symbols form set B. The selection 
of new symbols corresponds to a permutation that swaps new symbols 
from set B for symbols from set A. Otherwise stated, this selection 
corresponds to a permutation that swaps one of the k-columns that 
corresponds to set A with one of the ( n - k )-columns (in the matrix 
k x n matrix ( h I A)) that corresponds to set B. This leads to the 
following definition: 

Definition 5.2.1 (Swap) Let (h I A) be a k x n matrix. A swap 
permutes only one column from the h-part of the matrix for one column 
in the A-part. 
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The permutation is only successful if the columns of the generator 
matrix, which correspond to the new set A, are linearly independent. 
A permutation matrix that fulfills this condition is called a suitable 
permutation. 

Definition 5.2.2 (Suitable Permutation) Let (h I A) be a k x n 
matrix. A permutation Pis suitable if the first k columns of matrix ( h I 
A)P form a non-singular submatrix (i.e., they are linearly independent). 

Based on the previous definitions and Theorem 5.1.2, the SPD algo­
rithm is described as follows: 

Algorithm 5.2.3 (Suitable Permutation Decoding) Let G be the 
generator matrix of a q-ary [n, k, d]-code, and let 'l!.. be a received vector. 
The SPD algorithm consists of the following five steps: 

Step 1 Initialization 
• Randomly select a permutation matrix p(o), such that the 

first k columns of Qp(o) are linearly independent. 

• Perform elementary row operations on G p(o) to obtain a 
matrix in systematic form G(o) := (h I A(0l). 

• Let '!L(o) := '!Lp(o), u := 0 and P := p(O). Proceed to Step 4. 

Step 2 Permutation Selection 
• Select a suitable permutation p(u) that swaps only one col­

umn, and let P := pp(u)_ 

Step 3 Swapping and Updating 
• Transform G(u-l) p(u) into G(u) =(hI A(u)), and let y(u) := 

'!j_(u-l)p(u). -

Step 4 Verification 
• If dH(cr('!l_(u))A(u),T('!l_(u))) < l(d- 1)/2J is false, then u ·­

u + 1, and return to Step 2. 

Step 5 Codeword Calculation 
• At this stage, there should be no errors in the first k symbols 

of y(u), consequently cr(~(u)) = Q.. The codeword ~ equals 
cr(tu))G(u) pT_ 
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Define a round as Step 2 through Step 4. Then the SPD algorithm 
can be viewed as a sequence of rounds. Each yields a generator matrix 
in systematic form. The initial round obtains the matrix G(o) = (h I 
A(0l). In round u, Algorithm 6.2.1 selects a suitable permutation p(u), 

such that 

a(ul s(ula(u-1) p(u), 

S(u)S(u- 1) ... S(o)Qp(o) .. _p(u- 1)p(u), 

(h I A(u)). 

Since each generator matrix in systematic form (generating a code 
equivalent to that generated by G) can occur in a round, the SPD 
algorithm terminates provided it checks each information set no more 
than once. Moreover, it will terminate in round e with a codeword 
~ = O"(Jj_(e) )G(e) pT provided that 

In practice, the permutations used by this algorithm are neither tracked 
nor stored. 

In CHDD, the upper-bound on the number of errors is usually larger 
than for BHDD. Therefore, in CHDD the error vector might not be 
unique. This means that termination with the closest codeword~ is not 
guaranteed for the algorithm. However, if the process is continued long 
enough (i.e. , e rounds) , then it is possible that the desired codeword 
is found. Heuristic values for 8 are nB(n, n - k, t), or npk_1

. With 
high probability, this extension finds the desired solution. When the 
algorithm terminates, the codeword~ is a possible solution . In the case 
where WH (~) :::; l ( d- 1) /2 J, then the obtained codeword ~ is the desired 
solution. 

In the SPD algorithm, symbols are repeatedly swapped in order 
to obtain k error-free symbols. Let Pr(l + s I l) with s E { -1 , 0, 1} 
denote the probability that l + s of the first k symbols (in O"(Jj_(u))) are 
in error after one swap, given that l of them were in error before the 
swap (in O"(y(u-1l)). The SPD algorithm starts in an error-state with 
the number -;;f errors in O"(Jj_(o)) between 0 and a :=min{ t , k } . Without 
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loss of generality, let t = l ( d - 1) /2 J. For 1 ::::::; l ::::::; a, the conditional 
probabilities satisfy: 

Pr(l - 1 ll) 
l(n-k-t+l) (5.5) 

k(n- k) 

Pr(l + 1 ll) 
(k -l)(t-l) 

(5.6) 
k(n- k) 

Pr(lll) 1- Pr(l-1ll) - Pr(l + 1ll). (5.7) 
Lemma 5.2.4 Within Algorithm 5.2.3, let N1 (1 ::::::; l ::::::; a) denote the 
expected number of rounds in an error-state with l errors before going 
to an error-state with l - 1 errors. The expected number of rounds in 
error-state i - 1 can be computed recursively by: 

N
1 

_ Pr(lll) + Pr(l + 1ll)( N1+1 + 2) 
- Pr(l- 1 ll ) · (5.8) 

Proof: Let l be the error-state of Algorithm 5.2.3. With probability 
Pr(l ll), the algorithm is expected to stay in the same error-state after 
one round. With probability Pr(l+1 ll) , it reaches error-state l+1 after 
one round and stays there for N1+1 rounds. Only one round is needed 
to return to error-state l. The expected number of rounds needed to 
leave error-state l and advance to error-state l - 1 is Pr(l - 1 I l)-1. 
Therefore, 

(1 x Pr(lll) + (NI+1 + 2) x Pr(l + 1 l l)) x Pr(l-1 l l)-1 

is the expected number of rounds in error-state l. 0 

The definition of the expected number of rounds , in the above 
lemma, is stated in [Til90]. However, it is more convenient to add 
the round needed to advance to the error-state l- 1 to the definition of 
N1 . Therefore, the number of rounds needed to pass to an error-state 
with l - 1 errors is defined as N1 := N1 + 1. Substitution of N1 in Lemma 
5.2.4 yields the following corollary: 

Corollary 5.2.5 In Algorithm 5.2.3, the expected number of rounds 
N1 := N1 + 1 (1 ::::::; l ::::::; a) needed to pass from an error-state of l errors 
to an error-state of l - 1 errors can be computed recursively by: 

N _ 1 + Pr(l + 1ll)N1+1 
1 

- Pr(l- 1 ll) · (5.9) 
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For Algorithm 5.2.3, the expected number of rounds for termination 
is: the weighted sum of the expected number of rounds over all possible 
initial error-states. Each one of these error-states j > 0 has an expected 
number of N j + N j-I + ... + N1 rounds with a corresponding weight factor 

of (~) ( ~=:) / ( ~). This proves the following lemma: 

Lemma 5.2.6 Let N1 (1 <:::; l <:::; a) be defined as in Corollary 5.9. Then 
the expected number of rounds before Algorithm 5.2.3 terminates (i.e., 
reaches error-state zero) is 

a (k) (n-k) j 

NsPD = L j nt-j L N1. 
j=l C) 1=1 

(5.10) 

The SPD algorithm is not sensitive to the initial number of errors in 
the selected k symbols (initial error-state). 

The SPD algorithm starts in a state with a certain number of errors 
in (J(Ji.(o)). To reduce the number of errors, the SPD algorithm repeat­
edly swaps symbols until an error-free state is achieved. An additional 
error search in Step 4 reduces the number of possible error-states, and 
consequently, the expected number of rounds before the decoding algo­
rithm terminates. Let U be a subset of GF(q)k, such that the Hamming 
weight of all the vectors in U are equal to j. Replace the check in Step 
4 with: 

• If there exists an Yc E U, such that 

then remove Yc from (J(JL) and proceed to Step 5, otherwise, con­
tinue to Step 2. 

The vector (J(]L) is tested by an exhaustive search for an error vec­
tor with j errors. The traditional k-out-of-n algorithm is obtained for 
j = 0, and an exhaustive-error-search algorithm (Algorithm 4.2.5) is 
obtained for j = t. The parameter j is chosen, such that it minimizes 
the work-factor for a given code. For details see [Til90]. 
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Let Wj denote the average work-factor of Step j in Algorithm 5.2.3. 
Each round has a work-factor of W2 + W3 + W4 . The algorithm is 
expected to terminate after Nspo rounds. Since Steps 1 and 5 are 
executed only once, the average work-factor for the SPD algorithm 
becomes 

(5.11) 

A suitable permutation can, for example, be found in the following 
way. Randomly select one column i of the h-part. Next, randomly 
select a column of the A-part that has a non-zero element on its i­
th coordinate. In this way, with probability of approximately one­
half, a suitable permutation p(u) is found in Step 2. Since a suitable 
permutation is recognized in an efficient way, W2 = O(n). Steps 3 and 
4 are executed only after a suitable permutation is obtained. Step 3 
computes the matrix G(u) and updates the vector y(u), therefore the 
work-factor w 3 is O(k X (n- k)) + O(n) = O(n2). The work-factor w 4 

is 0( k x ( n - k)) + 0( n) = 0( n2 ), because of a single vector-matrix 
multiplication and one vector verification. Further, the work-factor WI 
is O(n3 ) and W5 equals O(n3 ). Moreover, Lemma A.l.2 shows that 
Nspo is not polynomial in n. Since Steps 1 and 5 are executed only 
once, they are neglected. This also justifies the omission of polynomial 
complexities WI and W5 . Substitution of the work-factors in Equation 
( 5.11) provides an asymptotical estimate for the work-factor of the SPD 
algorithm: 

(5.12) 

For the memory-factor, note that only the matrix G(u), the vector Jj_(u) 

and the permutation matrix P need to be stored. Therefore, 

Mspo = O(n2
). (5.13) 

The following theorem gives the complexity coefficient of the SPD algo­
rithm. The proof makes use of a lemma that can be found in Appendix 
A. 

Theorem 5.2. 7 (Suitable Permutation Decoding) For virtually 
all linear codes C inC( n, q, R), the complexity coefficient of the Suitable 
Permutation Decoding algorithm for BHDD satisfies 

~ ( H; I ( 1 - R) ) ~ ( H; 1 
( 1 - R) ) 

dccspo(q, R) = Hq 2 - (1- R)Hq 2(1 _ R) · 
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For a memory less QSC with p < q-I, the probability of erroneous 
decoding equals PeaHDD· 

Proof: According to Lemma A.l.1, the value of NI dominates all the 
values N1 (2 :S l :Sa). Therefore, from (5.10) it follows that 

(

a G) (~=J)) 
NsPD = j; (~) x aNI x 0(1). 

From Lemmas A.l.2 and A.l.3 it follows that 

NsPD =aNI x 0(1) = O(n\/n)q(Hq(~)-(I-R)Hq(n(l~R)))_ (5.14) 

Substituting (5.14) into (5.12) yields the following expression for the 
complexity of the SPD algorithm: 

DCspo( n, q, R) = O(n\/n)qn(Hq( ~)-(I-R)Hq( n( J~R))). (5.15) 

Note that the memory-factor (5.13) is polynomially bounded. When 
the algorithm terminates, the probability of erroneous decoding equals 
PesHDD· The theorem follows from (5.15) with d = nH;I (1- R) + o(n) 
(Lemma 2.2.2). D 

For practical situations, the above complexities can not be used di­
rectly as they are only asymptotically correct. For a binary, irreducible 
Goppa code of length 1024, Figure 5.2 shows the expected number of 
rounds needed in the SPD algorithm for decoding as a function of t. 
The maximum decoding complexity is at k = 634 and t = 39. 

Example 5.2.8 ([Til90]) For a binary, 39-error-correcting [1024, 634]­
code C, the number of rounds is given in Table 5.1 and illustrated in 
Figure 5.1. The corresponding work-factor is approximately 276

·8 bit 
operations with 259.4 expected number of rounds. 

When an error search is added to the SPD algorithm, the number of 
rounds decreases along with the work-factor. For a single error search, 
the overall work-factor is approximately 271 ·I bit operations and the 
expected number of rounds is reduced to 253

.4. If a (partial) search for 
patterns with two errors is also performed, then the overall work-factor 
is approximately 269·

7 bit operations (for a uniform distribution of the 
error patterns). The expected number of rounds in this case is 250·3 • 
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llog2 NsPD lllog2 N1 llog2 N2 llog2 N3 llog2 N4 llog2 Ns I 

1 59.4 II 59.4 1 53.3 1 48.3 1 43.9 1 39.9 1 

Table 5.1: The number of rounds for a [1024, 634]-code with 39 
errors. 

For n = 1024, k = 634 and t = 39, the lower-bound ( 4.2) equals 
256 .4. For n ~ oo, a SPD algorithm with an error search yields the 
same result as one without. 
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5.3 Restricted Permutation Decoding 

When the condition of suitable permutations is replaced by one-swap 
permutations, then the SPD is referred to as the Restricted Permuta­
tion Decoding. In this section, the RPD algorithm is described and its 
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complexity is established. The RPD algorithm uses a special form of 
the generator matrix G which is defined as: 

Definition 5.3.1 (r-KR-Form) Let 1 ~ r ~ k ~ n. A k x n matrix 
G is said to be in r-KR-form if 

G = (!~· I R) = (-o_I...:....r -+--,--A __ 
k-r,r ok-r,k-r 

For r = k, the r-KR-form coincides with the systematic form. 

After one round in the RPD algorithm, one column from the I<-part 
is exchanged for one column from the R-part. When not restricted to 
suitable permutations, the rank of the matrix /{ may vary between 1 
and k. Without loss of generality, the RPD algorithm always starts 
with a full rank I<-matrix. 
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Definition 5.3.2 (Rank Probability) Let J<(u) beak x k submatrix 
of G(u) after u rounds in the RPD algorithm. For 1 ~ r ~ k, and u 2: 0, 
define 

p~u) = Pr{rank(J<(u)) = r} 

as the probability that after u rounds the rank of the matrix J<(u) is r. 
The rank probability vector is defined as 

l!_(u) = (p~u) 1 p~u), ... ,p~u)), 

with p_(o) = (0, 0, ... , 0, 1). 

The sum of the rank probabilities is equal to one, so that for any u 2: 0, 
it holds that 

Definition 5.3.3 (Rank Transition Probability) Let J<(u) beak x 
k submatrix of G(u) after u rounds in the RPD algorithm. For u 2: 0, 
1::; r::; k and s E {-1,0, 1}, define 

q;:+s = Pr{rank(J<(u+1)) = r + s I rank(I<(u)) = r} 

as the probability that after one-bit swap the rank of the newly obtained 
matrix J<(u+1) equals r + s. 

In the initialization step of Algorithm 5.3.4 the matrix J<(D) has full 
rank k 2: 1. The sum of the rank transition probabilities for a given 
rank r is equal to one. Therefore, if 1 ::; r ::; k , then 

q;- 1 + q; + q;+1 = 1, and qf = q~+ 1 = 0. 

In Section A.2, the rank transition probabilities are calculated for an 
arbitrary but fixed k. Define the rank transition matrix as 

q} qi 0 0 0 
q~ q~ 0 0 0 

Q·- (5 .16) .- k-2 k-1 0 0 qk-2 qk-2 0 
0 0 k-2 

qk-1 
k-1 

qk-1 
k 

qk-1 
0 0 0 k-1 

qk qt 
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Then for rounds u > 0, the rank probability vector E.(u) is computed as 
follows: 

E_(u+l) = E_(u)Q = E_(O)Qu , 

with E_(o) = (0, 0, . .. ,0,1). 
Let zr. = ( 1r1 , 1r2 , ... , 1fk) denote the rank probability vector in the 

equilibrium state (i.e., zr. = JI..Q). Although the probability vector E.(u) 

only exists for rounds u before the algorithm terminates, the sequence 
{p(u) }u=O,J ,2, .. . is well-defined for every u 2': 0. Therefore, the probability 
that rank(K(u)) = r, if the number of rounds u grows to infinity, equals: 

lim p~u) = 1fr, 1 ::; r::; k. 
U--+00 

The following two asymptotical values for 7rr follow from (A.21) and 
(A.25): 

0.289, 

0.578, 

(k = lnRJ, with n---* oo), 

(k = lnRJ, with n---* CXJ). 

Algorithm 5.3.4 (Restricted Permutation Decoding) Let G be 
the generator matrix of a q-ary [n, k, d)-code, and let '!f_ be a received 
vector. The RPD algorithm consists of the following five steps: 

Step 1 Initialization 

• Randomly select a permutation matrix p(o), such that the 
first k columns of Qp(o) are linearly independent. 

• Perform elementary row operations on G p(o) to obtain a 
matrix in systematic form G(o) :=(hI R(0l). 

• Let '!f_(o) := '!f_p(o), u := 0, P := p(o) and r := k. Proceed to 
Step 4. 

Step 2 Permutation Selection 

• Select a permutation p(u) that swaps one column. 

Step 3 Swapping and Updating 
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• Transform 

into 

Q(u-1) p(u) = (----::::--fr_+---:::A_(_u_-
1
_) _ 

Ok-r,r Ok-r,k-r 
R<•-I) ) p<•l 

Ok-s,k-s 
R<•l ) P[, 

where sis an integer with s E {r- 1,r,r + 1}, and P* is 
an n x n permutation matrix (only introduced for an easy 
description of the algorithm) in the form 

P,. = ( P' Ok ,n-k ) , and let p(u) := p(u) P*. 
On-k,k In-k 

Let r := s, P := P p(u) and let Jf_(u) := Jf_(u- 1) p(u). Assign 
Q(u) := (f{(u) I R(u)). 

• If r #- k, then u := u + 1 and return to Step 2. 

Step 4 Verification 
• If dH(O'(Jj_(u))R(u),r(Jj_(u))) < l(d -1)/2J is false, then u ·-

u + 1, and return to Step 2. 

Step 5 Codeword Calculation 
• At this stage, there should be no errors in the first k symbols 

of y(u), consequently O'(K(u)) = Q_. The codeword ~ equals 
O'('tu>)c(u) pr. 

Define a round as the sequence of Steps 2 through 4. The termi­
nation of the RPD algorithm is guaranteed under the same conditions 
as for the SPD algorithm. It is possible to introduce a threshold in the 
RPD algorithm: Let o ( 1 ::; o ::; k) be an integer that prevents the rank 
of f{ to be lower than o in any round. If in a round the rank reaches 
the value o- 1, then the permutation P in Step 2 is not accepted. For 
o = k, the SPD algorithm is obtained. This chapter considers only the 
RPD without a threshold. 
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The basic difference between the RPD algorithm and the SPD algo­
rithm is that in Step 2 non-suitable permutations are also accepted (but 
not verified). Therefore, the rank of the matrix K might be less than 
k. As a consequence, the definition of state 0 in the RPD algorithm is 
different from the SPD algorithm and a state -1 is added: 

• For 1 ~ l ~ a, state l corresponds to l errors (as in the SPD 
algorithm). 

• State 0 corresponds to 0 errors, but rank( K) < k. 

• In state -1, the algorithm terminates (i.e., no errors and rank( I<)= 
k). 

Therefore, the conditional probabilities Pr( -1 I 0, u), Pr(O I 0, u) and 
Pr( - 1 I 1, u) also exist, and Pr(O I 1) depends on the round u. The 
first conditional probability is given by 

Pr( - 1 I 0, u) = Pr{ no errors in round u + 1 I no errors in round u} 

X Pr{rank(J<(u+t)) = k I rank(f{(u)) #- k}, 

k (u) k 
n - - t Pk-1 qk-1 

k X (u) . 
n- 1- Pk 

Similarly, the other conditional probabilities are 

and 

Pr(O I O,u) 

Pr(-111,u) 

k t (u) k 
n- - X ( 1 _ Pk-1 qk-1) 
n- k 1- p~u) ' 

n-k-t+1 
k(n- k) 

(u+ 1) 
X Pk ' 

_ n - k - t + 1 ( u+ 1) 
Pr(OI1 ,u) - k(n-k) x(1-pk ). 

Lemma 5.3.5 Let NsPD be defined as in Lemma 5.2.6. Then the ex­
pected number of rounds before Algorithm 5.3.4 terminates is 

(5.17) 
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with 
N "'1 + Pr(1j O,oo)NI 

0 
- Pr( -1 I 0, oo) · 

(5.18) 

Proof: For u > 5, the probabilities p~u) and p~~~ are tightly approx­

imated by 1rk and 7rk-I, respectively. Therefore, let p~u) ~ 7rk and 

p~~~ ~ 7rk-I · With probability 7rk, Algorithm 5.3.4 terminates from 
state Nh and with probability 1 - 7rk it terminates from state N0 . The 
expected number of rounds for termination is: the weighted sum, of the 
expected number of rounds, over all possible initial error-states. As a 
result, 

NRPD ~ 7rk t e) ~~=J) t N1 + (1 - 7rk) t (~) ~~=J) t N1 , 
j=l C) 1=1 j =O C) 1=0 

= t e) ~~=J) t N1 + (1- 7rk) t (~) ~~=J) No. 
j=l C) 1=1 j =O C) 

The first term equals Nspo in Lemma (5.2.6), and the second term 
equals (1 - 7rk)N0 . This proves the lemma. 0 

Let Wi denote the average work-factor of Step j in Algorithm 5.3.4. 
In each round, Step 4 is only executed with a probability of approxi­
mately 1fk (i .e., when r = k). Therefore, each round has a work-factor of 
approximately (W2+W3 +7rkW4 ) operations. The algorithm is expected 
to terminate after NRPD rounds. Hence, the expected work-factor be­
comes 

(5.19) 

Similar to the SPD algorithm, W2 = O(n), W3 = O(n2) and W4 = 
O(n2 ). Also, W1 = O(n3 ) and Ws = O(n3

) are neglected. Substitu­
tion of these work-factors in Equation (5.19) provides an asymptotical 
estimate for the work-factor of Algorithm 5.3.4 (RPD) : 

(5.20) 

The memory-factor is the same as in the SPD algorithm: 

(5.21) 
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The following theorem gives the complexity coefficient of the RPD al­
gorithm. 

Theorem 5.3.6 (RPD) For virtually all linear codes C in C(n, q, R), 
the complexity coefficient of the Restricted Permutation Decoding al­
gorithm for BHDD satisfies 

~ ( H; 1 
( 1 - R) ) ~ ( H; 1 

( 1 - R) ) 
dccRPD(q, R) = Hq 

2 
- (1- R)Hq 

2
(
1 

_ R) · 

For a memory less QSC with p < q-1
, the probability of erroneous 

decoding equals PeBHDD· 

Proof: Substitution of (5.17) in (5.20) yields 

WRPD ~ O(n2
) (Nsro + (1- 7rk)No), (n--+ oo). (5.22) 

From Equation (5.14), it follows that 

Nsro = 0( n\/n)q(Hq(~ )-(1-R)Hq( n(l:__R))). (5.23) 

To obtain an expression for N0 in N 1 , note that 

No~lim1+Pr(liO,u) N 1 = 1+(~)x N\. 
u-oo Pr( -1 I 0, u) (1 _ _ t_) x 11"k - lqk-1 

n -k l-1rk 

(5.24) 

The bounds derived in Section A.3 for 7rk and 7rk _ 1 yield for fixed k: 

~ (1- - 1-) < 7rk_1qL1 < ~ (1 + ~), and lim 7rk-lqL 1 = 0.203. 
5 k + 1 - 1 - 7rk - 3 k k ->oo 1 - 7rk 

From these results, it follows that N0 and N1 are polynomially related. 
Substituting (5.23), (5.24) and (A.1) in (5.22) leads to the following 
expression for the complexity of the RPD algorithm: 

(5.25) 

Note that the memory-factor (5.21) is polynomially bounded. When 
the algorithm terminates, the probability of erroneous decoding equals 
PeaHDD· The theorem follows from (5.25) with d = nH;1 (1- R) + o(n) 
(Lemma 2.2.2). 0 



78 Permutation Decoding 

Example 5.3. 7 For a binary, 39-error-correcting [1024, 634]-code C, 
the work-factor WRPD is 277

·
0

, and the expected number of rounds NRPD 

is 259·
9

. Table 5.1 on page 70 gives the number of rounds for state Nt . 
This example also illustrates that although the decoding complexity 
of this algorithm equals that of SPD, the performance of the SPD 
algorithm is better. 

5.4 i-Suitable Permutation Decoding 

The iSPD algorithm is a generalization of the SPD algorithm, in the 
sense that up to i columns can be simultaneously swapped in Step 2. 
The iSPD algorithm can also be viewed as a sequence of i rounds in 
the RPD algorithm. In the last round, this sequence yields a generator 
matrix in k-KR-form and leads to the following definition of a suitable 
2 -sequence: 

Definition 5.4.1 (Suitable i-Sequence) A sequence of i rounds in 
the RPD algorithm that yields a generator matrix in k-KR-form is 
called a suitable i-sequence. 

A suitable i-sequence corresponds to a suitable permutation that swaps 
at most i columns in one round in the iSPD algorithm. This algorithm 
is described as follows: 

Algorithm 5.4.2 (i-Suitable Permutation Decoding) Let G be the 
generator matrix of a q-ary [n, k, d)-code, and let'!!.. be a received vector. 
The iSPD algorithm consists of the following five steps: 

Step 1 Initialization 
• Randomly select a permutation matrix p(o), such that the 

first k columns of G p(o) are linearly independent. 

• Perform elementary row operations on G p(o) to obtain a 
matrix in systematic form Q(o) := (h I A(0 l). 

• Let 'f!..(o) := 'f!..p(o), u := 0 and P := p(o). Proceed to Step 4. 

Step 2 Permutation Selection 
• Select a suitable permutation p(u) that swaps at most 

columns, and let P := P p(u). 
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Step 3 Swapping and Updating 
• Transform G(u.-l) p(u) into G(u.) = ( h I A (u) ), and let y(u) := 

'lf._(u.-l)p(u). -

Step 4 Verification 
• If dH(cr(u(u))A(u), T(}f_(u))) < l(d- 1)/2J is false, then u ·­

u + 1, and return to Step 2. 

Step 5 Codeword Calculation 
• At this stage, there should be no errors in the first k symbols 

of }L(u), consequently cr(~(u)) = Q.. The codeword !;_ equals 
cr(u_(u))Q(tt) pT. 

The termination of the iSPD algorithm is guaranteed under the same 
conditions as for the SPD algorithm. 

Define a round as Step 2 through Step 4 . In Step 2, the selected 
permutation p(u) is suitable, so that, the first k columns of Q(u.) are 
linearly independent. Consider T rounds in the iSPD algorithm. When 
interpreted as T suitable i-sequences, the iSPD algorithm can also be 
viewed as an extension of the RPD algorithm with rank(I<(u)) = k for 
u = i. Thus the complexity of the iSPD algorithm can be derived from 
the complexity of the RPD algorithm. 

With probability p~i), the matrix G(u) in round u = i of the RPD 
algorithm is in systematic form, so that, verification can take place. 
Therefore, in this model on the average i x N;spo = 1\JRPD /P~i), where 
NRPD is computed with i instead of oo. This leads to the following 
lemma: 

Lemma 5.4.3 Let NsPD be defined as in Lemma 5.2.6. Then the ex­
pected number of rounds before Algorithm 5.4.2 terminates is 

(5.26) 

with 
No = 1 + Pr(11 O, i) N1 . 

Pr( -1 I 0, i) 
(5.27) 
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Fori > 5, the probability P1i) is tightly approximated by 7rk. Fori = 

1, the iSPD algorithm is the same as the SPD algorithm. However, the 
number of rounds in (5.26) differs from (5.10) due to the introduction 
of the zero state. For the SPD algorithm, the zero state corresponds to 
a non-suitable permutation and is not accepted (i.e., the contribution 
of the zero state must be removed from (5.26)). 

Let W1 denote the average work-factor of Step j in Algorithm 5.4.2. 
Each round has a work-factor of W2 + W3 + W4 • After N;spo rounds the 
algorithm is expected to terminate. Since Steps 1 and 5 are executed 
only once, the average work-factor for the SPD algorithm becomes 

(5.28) 

With probability approximately P1i) (2/7 ::; P1i) ::; 1/2), a suit­
able i-sequence is found in Step 2. The work-factors for each step are: 
W2 = O(n3

), W3 = O(n3
) and W4 = O(n2

). Since Steps 1 and 5 
are executed only once (like in the SPD algorithm), W1 = O(n3

) and 
W5 = O(n3 ) are neglected. Substitution of these work-factors in Equa­
tion (5.28) provides an asymptotical estimate for the iSPD algorithm's 
work-factor: 

W;spo O(n3 )N;spo, (n-+ oo) 

O(n3
) ~R~~ = O(n3

)NRPD, (n-+ oo) . 
zpk 

The memory-factor is the same as for the SPD algorithm: 

(5.29) 

(5.30) 

(5.31) 

and is polynomially bounded. The following theorem, which follows 
directly from Theorem 5.3.6, gives the complexity coefficient of the 
iSPD algorithm: 

Theorem 5.4.4 (iSPD) For virtually all linear codes C inC( n, q, R), 
the complexity coefficient of the i-Suitable Permutation Decoding al­
gorithm (1 ::; i::; k) for BHDD satisfies 

~ ( H; 
1 

( 1 - R) ) ~ ( H; 
1 

( 1 - R) ) 
dce;sPD(q, R) = Hq 2 - (1- R)Hq 2(1 _ R) · 
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For a memory less QSC with p < q-1, the probability of erroneous 
decoding equals PeBHDD· 

Example 5.4.5 To compare the number of rounds in the case of SPD, 
RPD and iSPD, the number of swaps is calculated. For the SPD and 
RPD algorithms the number of swaps is equal to the number of rounds. 
The number of swaps in an iSPD algorithm is not necessarily i in each 
round. The expected number of swaps in a round u , however, is 

For a binary, 39-error-correcting [1024, 634)-code C, it is found that i = 
242, the expected number of swaps NkSPD is 267

·
3

, and the work-factor 
wkSPD equals 284

·
2

• This example illustrates that the performance of 
the SPD algorithm (or Bit-Swapping algorithm) is the best among all 
iSPD algorithms. 



82 Permutation Decoding 



Chapter 6 

Syndrome Decoding 

Chapter 5 introduced the Permutation Decoding algorithm and this 
chapter relates it to a new class of syndrome decoding algorithms. First, 
section 6.1 establishes the basis for these algorithms and relates them 
to permutation decoding. Section 6.2 than expands the Permutation 
Decoding algorithm in terms of the parity-check matrix. The benefits 
of the new syndrome decoding algorithm is a lower work-factor, and it 
has the ability to find vectors of a given Hamming weight and syndrome 
(provided the weight is less than the minimum distance of the code). 
Therefore, the new syndrome-decoding algorithms yield a direct way to 
examine the security of identification and authentication schemes based 
on syndrome-decoding problems (e.g., [Har89, Ste90] and [Ste94]). It 
can also be used to examine public-key cryptosystems, such as [McE78] 
and [Nie86]. Section 6.3 describes how the new syndrome-decoding 
algorithms yield a net reduction in the work-factor by processing several 
syndromes as a batch of syndromes. A slight structure modification 
of the batch description yields a syndrome-decoding algorithm with 
several simple, dedicated circuits (in parallel). This further reduces the 
work-factor as described in Section 6.4. 

This chapter is based on joint work with Peter Roelse [RT94). 



84 Syndrome Decoding 

6.1 Preliminaries 

This section establishes the relationship between the permutation de­
coding, as described in Chapter 5, and syndrome decoding. Also, it 
proves a theorem that will be used as a verification step for the new 
syndrome-decoding algorithms described in this chapter. 

The Permutation Decoding algorithms are based on the concept of 
searching for error-free information sets. Let C be a q-ary [n, k, d]-code 
with generator matrix G. Recall that an information set I is a k-subset 
of { 1, 2, . .. , n}, such that, the restriction of C to these coordinates 
still has dimension k (i.e., the restriction of G to these coordinates 
still has full rank k). Note that y = ~ + ?.. = :£ G + ?.. for some :£ E 

GF( q )k, therefore, if the locatio~ of the vector J!.. corresponding to 
I are error free, then :£ is revealed (e.g., by Gaussian elimination) and 
the codeword~ follows from :t;_G. The permutat ion decoding algorithms 
are a combination of Algorithm 4.2.1 (codewords) and Algorithm 4.2.5 
(error vectors) exhaustive-search decoding algorithms. 

Using constantly renewed information sets, the permutation decod­
ing algorithm generates codewords and compares them to the received 
vector. The generation of these codewords depends on the error-freeness 
of the selected information-set symbols in the received word (i.e., the I­
restricted set of error vectors). For large rateR, the set of I-restricted 
codewords dominates; while for small rateR, the I-restricted set of er­
ror vectors dominates. The permutation decoding algorithm terminates 
when a permutation matrix Pis found, such that, the first k columns of 
the matrix G P are linearly independent and the corresponding symbols 
in J!..P are error-free (i.e., an error-free information set). This termina­
tion criterion can be rewritten in terms of the parity-check matrix as 
follows: 

Theorem 6.1.1 Let H be an (n - k) x n parity -check matrix of a q-ary 
[n, k, d)-code C. Let P be ann x n permutation matrix, such that, the 
last ( n - k) columns of the matrix H P are linearly independent over 
GF(q). LetS be an (n- k) x (n- k) matrix, such that , SH P = (A I 
In- k) where A is an (n - k) x k matrix. If y = ~ + ?.. with ~ E C, 
wH(?..)::; l(d- 1)/2J and~ = yHr, then it holds that 

WH(~ST)::; l(d -1)/2J {:::::::} ?.. = (Q.I ~ST)PT . 
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Proof: Since :2. = yHT = ~HT = ~p pT HT, the syndrome of yP with 
respect to the matrix SHP equals :2.ST {::} ~P(SHP)T = (Q I iST)(A I 
In-k)T. Therefore, it follows that yP and (Q I :2.ST) are in the same 
coset. Because wH(Q I :2.ST) = wHG_ST) ::; l(d- 1)/2J it holds that 
'!f_P = (Q I :2_ST). Note that a coset contains at most one vector of 
weight::; l(d- 1)/2J. 

On the other hand , it holds that wH(:2.ST) = wH(Q I :2.ST) = wH(~) 
which is ::; l ( d - 1) /2 J by assumption. 0 

Based on this theorem, the new decoding algorithm searches for a 
permutation P, such that, the last n- k columns of the matrix H Pare 
linearly independent and the corresponding locations in lf_P contain all 
the errors. In the initial phase of the syndrome-decoding algorithms, 
n- k linearly independent columns of the parity-check matrix, together 
with the corresponding symbols from'!!_, are randomly selected. Let the 
n - k symbols define the subset A of {1, 2, ... , n}, and the remaining 
k symbols form set B. 

Definition 6.1.2 (Swap) Let (A I In-k) be a (n- k) x n matrix. A 
swap permutes only one column from the In-k-part of the matrix for 
one column in the A-part. 

Thus, selecting new symbols corresponds to a permutation that 
swaps new symbols from set A for symbols from set B. The permuta­
tion is only successful if, the columns of the parity-check matrix, which 
correspond to the new set B, are linearly independent . A permutation 
that fulfills this condition is called a suitable permutation. 

Definition 6.1.3 (Suitable Permutation) Let (A I In-k) bean (n­
k) x n matrix. A permutation P is sui table if the last n - k columns 
of matrix (A I In-k)P form a non-singular submatrix (i .e. , they are 
linearly independent) . 

The difference between the generator matrix description and the 
parity-check matrix description is: The first checks information sets 
for error-freeness, while the second checks the received vector for error 
vectors. The next theorem provides a relationship between the two 
algorithms: 
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Theorem 6.1.4 Let G = (h I A) be a generator matrix of C, and let 
H = (-AT I In-k) be a corresponding parity-check matrix. If y_ is the 
received vector, then 

Proof: The distance between the received vector y_ and the codeword, 
as defined by the first k information symbols of y_, equals 

which is the Hamming weight of the syndrome of'}!_ with respect to H 
ofC. 0 

6.2 One-Swap Syndrome Decoding 

In this section, the lSSD algorithm is described and its work-factor is 
obtained. Moreover, it is shown that its complexity is equal to that 
of information-set decoding. The lSSD algorithm can be described as 
follows: 

Algorithm 6.2.1 (One-Swap Syndrome Decoding) Let H be a 
parity-check matrix of a q-ary [n, k, d]-code, and let '}!_ be a received 
vector. The lSSD algorithm consists of the following five steps: 

Step 1 Initialization 
• Randomly select a permutation matrix p(Ol, such that, the 

last n- k columns of the matrix H p(o) are linearly indepen­
dent. 

• Perform elementary row operations on H p(o) to obtain a 
matrix in systematic form H(o) := (A(o) I In-k)· 

• Compute the syndrome §.(o) := y_H(o)r, P := p(o) , and let 
u := 0. Proceed to Step 4. 

Step 2 Permutation Selection 
• Select a suitable permutation p(u) that swaps only one sym­

bol, and let P := P p(u). 
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Step 3 Swapping and Updating 
• Transform (H(u- 1) p(u) I ~(u-l)T) into (A(u) I In-k I ~(u)T). 

Assign H(u) := (A(u) I In_k). 

Step 4 Verification 
• If wH(~(u)) ~ l(d- 1)/2J is false, then let u := u + 1 and 

return to Step 2, otherwise, compute the error vector as 
~ = (Q I ~(u))PT. 

Step 5 Codeword Calculation 

• Compute the codeword as ~ = '!f_- ~· 

Define a round as Step 2 through Step 4. Then the 1SSD algorithm 
can be viewed as a sequence of rounds, each yielding a parity-check ma­
trix in (A I I) form. In the initial round, the matrix H(o) = S( 0 ) H p(o) 

is obtained. In round u, Algorithm 6.2.1 selects a suitable permutation 
p(u) such that 

' 
H(u) S(u) H(u-1) p(u), 

s(u) s(u-1) ... S(O) H p(O) ... p(u-1) p(u)' 

(A(u) I In-k)· 

Any parity-check matrix in (A I I)-form that corresponds to a genera­
tor matrix in systematic form (generating a code equivalent to the code 
generated by G) can occur in a round. A sufficient condition for termi­
nation of the 1SSD algorithm is to verify each permutation P at least 
once. Moreover, it will terminate in round e with a unique codeword 
_( = '!f_- (D. I §_(e))PT, provided that 

where S = S(e) S(e- 1) ... S(o). In practice, the permutations used by the 
algorithm are neither tracked nor stored. 

Note that it is not necessary to compute ~(u) = ~(u- 1 ) S(u)T using 
a matrix multiplication. In Step 3, the new syndrome ~(u) is obtained 
by performing the same elementary row operations on ~(u- 1 ) as were 
performed on H(u- 1 ) p(u). 
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In the initial phase of the 1SSD algorithm, exactly n- k linearly in­
dependent columns of the parity-check matrix , together with the corre­
sponding symbols from Jf_, are randomly selected. Let the n- k symbols 
define the subset A of {1,2, ... ,n}, and let the remaining k symbols 
form set B. The suitable permutation in Algorithm 6.2.1 swaps one 
symbol from set B for one symbol from set A . The algorithm termi­
nates when all t error-locations are in set A. 

Without loss of generality, let t = l ( d - 1) /2 J. Let l denote the 
number of error-locations in set A (i.e., the error-state number). Also, 
let Pr(l + s ll) with s E {-1,0,1}, denote the probability that l + s 
locations in set B are in error after a swap, given that l of them were 
in error prior to the swap. Algorithm 6.2 .1 starts in an error-state with 
the number of error-locations in set B between 0 and a := min{ t , k} . 
For 1 ::; l ::; a, the conditional probabilities satisfy: 

Pr(l - 1 jl) 
l(n- k- t + l) 

( 6.1) 
k(n- k) 

Pr( l + 1 jl) 
(k-l)(t-l) 

(6.2) 
k(n- k) 

Pr(l ll) 1 - Pr(l- 1 ll)- Pr(l + 1 ll). (6.3) 

Lemma 6.2.2 Within Algorithm 6.2.1, let Nt (1 ::; l ::; a) denote the 
expected number of rounds (swaps) needed to pass from a state of l 
errors to a state of l- 1 errors. Then Na = Pr( a- 1 I a t 1

, and each 
Nt can be computed recursively by: 

Nt = 1 + Pr(l + 1 jl)Nt+I. 
Pr( l - 1 ll) 

Proof: Let l be the error-state of Algorithm 6.2.1. With prob\tbility 
Pr(l- 1 ll), the algorithm leaves state l and advances to state l- 1 
after one round. With probability Pr(ljl), the algorithm stays in state 
l after one round and reaches state l-1 in an expected number of 1 + N1 
rounds. With probability Pr(l + 1 jl), the algorithm advances to state 
l + 1. In this case, the expected number of rounds needed to proceed 
to state l - 1 is 1 + NI+I + N1 . Therefore, 

Nt = 1 · Pr(l- 1 jl) + (1 + Nt) · Pr(ljl) + (1 + N1 + Nt+I) · Pr(l + 1 jl) 
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is the expected number of rounds in state l. Then, after reordering the 
terms and applying (6.3) twice, the lemma follows. 0 

When the round needed to advance to state l - 1 is subtracted 
from N1, then the round definition and results as stated in [Til90] are 
obtained. For Algorithm 6.2.1, the expected number of rounds for ter­
mination is: the weighted sum, of the expected number of rounds, over 
all possible initial error-states. Each one of these error-states j > 0 has 
an expected number of Nj + Nj-1 + ... + N1 rounds, with a corresponding 

weight factor of (~) (~=~) j (:·). Thus, the expected number of rounds 
before Algorithm 6.2.1 terminates is 

a (k) (n-k) j 

N - """"' 1 t-1 """"' N 
1SSD - L...t (n) L...t I· 

j=1 t 1=1 

(6.4) 

The expected number of rounds N1sso is not sensitive to the number of 
errors in the initial error-state. For sufficiently large n and a > 1, the 
number of rounds in (6.4) is dominated by N1 , so that 

J 

L Nt ~ I\J1, for 2::; j::; a, 
1=1 

and therefore 

The algorithm terminates when the set B contains no error-locations 
of the error vector ;__. The number of rounds needed to accomplish this 
is dominated by N1 (i.e., removing the last error-location from the set 
B). As a result, an error search in set B reduces the number of possible 
error-states and, consequently, the expected number of rounds before 
Algorithm 6.2.1 terminates. 

When an error search for w errors is added in each round, then the 
expected number of rounds before Algorithm 6.4.1 terminates is given 
by (6.4) and the summations start at w instead of at one. Moreover, 
it is only necessary in the initialization (i.e., round u = 0) to verify 
whether there are w or less errors. For rounds u > 0, no more than 
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one error-location can be swapped from set A to set B and vice versa. 
Therefore, when a one-symbol swap suitable permutation is used, it is 
not necessary to verify for less than w errors. This proves the follo~ing 
lemma: 

Lemma 6.2.3 Let N1 (1 s; l s; a) be defined as in Lemma 6.2.2. Then 
the expected number of rounds before Algorithm 6.2.1 with a w-error 
search terminates is 

N(w) 
JSSD = 

a 

2: 
j=w+l 

(6.5) 

Suppose only l ( d -1) /2 J -1 error-locations ofthe l ( d -1) /2 J errors 
correspond to the columns of the !-part. Then the last error-location 
corresponds to the column for which the Hamming distance between a 
column of the A-part and the syndrome iss; l(d- 1)/2J - 1. 

Let g_)u)T denote the j-th column in the matrix A (u), and let 'JJ.j 

denote the j-th k-bit unit vector. Then replace Step 4 in Algorithm 
6.2.1 with: 

• If for a j (1 s; j s; k) and an a E GF(q) \ {0}, it holds that 

dH(a~(u),g_)u)) ::=; l(d -1)/2J- 1, 

then the error vector equals K = (a-1y,_1 I ~(u))pT and proceed to 
Step 5, otherwise, let u := u + 1 and return to Step 2. 

Because most applications relate to the binary case, the work-factors 
in this chapter are given in bit operations only. The work-factors for the 
q-ary case can also be computed in the same way. The work-factors give 
an indication of the amount of bit operations that are needed and are 
used to compare the algorithms. In agreement with [AM89], [LB88] 
and [Til90], the Gaussian elimination is applied in a straightforward 
manner. 

Let W1 denote the average work-factor of Step j in Algorithm 6.2.1. 
Each round has an average ofW2 +W3+W4 bit operations. After N1sso 
rounds, the algorithm is expected to terminate. Since Steps 1 and 5 
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are executed only once, the average work-factor for the 1SSD algorithm 
becomes 

Wtsso = (Wz + W3 + W4)Ntsso + Wt + Ws. (6.6) 

A pointer-table is used to track the column permutations of the 
matrix H(u). With approximately one-half probability, a suitable per­
mutation is found in Step 2. A suitable permutation is recognized in 
an efficient way (one bit-check, the reader is referred to page 68), hence 
the work-factor W2 is neglectable. The algorithm returns to Step 2 
from Step 4 when the weight of the syndrome is at least t + 1. The 
vector :2.(u) is assumed to be random. Therefore, on the average, Step 4 
requires 2( t + 1) bit operations. In Step 3, the elementary row opera­
tions require (n- k- 1) bit verifications to check whether a coordinate 
in the swapped column (from the submatrix A(u-t)) is nonzero. With 
approximately one-half probability, a coordinate of this swapped col­
umn is one, so that it also requires a k-bit addition. Therefore, the 
work-factor w3 involves approximately (n- k -1) + k(n- k -1)/2 bit 
operations. Since Steps 1 and 5 are executed only once, W1 and W5 

are neglectable. Substitution of the work-factors in (6.6) provides the 
following estimate of the overall work-factor: 

Wtsso;:::;: (2(t + 1) + (~ + 1)(n- k -1)) Ntsso. 

If Step 4 is replaced by a one-error search, then the algorithm returns 
to Step 2 when the distance verification for all of the k columns in the 
submatrix A (u) is at least t. With approximately one-half probability, 
each coordinate of submatrix A(u) is one, so that 2t checks per column 
on the average are needed. Therefore, the work-factor W4 becomes 2kt. 
The expected work-factor for Algorithm 6.2.1 with a one-error search 
becomes 

w~~SD;:::;: (2kt + (~ + 1)(n- k -1)) N~~so· 
Example 6.2.4 Table 6.1 illustrates the security of some values of 
the parameters when used in the McEliece or Niederreiter public-key 
cryptosystem. The table indicates that the optimal value is not critical. 
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n k Ill 1\j I I (1) I (1) I t og2 1SSD log2 w1SSD log2 N1SSD log2 w1SSD 

1024 654 37 59.4 76.4 53.3 70.7 
1024 644 38 59.4 76.4 53.4 70.7 
1024 634 39 59.4 76.4 53.4 70.8 
1024 624 40 59.4 76 .3 53.3 70.8 
1024 614 41 59.3 76.2 53.3 70.7 
1024 524 50 57.0 74.0 51.2 68.6 

Table 6.1 : The expected number of rounds and bit operations for 

Algorithm 6.2 .1 (lSSD) with and without a one-error search. 

In order to evaluate authentication and identification schemes, the 
weight condition in Step 4 of Algorithm 6.2.1 is replaced by wH(~(u)) = 

w. The input is the syndrome ~' and the output is the error vector . 
If d is the minimum distance of the code and w :::; d, then the error­
locations correspond to independent columns of H(u), and the decoding 
algorithm can be applied . 

Example 6.2.5 Table 6.2 illustrates the security of the cryptosystems 
{Har89, Ste90} and [Ste94} for some values of the parameters n, k and w. 
The table also indicates that for identification schemes, it is more effec­
tive to increase w while keeping n and k fixed, instead of increasing the 
values nand k while keepingw fixed. Ifw :::; l(d-1)/2J, then collision 
of public-keys (i .e., different secret keys with the same syndrome) is 
impossible. On the other hand, when w increases and w > l(d -1)/2J, 
then is more likely that a coset contains more vectors of weight w. Each 
key in the collision can be used to impersonate a user, therefore key 
collisions result in a decreased work-factor. Howe ver, finding d for a 
random code is conjectured to be NP-complete {BMT78}. Since d is 
not known, the values for the schemes in Table 6.2 are upper-bounds. 

A closer look at the 1SSD algorithm shows: Only the parity-check 
matrix H, the vector H._, and the permutation matrix P need to be 
stored. Therefore, given the number q for a q-ary alphabet , the memory­
factor is 

(6 .7) 



6.2 One-Swap Syndrome Decoding 93 

n k w log2 N 188D log2 W188D log2 N~~80 log2 wi~8D 
512 256 30 34.4 49.4 29.5 45.0 
512 256 56 63.1 78.1 57.0 72.9 
1000 500 30 34.8 51.7 29.9 47.1 
1024 512 40 44.9 61.9 39.5 56.9 
1024 512 110 121.7 138.7 114.6 132.5 

Table 6.2: The expected number of rounds and bit operations for 
Algorithm 6.2.1 (lSSD) with and without a one-error search. 

where 1 is a constant. The size n of the q-ary representation of a 
codeword depends on the choice of q (i.e., n decreases as q increases and 
vice versa). In order to minimize memory-factor, an optimal number 
system is needed, such that M is minimal. In other words, find the 
optimal number q and corresponding n, such that, M is minimal for 
fixed R. Define x = qn

2
R, then 

n2R = log x 
Iogq' 

(6.8) 

where the logarithm base is arbitrary. Substituting (6.8) in M yields 

M = 
1 

q log x. 
logq 

The minimum value for M follows from dMjdq = 0, that is 

(logq -log e) logx = 
0 

(Iogq)2 . 

The minimum is achieved for q0 = e ~ 2. 718. For the binary or ternary 
type 1SSD algorithm, the memory-factor is minimal. Using similar rea­
soning, the least optimal number system for memory-factor is obtained 
for q -t oo. 

The following theorem gives the complexity coefficient of the 1SSD 
algorithm. 
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Theorem 6.2.6 (lSSD) For virtua.lly alllinea.r codes C in C(n, q, R), 
the complexity coefficient of the one-swap, syndrome-decoding a.lgo­
rithm for BHDD sa.tisfies 

~ (H;1 (1- R)) ~ (H;1(1- R)) 
dcc1ssD( q, R) = Hq 

2 
- (1 - R) Hq 

2
(
1 

_ R) · 

For a memoqless QSC with p < q- 1
, the probability of erroneous 

decoding equals PeBHDD· 

Proof: From (6.7), it follows that the memory-factor M1sso equals O(n2 ) . 

The work-factor in (6.6) is upper-bounded by W1sso = O(n2 )N 1sso­
Since N ISSD = Nsro, then 

Substituting (5.14) and d = nH; 1(1- R) + o(n) (Lemma 2.2.2) into 
(6.9) and (2.11) yields the expression for the complexity coefficient. 
When the algorithm terminates, the probability of erroneous decoding 
equals PeaHDD· D 

6.3 Batch Syndrome Decoding 

An advantage of the parity-check matrix description of the PD algo­
rithm is that Step 4 only involves a weight computation. The generator 
matrix description [Til90], on the other hand, also requires a vector­
matrix multiplication. Algorithm 6.2.1 can be expanded to process 
a batch of syndromes (e.g. , in an identification scheme with multiple 
users, several public-keys can be examined at the same time). The net 
result is a reduced work-factor for finding a solution of at least one 
syndrome (public-key) in each batch. This one solution is enough to 
discredit the chosen values of the system parameters. Note that for the 
McEliece scheme, this corresponds to processing a batch of ciphertexts. 

Let C be a q-ary [n, k, d)-code with parity-check matrix H. For 
1 ::; i ::; l, let 'H_; = ~i + ;_; be the i-th received vector. Without loss of 
generality, suppose that the l syndromes (i.e., ~i = 'H_;HT with 1 ::; i ::; l) 
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are all distinct. Let the l x ( n - k) matrix B and the l x n matrix Y 
be defined as follows: 

B:= [!) and Y:= [jJ sothat B=YHT 

Algorithm 6.3.1 (Batch Syndrome Decoding) Let H be a parity­
check matrix of a q-ary [n, k, d]-code, and let Y be a received vector 
matrix. The BSD algorithm consists of the following five steps: 

Step 1 Initialization 
• Randomly select a permutation matrix p(o), such that, the 

last n- k columns of the matrix H p(o) are linearly indepen­
dent. 

• Perform elementary row operations on H p(o) in order to 
obtain a matrix in systematic form H(o) := (A(o) I In- k)· 

• Compute the syndrome matrix B(o) := Y H(o)T and P := 

p(o). Let u := 0, and proceed to Step 4. 

Step 2 Permutation Selection 
• Select a suitable permutation p(u) , and let P := P p (u). 

Step 3 Swapping and Updating 
• Transform (H(u-l) p(u) I B(u-l)T ) into (A(u) I I n - k I B(u)T). 

Assign H(u) := (A(u) I I n-k) · 

Step 4 Verification 
• Let ,2_Ju) denote the j -th row of B(u) . IfwH(,2_Ju)) :::; l(d- l)/2J 

is false for all j (1 :::; j :::; l), then let u := u + 1 and return 
to Step 2, otherwise, compute the error vector as ~j = (.Q I 
,2_Ju))PT . 

Step 5 Codeword Calculation 

• Compute the codeword as ~j = '!Lj - ~j · 
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When the permutation selection is restricted to one-swap suitable 
permutations and applied to only one syndrome (l = 1) , the 1SSD 
algorithm is obtained. 

For sufficiently large l , the work-factor of a round is dominated 
by Steps 3 and 4 (even when Step 2 is not restricted to suitable one­
swap permutations) . Therefore, in the following analysis , an ( n - k )­
permutation is examined (i.e., in each round , n - k columns of the 
matrix H are randomly selected). The algorithm terminates if at least 
one of the l vectors Jj_j (1 :::; j :::; l) has all of its errors in the corre­
sponding n- k positions. 

Lemma 6.3.2 Sup;:ose all l error vectors are distinct and have Ham ­
ming weight t. If ~:) - l + 1 2:: (n~k), then the exp ected number of 
rounds before Algorithm 6.3.1 terminates is 

(6.10) 

otherwise, NBso( l) = 1. 

Proof: There are (:) possible error patterns of weight t of which (n~k) 
error patterns lead to termination. Therefore, the algorithm terminates 
in the first round when (~) - l + 1 < (n~k) is true. 

Suppose (~) - l+ 1 2': (n~k) and none of the Jj_1 P, Jj_2P, . .. , Jj_iP vectors 
have all their errors in the last n - k positions. Then the i-th factor in 
the product of (6.10) relates to the probability that the vector Jj_i+l P 
does not have all its errors in the last n - k positions. The product 
denotes the probability that none of the l rows in the matrix Y P have 
all errors in the last n - k positions (i .e., the round was not successful) . . 
Note that each round has the same probability of being successful. 0 

In cryptographic ~rlications, the value of l is ne~igible compared 
to the large value of ~~}- Moreover, the value of (n~k} is considerably 

smaller than the value of (:). Therefore , the following approximation 
for (6.10) is used: 
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(6.11) 

Let Wj denote the average work-factor of Step j in Algorithm 6.3.1. 
In order to show the influence of l on the work-factor, let W3a denote the 
average work-factor needed to obtain the matrix H(u) = (A(u) I In-k) by 
performing elementary row operations on H(u-1) p(u). Let W3b denote 
the average work-factor needed to perform elementary row operations 
on only one row of the (syndrome) batch matrix B(u-1

) in order to 
obtain the matrix B(u). Hence, W3(l) = W3a + W 3bl. Let W4a denote 
the average work-factor needed for one verification that a row in B(u) 

has weight ~ l(d- 1)/2J, so that W4 (l) = W4al . Then each round has 
an average of W2 + W3(l) + W4(l) bit operations. After NBso(l) rounds , 
the algorithm is expected to terminate with an average work-factor of 

WBso(l) (W2 + W3(l) + W4(l)) NBso(l ) + W1 + Ws (6.12) 
W2 + W3a 

( l + W3b + W4a)NBso(1) + W1 + Ws. 

Since Steps 1 and 5 are executed only once, their work-factors are 
negligible. For sufficiently large l, the value of (W2 + W3a) / l is negligible 
compared to W3b + W4a· Then using (6.11) in (6.12), yields 

WBso(/) "' (W3b + w •• ) (~~{) ~: WBSD· ( 6.13) 

To obtain an estimate of W3b, proceed as follows. On the average, 
the (n- k)-permutation p(u) swaps (n- k)k /n columns of the matrix 
H(u-1) between the /-part and the A(u-1Lpart. Assume that A(u-1) is 
a random matrix. Then, with approximately one-half probability, the 
value of a coordinate in the swapped columns (from A (u-1)) is one. Only 
then does it require l bit operations. For each of the ( n- k )k jn swapped 
columns, approximately l(n- k - 1)/2 bit operations are required to 
perform the elementary row operations. Hence, W3b = ( n - k - 1 )( n -
k )k/2n. The algorithm returns to Step 2 when the Hamming weight of 
each of the l rows in the matrix B(u) is at least t + 1. Therefore, Step 
4 requires an average of 2(t + 1)! bit operations (i.e., W4 a = 2(t + 1)). 
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Substitution of W3b and W4a in (6.12) provides an estimation of the 
overall work-factor of Algorithm 6.3.1: 

( 
k ) (n) 

WBsD~ 2(t+1)+ 2n (n-k)(n-k-1) (n~k). (6.14) 

To make "for sufficiently large !" more precise, it is necessary to 
obtain estimates of the work-factors W2 and W3a . The work-factor W2 

corresponds to finding a suitable (n-k)-permutation. With probability 
1 = Il£:1k(1 - 2-i) ~ 0.289, the selected n- k columns of the matrix 
H(u-1) are linearly independent. Gaussian elimination, for example, 
can be used to verify this. Assume that A (u-1) is a random matrix. 
On the average, (n- k)k/n columns of then- k selected columns are 
not unit vectors. For each of the (n- k)kjn columns, the elementary 
row operations require ( n - k - 1) bit verifications to check whether 
a coordinate in the swapped column (from the submatrix A(u-1)) is 
nonzero. With approximately one-half probability, a coordinate of this 
swapped column is one, so that it also requires k(n - k)/n bit operations. 
Therefore, for each swapped column this involves (n - k -1 ) + (n- k-
1)k(n- k)/2n bit operations, so that 

Wz ~ k(n-k ) ((n-k-1 )(1+k(n-k) )) 
1n 2n 

~ 
k2 (n - k) 3 

(6.15) 

To give an estimate of W3a, determine the average number of el­
ementary row operations on H(u-l) p(u) needed to obtain the matrix 
H(u) = (A(u) I In-k)· In Step 2, exactly n - k linearly independent 
columns are found. Recall that, on the average, (n - k)k j n columns 
of the selected n- k columns of the matrix H(u) are not yet unit vec­
tors. With approximately one-half probabili ty, the coordinate value 
of such a swapped column is one, so that besides the bit verification, 
k(n - k )/n + k bit operations are also required. An estimate of this 
part of the work-factor is: 

W 3a ~ k(n:: k) ( (n - k - 1)+(k(nn-k) +k)(n - ~- 1)) 
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P(n- k)3 P(n- k) 2 

~ + --'-------'-
2n2 2n 

(6.16) 

When combining (6.15) and (6.16) , it results that 

W W P(n-k)3( -1 ) k2(n-k)2 
2 + 3a ~ 2n 2 I + 1 + 2n (6.17) 

From the above estimates, it follows that W2 + W3a ~ l(W3b + W4a) for 

l ~ n ( R( 1 - R) (! - 1 + 1) + R) ~ n. 

So it stands to reason that the phrase for sufficiently large l means that 
l is a small multiple of n. 

As with Algorithm 6.2.1, an additional one-error search in each 
round will reduce the expected number of rounds needed to find the 
solution. Since a suitable (n - k) permutation is used in Step 2, it 
is also necessary for each round to verify if the selected coordinates 
are error-free . If a one-error search is added in Step 4, then when the 
weight of each of the k columns is at least t the algorithm returns to 
Step 2. Let g_)u)r denote the j-th column in the matrix A(u), and let 
'!Jj denote the j-th k-bit unit vector. Then in Algorithm 6.2.1 , add the 
weight verification in Step 4 after the followi ng: 

• If for a j {1 ~ j ~ k) and a E GF(q) \ {0} it holds that 

dH(§:}ul,ag_)u)) ~ l(d -1)/2J -1, 

for some i (1 ~ i ~ l ), then the error vector is ~= (a'!Jj I §:}u) )pT_ 
Proceed to Step 5, otherwise, let u := u + 1 and return to Step 2. 

The work-factor for this step involves 2kt bit operations for one row 
of the matrix B(u). The algorithm terminates if at least one error vector 
hast or t-1 of its errors in the n-k selected coordinates. Therefore, the 
expected number of rounds before the algorithm terminates becomes 

1 
X -

[ 0 
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An estimate of the work-factor w~~D is 

W (l) ( ( ) k ) (1) BSD ~ 2 t + 1 + 2kt + 
2

n ( n - k) ( n - k - 1) N BSD ( 1). 

n k 

1024 654 37 56.1 71.5 49.9 66.4 
1024 644 38 56.1 71.6 49.9 66.5 
1024 634 39 56.1 71.6 49.9 66.5 
1024 624 40 56.0 71.6 49.9 66.5 
1024 614 41 56.0 71.6 49.8 66.5 
1024 524 50 55.8 71.5 49.7 66.4 

Table 6.3: The average number of bit operations for Algorithm 
6.3.1 (BSD) with and without a one-error search. 

n k 
512 256 30 31.3 45.3 26.2 41.1 
512 256 56 60.9 74.9 54.7 70.2 

1000 500 30 30.6 46.6 25.6 42.1 
1024 512 40 41.1 57.1 35.7 52.4 
1024 512 110 119.5 135.5 112.3 129.8 

Table 6 .4: The average number of bit operations for Algorithm 
6.3.1 (BSD) with and without a one-error search. 

Example 6.3.3 The estimates of the work-factor for different values of 
the code parameters, with and without an additional one-error search , 
are given in Tables 6.3 and 6.4. Table 6.3 illustrates the security of some 
values of the parameters when used in the McEliece of Niederreiter 
public-key cryptosystem. Again, the table indicates that the optimal 
value is not critical. The BSD algorithm becomes highly suitable for 
parallel implementation by simply distributing the columns of the l x 
(n- k) batch matrix B over a number of processing units. However, 
to drastically lower the wmk-factm a.n extremely large value of l must 
be used. 
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The following theorem gives the complexity coefficient of the BSD 
algorithm. 

Theorem 6.3.4 (BSD) For virtually all linear codes C in C(n, q, R), 
the complexity coefficient of the batch syndrome decoding algorithm 
for BHDD satisfies 

For a memory less QSC with p < q-1
, the probability of erroneous 

decoding equals PeBHDD· 

Proof: For the memory-factor, note that only the parity-check matrix 
H, the vector y and the permutation matrix P need to be stored, 
therefore MBso ~ O(n2

). From (6.14) it follows that the work-factor is 
WBso = O(n2 )NBso(1), so that 

DCBso(n, q, R) = O(n4 )NBso(1). (6.18) 

Substituting (4.6) and d = nH; 1 (1 - R) + o(n) (Lemma 2.2.2) into 
(6.18) and (2.11) yields the expression for the complexity coefficient. 
When the algorithm terminates, the probability of erroneous decoding 
equals P~HDD. 0 

6.4 Structured-Batch Syndrome Decoding 

The main advantage of a structured batch in Algorithm 6.3.1 is that 
Steps 3 and 4 can be distributed over several simple dedicated cir­
cuits. Each circuit performs only elementary row operations and a 
single weight computation. The structure of this algorithm is given in 
Figure 6.1. 

Instead of using a batch with l syndromes from different ciphertexts, 
the batch B is constructed for the same ciphertext'!!..· Also, the permu­
tation selection is restricted to a suitable one-swap permutation. The 
structured matrix B is chosen, such that, (~) rows have t - w errors 
(t;::: w). Therefore, this method is comparable to Algorithm 6.2.1 with 
a w-error search. 
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Circuit 1 

Control 
Processor 

Circuit 2 • • • 

Syndrome Decoding 

Circuit s 

Figure 6.1: Structure of Algorithm 6.4.1 (SBSD). 

Let s be the number of circuits and, without loss of generality, 
suppose that s divides (:). Let m = (:) / s, and let Br (1 ::; r ::; s) be 
the r-th submatrix of B consisting of the rows (r l)m + 1 to rm. 

Circuit The r-th circuit consists of the following four steps: 

Step C1 Initialization 

• Receive the submatrix Br. 

Step C2 Ver-ification 

• Let §.j denote the j-th row of Br. If WH (§._i) ::; l ( d - 1) /2 J 
holds true for the j-th row of the matrix Br, then proceed 
to Step 4. 

Step C3 Updating 

• Wait until i and vector g_ are received from the control proces­
sor in Algorithm 6.4.1. 

• Perform elementary row operations on (g_T I B;) to obtain 
('JLT I An. Define Br Ar, and return to Step 2. 

Step C4 Solution 

• Send the solution ~j (i.e., the j-th row of Br) to the control 
processor. 
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Let II_=~+ g_ with wH(K) = t::; l(d- l)/2J be the received vector. 
Then define the ordered set Y w with w ::; t as 

The cardinality of Yw is (:) ( q - 1 )w and this set contains (:) error 
vectors of weight t - w. Let Jf_i be the i-th vector in Yw, and let Y be 
the matrix representation (i.e., the i-th row of Y corresponds to the 
i-th element in Yw)· 

Algorithm 6.4.1 (Structured-Batch Syndrome Decoding) Let H 
be a parity-check matrix of a q-ary [n, k, d]-code, let w be a positive 
integer, and let II_ be a received vector. The a.lgorithm consists of the 
following five steps: 

Step 1 Initialization 
o Randomly select a permutation matrix p(o), such that, the 

last n k columns of the matrix H p(o) are linearly indepen­
dent. 

o Perform elementary row operations on H p(o) in order to 
obtain a matrix in systematic form H(o) (A(o) I In-k)· 

o Compute the syndromes of Il_+w with wH(w) = w defined by 

kj Jf_HT +wjHT for j = 1, 2, ... , (:). Define the syndrome 

matrix B(o) (k'[, ki, . .. , k(:) f', P := p(o), and let u := 0. 

o Distribute B(o) = ( Bio) I B~o) I ... I Bi0l) over the s circuits. 

Step 2 Receiving 
o If a solution is received from one of the s circuits, then pro­

ceed to Step 5, otherwise, let u := u + 1. 

Step 3 Permutation Selection 
o Select a suitable permutation p(u) (that swaps one symbol). 

Step 4 Sending, Swapping and Updating 
o Suppose that the i-th column of the In-k part is swapped 

for the column g_(u-l)r from the A{u- 1) matrix. Then send i 
and g_(u- 1) to the s circuits. 
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• Transform H(u- 1 ) p(u) into H(u) = (A(u) I In-k)· 

• Let P := P p(u), and return to Step 2. 

Step 5 Codeword Calculation 
• Suppose that from the r-th circuit a solution is received. 

Then compute the error vector as ~ = (Q_ I ~~~~ 1 )m+j)PT­
w(r- 1)m+j' and the codeword follows from~= 'Jf_- ~· 

Algorithm 6.4.1 terminates if, and only if, set B contains at most w 
error-locations of the error vector ~· The set Yw contains at least one 
vector with t - w errors, such that no error-locations are in the set B 
if, and only if, B contains at most w error-locations of 'lf_· Therefore, 
this method is equivalent to adding a search for w or less errors in each 
round, and proves the following lemma: 

Lemma 6.4.2 Let Nz (1 :::; l:::; a) be defined as in Lemma 6.2.2. Then 
the expected number of rounds before Algorithm 6.4.1 terminates is 

N
(w) _ N(w) 
SBSD- OSSD· ( 6.19) 

The work-factor of Algorithm 6.4.1 depends on the work-factor 
of the control processor w~w)' and the work-factor of a circuit w~w) . 
The overall work-factor of one round is determined by the longest 
process, therefore on the average, each round needs approximately 
max{W~w), W~w)} bit operations . The time estimate needed for com­
munication between the control processor and the circuits is neglected . 
After N~~)so rounds, the algorithm is expected to terminate with a.n 
average work-factor of 

(w) {W(w) W(w)}I\J(w) W W Wssso ~ max P ' c ssso + 1 + S · (6.20) 

The work-factor for Step 1 is dominated by the matrix multiplica­
tion Y H(o)r and equals WI ~ ( n- k )w (2). This work-factor increases 
rapidly in w. Therefore, WI can only be neglected when its value is 
smaller than W~~~D (i.e., provided that the value of W is not too large). 
Step 2 is a formal step , therefore its work-factor is neglected. Since 
Step 5 is only executed once, its work-factor is also neglected. With 
approximately one-half probability, a suitable permutation is found in 
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Step 3. Since a suitable permutation is recognized in an efficient way 
(one bit-check), the work-factor W3 is neglected. In Step 4, the ele­
mentary row operations require ( n - k - 1) bit verifications to check 
whether or not a coordinate in the swapped column (from the sub­
matrix A(u-l)) is nonzero. With approximately one-half probability, 
a coordinate of this swapped column is one, so that it also requires a 
k-bit addition. Therefore, the work-factor W4 involves approximately 
(n- k -1) + k(n- k -1)/2 bit operations. This provides the following 
estimate: 

w~w) ~ (n- k -1)(k + 1)/2. (6.21) 

Since Steps C1 and C4 are executed only once, their work-factors are 
neglected . As a result, the average work-factor for a circuit is dominated 
by Steps C2 and C3. Assume that B,. is a random matrix. The circuit 
proceeds to Step C3 when the weight of all the m syndromes is at least 
t + 1 - w, therefore, Step C2 requires 2m( t + 1 - w) bit operations for 
weight verification. In Step C3, the elementary row operations require 
( n- k - 1) bit verifications to check whether a coordinate in the vector 
g_ is nonzero. With approximately one-half probability, a coordinate is 
one, so that it also requires a m-bit addition. The work-factor Wc3 

involves approximately (n- k -1) + m(n- k -1)/2 bit operations, and 

w~w) ~ (m + 2)(n- k- 1)/2 + 2m(t + 1- w). (6.22) 

Substitution of the work-factors (6.21) and (6.22) in (6.20) provides 
the following estimate of the overall work-factor: 

() k+1 m +2 
Ws~so ~ max{-

2
-(n- k -1) , -

2
-(n- k -1) + 

+2m(t + 1- w)}N~~)so + (n- k)w(:). 

Example 6.4.3 In Table 6.5, the results for the McEliece system with 
parameter values n = 1024, k = 634 and t = 39 are given. The number 
of columns m of the matrix B,. that is assigned to each circuit is 470. 

If the size m of the circuits is chosen, such that the values of W~w) 
and w~w) are almost equal, then 

k 
m ~ (1 + ...1!....)' 

n-k 
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1 1.12 53.4 70.3 
2 10.1 48.3 65.3 
3 18.5 43.9 60.9 
4 26.5 40.0 57.0 
5 34.2 36.5 53.4 

Table 6.5: The average number of bit operations for Algorithm 
6.4.1 (SBSD) with m=470 for a random [1024,634]-code with 39 
errors. 

so that the size m of a circuit grows almost linearly in k. 

Example 6.4.4 The estimates of the work-factor for different values of 
the code parameters, with and without an additional one-error search, 
are given in Tables 6.6 and 6. 7. Table 6.6 illustrates the security of some 
values of the parameters when used in the McEliece of Niederreiter 
public-key cryptosystem. Again, the table indicates that the optimal 
value is not critical. 

Since Algorithm 6.4.1 corresponds to Algorithm 6.2.1 with a w­
error search, the complexity coefficient of the SBSD algorithm follows 
directly from Theorem 6.2.6 and is given in the following theorem. 

Theorem 6.4.5 (SBSD) For virtually all linear codes C in C(n, q, R), 
the complexity coefficient of the structured batch decoding algorithm 
for BHDD satisfies 

~ ( H;1 
(1 - R)) ~ ( H; 1 

(1 - R)) 
dccsBsD(q, R) = Hq 2 - (1 - R)Hq 2(

1 
_ R) . 

For a memoryless QSC with p < q-1, the probability of erroneous 
decoding equals PeBHDD· 
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n k 

1024 654 37 39.8 56.7 
1024 644 38 40.0 56.9 
1024 634 39 40.0 57.0 
1024 624 40 40.1 57.0 
1024 614 41 40.1 57.0 
1024 604 42 40.0 57.0 
1024 594 43 39.9 56.9 
1024 524 50 38.6 55.6 

Table 6.6: The average number of rounds and bit operations for 
Algorithm 6.4 .1 (SBSD) with log 2 s ~ 34 and m ~ 470. 

n k 

512 256 30 2 174 17.0 25.6 40.6 
512 256 56 4 137 31.0 43.5 58.5 
1000 500 30 2 403 18.7 26.0 43.0 
1024 512 40 3 390 26.8 31.5 48.0 
1024 512 110 9 275 70.0 77.0 94.0 

Table 6. 7: The average number of rounds and bit operations for 
Algorithm 6.4 .1 (SBSD). 
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Chapter 7 

Soft-Decision Decoding 

Hard-decision-decoding algorithms recover the original codeword from 
the received vector by using the redundancy of the code only. For many 
applications, these decoding algorithms are too restrictive, because ad­
ditional information is available which can provide a better decoding 
performance. In cryptology for example, a locally-randomized cryp­
tosystem is used that can correct t errors, however, only t < l ( d- 1) /2 J 
errors are added intensionally, so that l(d- 1)/ 2J - t additional er­
rors can be introduced by a noisy channel that are correctable. Or, 
when the error vector is chosen according to a strict rule that provides 
an additional information channel (concealed or subliminal channel) 
with its own channel characteristics. In both cases, the cryptanalyst 
might obtain an important advantage through information leakage that 
will be additional input for the decoding algorithm. As a result, the 
work-factor to obtain the error vector (or, equivalently, the plaintext) 
decreases significantly. 

In [Cha72], Chase described an example of such a decoding tech­
nique called soft-decision decoding in which the additional information 
is based on channel measurements. Also, Wolf [Wol78] defined a ( dif­
ferent) type of soft-decision decoding. This chapter's objective, how­
ever, is to examine the complexity of channel-measurement decoding 
for random codes and to prove that its asymptotical complexity is equal 
to that of the underlying BHDD algorithm. Moreover, the difference 

This chapter is based on joint work with Raymond Doyen [Doy92, DT94a]. 
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in complexity is demonstrated by a direct application of ISD to soft­
decision decoding as compared with an ISD algorithm applied directly 
in Chase's algorithm. In [CGF91], Coffey, Goodman and Farrell showed 
that bounded, soft-decision decoding has the same complexity coeffi­
cient as CHDD. This chapter shows that for Gaussian and Rayleigh 
fading channels, and for virtually all linear codes, bounded soft-decision 
decoding has the same complexity coefficient as BHDD. The work­
factors are not computed since they are only meaningful when viewed 
with an estimate of the corresponding probability of erroneous decod­
mg. 

7.1 Preliminaries 

Chase proposes a soft-decision-decoding algorithm based on the exis­
tence of an algorithm for the BHDD. The BHDD algorithm corrects 
up to l(d -1)/2J errors, where dis the minimum Hamming distance of 
the code. 

Assume that the output of a channel consists of an output vec­
tor Jj_ E GF(2)n together with a vector of n positive real numbers 
o = (o1 , o 2 , ... , on)· These numbers are called channel measurements. 
Each value oi is an estimate of the reliability of the corresponding bit 
Yi ( 1 ::; i ::; n). If oi > Oj , then Yi is more likely to be correct than 
Y)· Therefore, the channel-measurement vector provides a reliability 
measure of the received vector. 
Using channel measurements, the definition of binary Hamming weight 
and distance can be extended as follows: 

Definition 7.1.1 (Binary Analog Weight and Distance) Let Q = 
(o1 , o 2 , . •. , on) be a vector ofn positive real numbers. The binary ana­
log weight of an n-bit vector .;f is 

n 

wQ.(.;f) = L OiXi. 
i=l 

The binary analog distance between two n-bit vectors .;f and Jf_ is 

n 

dQ.(.;f,Ji_) = wQ.(.;f + Jl) = Loi(xi EB Yi), 
i=l 
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where EB represents the addition modulo two. 

Similar to hard-decision decoding, there is a distinction between com­
plete soft-decision decoding and bounded soft-decision decoding. There­
fore, it is important to first define complete soft-decision decoding as it 
relates to channel measurements. 

Definition 7.1.2 (Complete Soft-Decision Decoding) Let C be a 
binary linear code. Let the vector a provide a reliability measurement 
of the received vector '}!_· A complete soft-decision decoding algorithm 
decodes the received vector'}!_ with the channel-measurement vector g_ 

into a not-necessarily-unique codeword~ E C for which 

da(y,c;J = min{da(Y,~) I~ E C}. -- --

The probability of erroneous decoding of an arbitrary received vector 
'}!_ is denoted by PecsDD· 

The covering radius and the minimum distance for virtually all lin­
ear codes are asymptotically equal (see Lemma 2.2 .2) . Therefore, using 
the redundancy of the code along with channel measurements extends 
the error-correcting capability from l(d-1)/2J errors (as in BHDD) to 
d-1 errors [Cha72]. This result is the basis for the following definition: 

Definition 7.1.3 (Bounded Soft-Decision Decoding) Let C be a 
binary linear code with minimum distance d. Let the vector g_ pro­
vide a reliability measurement of the received vector '}!_· A bounded 
soft-decision algorithm decodes the received vector u_ with channel­
measurement vector g_ into a not-necessarily-unique codeword ~ E C 
for which 

if such a codeword exists. The probability of erroneous decoding is 
denoted by PeBsDD· 

In general, more than one codeword exists at Hamming distance 
less than or equal to d - 1 from the received vector. However, under 
these circumstances the codeword with the highest reliability based on 



112 Soft-Decision Decoding 

channel measurements is chosen. In other words, select the codeword 
with the minimum analog distance and at Hamming distance less than 
or equal to d - 1 from the received vector. If more than one code­
word meets this condition, then select the codeword with the lowest 
Hamming distance. 

The output f: of a CSDD algorithm is only a solution to the BSDD 
problem if it is at Hamming distance less than or equal to d - 1 from 
the received vector'!!__· Apart from this, knowledge of the solution of the 
CSDD problem provides no additional information to solve the BSDD 
problem. As a consequence, sometimes the relation Pecsoo :::; P eBsoo 
does not hold. 

As CHDD is an NP-complete problem [BMT78] and is a subclass 
of CSDD, the CSDD is also an NP-complete problem (e.g., an efficient 
algorithm for CSDD solves CHDD). However , like BHDD , this does 
not imply that the BSDD problem is NP-complete. 

7.2 The Chase Algorithm 

In [Cha72], Chase describes an algorithm for binary BSDD . The algo­
rithm uses a binary BHDD algorithm to obtain a relatively small set 
of possible error vectors. The following algorithm uses a set of test 
patterns that will be discussed in Section 7.3. 

Algorithm 7.2.1 (Chase) Let C be a binary linear code with min­
imum distance d. Let I be a set of test patterns with Hamming 
weight no greater than l d/2 J. Suppose r_ is the received vector with the 
channel-measurement vector Q. Let Wmin := oo, ~min := Q. and u := 0. 
Chase's algorithm consists of the following five steps: 

Step 1 Select a new (not previously used) vector t:. from /. Let '!f._ := 

r_ + t:. and u := u + 1. 

Step 2 Decode the vector 'fl_ with a BHDD algorithm for C. Let ~ with 
WH(~) :::; l(d- 1)/2J be the error vector obtained. (If the BHDD 
algorithm does not find a codeword within radius l(d- 1)/2J of 
'fl_, then let~:= Q..) 
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Step 3 Let W := wg_(~ +f). If w < Wmin, then ~min := ~ + I and 
Wmin := W. 

Step 4 If u < Ill, then return to Step 1. 

Step 5 Exit with~ ( = :C +~min )· 

In Step 2, the BHDD algorithm only outputs a unique codeword ~ 
when d H (u_, ~) ::; l ( d - 1) /2 J. \Vhen no codeword is found, the output 
is assumed to bey (i.e.,~= Q.) although this vector is certainly in error 
(when u. is not a codeword). 

For every test pattern i in Algorithm 7.2.1, it holds that wH (i) ::; 
ld/2j. Therefore, WH(~ +f)::; WH(~) + WH(f)::; l(d -1)/2j + ld/2j = 
d- 1. 

Lemma 7.2.2 Let I be a set of test patterns. If a binary BHDD 
algorithm has complexity DCBHDD(n, 2, R), then the complexity of Al­
gorithm 7.2.1 is given by: 

DCchase,T(n, 2, R) = Ill X DCBHDD(n, 2, R) X 2o(n) (n ----t oo ), (7.1) 

and the complexity coefficient is 

dccchase,T(2,R) = dccBHDD(2,R) +lim .!_log2 lll . (7.2) 
n -->00 n 

Proof: Define a round as the sequence of Steps 1 through 4. Since 
the complexity of an n-bit vector addition is O(n), each round has 
complexity DCsHoo(n, 2, R) + O(n). After Ill rounds the algorithm 
terminates. Therefore, the complexity of the algorithm becomes 

DCchase,T(n, 2, R) 

= Ill x [DCsHoo(n, 2, R) + O(n)J + O(n) 

= Ill X [DCsHoo(n,2,R) + 2o(n)J, (n ----too) . 

From (2.3.2), the following expression for the complexity coefficient is 
obtained: 

dccchaseT(2, R) = dccsHoo(2, R) + lim .!_log2 lll, 
' n-+oo n 

which proves the lemma. D 

From (7.2) it follows that, if the size of the set of test patterns is 
polynomially bounded in n, then dccchase,T(2, R) = dccsHoo(2, R). 
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7.3 Test Patterns 

The objective of Algorithm 7.2.1 is to select a set of test patterns such 
that all the error vectors within the sphere of radius d-1 can be reached. 
Chase obtained the following three sets of test patterns via heuristics 
and computer simulations. In practical implementations, these test 
patterns yield relatively low error probabilities. 

Test Set 1 T1 := {t. E GF(2)n I wH(f) = ld/2J} U {Q_}. 
Every pattern of Hamming weight less than or equal to d- 1 is the 
sum of an element of 7 1 and a vector of Hamming weight less than or 
equal to l ( d- 1) /2 J. Thus, for an arbitrary error vector of weight less 
than or equal to d- 1, there exists an test pattern tin 7 1 , such that, 
after subtraction of the error vector by t, the remainder is detected by 
a BHDD algorithm. As a result, Algorithm 7.2.1 with 7 1 corrects any 
error vector of Hamming weight less than or equal to d - 1. If the 
received vector r_ is a codeword, then only t = Q_ yields the estimate 
~ = r_. Therefore, t = Q_ is in 7 1 and its cardinality is given by 

(7.3) 

This cardinality increases rapidly in d. Therefore, 7 1 is only useful for 
codes with a small minimum distance. 

Without loss of generality, assume that the channel-measurement 
vector satisfies a 1 :::; a 2 :::; ... :::; an· The next test set only considers 
a 1 ,a2, ... ,ald/2J (i.e., the ld/2J lowest channel measurements). 

Test Set 2 T2 := {t. E GF(2)n I ij = 0 for all j > ld/2J}. 
Every vector t has any combination of ones located in the l d/2 J posi­
tions with the lowest channel measurements. Therefore, the number of 
possible test patterns equals 

(7.4) 

and its size is considerably smaller than (7.3). 
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To further reduce the cardinality of the test set, a subset of ~ 
(including the zero test pattern) is defined . For every i (1 ::; i ::; ld/2J), 
consider the set of the i lowest channel measurements (i.e ., the first i 
positions). 

l d /2 j X 

~ 

Test Set 3 7 3 := {(0 ... 0), (10 ... 0), (110 ... 0), ... , (1 ... 1 0 . . . 0)}. 
Each test pattern has Hamming weight no greater than l d/2 J, therefore 
the cardinality of 7 3 equals 

(7.5) 

This cardinality increases linearly as a function of the minimum dis­
tanced of C and is far less than (7.3) and (7.4). 

For almost all binary linear codes of length n and rate R, the min­
imum distanced satisfies nH:2 1(1 - R) + o(n) for n -1 oo (i .e., q = 2 
in Equation (2.9)). Substitution in (7.3), (7.4) and (7.5) proves the 
following lemma. 

Lemma 7 .3.1 For virtually all binary linear codes C with length n 
and rate R, the cardinality of the three sets of test patterns satisfies 

nH2 ( H2
1

(~- R)) + o(n), (n -1 oo) , 

nH2
1
(1-R) () ( ) 
2 

+on, n-too, 

1 ( 
n H2

1 
( 1 - R) ( )) ( ) og2 2 

+ o n , n -1 oo . 

The following theorem is alluded to in [ Cha 72]. 

Theorem 7.3.2 For a Gaussian and a Rayleigh fading channel and for 
virtually all binary linear codes C with length n and rate R, the prob­
ability of erroneous decoding using Algorithm 7.2.1 is asymptotically 
equal for each of the three test pattern sets. 
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7.4 Complexity Coefficients 

Theorem 7.3.2 states that for two specific channels a binary BSDD 
algorithm can extend the error-correcting power of code C (with mini­
mum distance d) to a maximum of d- 1 errors. Coffey and Goodman 
[CG90b J used this result in their proof of the following theorem: 

Theorem 7.4.1 (Coffey and Goodman) For virtually all binary lin­
ear codes C with length n and rateR, the complexity coefficient of the 
generalized Information Set Decoding algorithm for BSDD satisfies 

[ ( 
H-

1 
( 1 R) ) l dccGisD(2, R) = (1 - R) 1 - H2 2

1 
_ ~ . 

Based on the principle of Information Set Decoding (Section 4.3), a 
BHDD algorithm has for virtually all linear codes of length n and rate 
R, a complexity coefficient that satisfies 

(H2 1 (1- R)) (H21
(1- R)) 

dcc150(2, R) = H2 
2 

- (1- R)H2 
2

(
1 

_ R) , (7.6) 

and the probability of erroneous decoding is PesHDD· A direct appli­
cation of this class of BHDD algorithms in Algorithm 7.2.1 yields the 
following theorem and the results are illustrated in Figure 7.1. 

Theorem 7.4.2 Let n, q and R be given, and let the ISD algorithm be 
the BHDD algorithm in Algorithm 7.2.1. Then, for virtually all binary 
linear codes C with length n and rateR, the complexity coefficient for 
each test set satisfies 

dccchase,T1 (2, R) (
H-

1
(1 R)) 

dccrsD(2, R) + H2 2 
2

- , 

dcccbase,T2 (2, R) 
H2 1 (1- R) 

dccisD(2, R) + 
2 

, 

dccchase,T3 (2, R) = dccisD(2, R). 

For Gaussian and Rayleigh fading channels, the corresponding proba­
bility of erroneous decoding in each of the three cases is PeBsDD· 
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Figure 7.1: The binary complexity coefficients for BSDD . 

Proof: According to Lemma 7.2.2, the complexity coefficient of Algo­
rithm 7.2.1 using the ISD algorithm is 

1 
dccchase,T,(2,R) = dcciso(2,R) + J!...~ ;log2 I'T;I, (1 :S i :S 3). (7.7) 

Substituting Lemma 7.3.1 and (7.6) into (7.7) yields the complexity 
coefficient for each of the three test pattern sets. 

For virtually all binary linear codes C, with length nand rateR, the 
probability of erroneous decoding using test set / 1 is asymptotically 
equal to PessDD- Therefore, from Theorem 7.3.2 , it follows that for 
virtually all such codes the probability of erroneous decoding for the 
three test pattern sets tends to PessDD for n -+ oo . 0 
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Chapter 8 

A Class of Secret-Key 
Cryptosystems 

This chapter discusses three locally-randomized, secret-key cryptosys­
tems. The first is a secret-key variant of the McEliece public-key cryp­
tosystem. This cryptosystem uses a set of errors that is restricted to 
vectors of weight at most l ( d- 1) /2 J where d is the minimum distance 
of the code. Section 8.1 shows that this type of cryptosystem is vulner­
able to Majority Voting analysis in which the secret encryption matrix 
is obtained in an efficient way. This Majority Voting analysis is not 
successful when the average Hamming weight of the n-bit error vec­
tors in Z equals n/2. Therefore, the Rao-Nam secret-key cryptosystem 
[RN87] uses a set of predefined error vectors with distinct syndromes 
and average Hamming weight n/2. As shown in Section 8.2, several 
other algorithms are successful in obtaining the secret encryption ma­
trix in the Rao- N am scheme. Section 8.3 discusses the Li-Wang secret­
key cryptosystem [LW91] which uses the concealed channel in the RN 
scheme for authentication purposes. Instead of randomly choosing an 
error vector from the set Z, this scheme uses an error-selection function 
to assign for each plaintext only one fixed error vector from Z. It is 
shown that this error-selection procedure makes the Li-Wang scheme 
less secure than the RN scheme. 

This chapter is based on joint work with Joost Meijers [Mei90, MT91b, MT91a] 
and Rene Struik [Str87, ST88]. 
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8.1 The Secret-Code Encryption Scheme 

A secret-key variant of the McEliece scheme called Secret-Code Encryp­
tions (SCE) was proposed by Jordan [Jor83] and by Rao [Rao84]. Their 
objective was to use simpler and smaller codes requiring less storage and 
enabling processing at higher speeds. The secret key of SCE consists of 
keeping both the private key and the public key of the McEliece scheme 
secret. This locally-randomized cryptosystem is defined as follows: 

Definition 8.1.1 (The Secret-Code Encryption Scheme) Let C 
be a. binary linear [n, k, d]-code for which a.n efficient decoding algorithm 
exists. Define the set of error vectors a.s: 

z = {c?: E GF(2t I WH(c?:) = l(d- l)/2J}. 

Let G be a. k x n generator matrix of C. The encryption matrix is 
SG P, where S is a. random binary k x k non-singular matrix, and P is 
a. random n x n permutation matrix. 

Encryption A k-bit plaintext~ is encrypted into a.n n-bit ciphertext 
'!!_ a.s: 

?!_ = ~SGP +£, 

where c?: is randomly chosen from Z. 

Decryption A ciphertext y is decrypted into a. plaintext~ by comput­
ing yPT = ~SG- c?:pT (the vector c?:pT also belongs to Z ). Next, 
the -;ector ~S is obtained by applying the decoding algorithm of 
C. The plaintext~ is computed a.s (~S)S- 1 . 

Key The secret key consists of: the matrices S, G and P , and the 
decoding a.lgori thm of C. 

The following security analysis is based on Majority Voting (MV) 
and shows that the secret matrix SGP can be obtained in an efficient 
way. By using a BHDD algorithm as described in Chapter 4, the value 
for the code parameters should be chosen, so that this decoding problem 
is infeasible to solve. 
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Let M(Z) be a matrix representation of a set Z of n-bit vectors, 
such that 

M(Z) = (zij) with 1 :::; i :::; IZI and 1 :::; j :::; n, 

where Zij is the j-th bit of the i-th vector in Z. In SCE, an error vector 
~ is chosen according to a uniform distribution from the set 

z = {~ E GF(2t I WH(~) = l(d- 1)/2J} , 

so that 

(8.1) 

Let ~ = ( z 1 , z 2 , ••• , zn) denote a vector of random variables. From 
(8.1) it follows that the random variables Zt, z2, ... , Zn are not inde­
pendent (i.e., P 2 (~) # f1f=1 Pz (zi)). The conditional probability distri­
bution Py1x(~l~) of the random variable'!!._ given the event that x = ~ 
JS 

Pylx(~l~) = P z(~ - ~E) = P z(~). 

Define A = l(d- 1)/2J/n, then each column of M(Z) has exactly 
AIZI ones. Let Zt be a random subset of Z with cardinality IZd = 
l. The rows of M(Z1) coincide with l independent drawings from the 
same probability distribution Pz(~) . Then The Law of Large Numbers 
[Fel57] states that for sufficiently large l, the probability that a symbol 
occurs in a column M(Z1) converges (in probability) to the symbol's 
probability of occurrence. In other words, for sufficiently large l, every 
column of M(Zt) has approximately AIZd ones, and the number of ones 
satisfy the binomial distribution with parameters l and A. Therefore, 
among l ciphertexts the (error) probability Pe( A, l) that the number 
of 1s on the j -th coordinate of the error vector does not exceed the 
number of Os is given by: 

Pe(A, l) = t (l.) Ai (1 - A)1-i :::; [ V4A(1 - A)r (8.2) 
j =f tl J 

As a result, a majority vote on the j -th coordinate of the received 
vectors yields an estimate for the j-th coordinate in the vector ~SGP. 
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The probability Pc(>., l) of a correct estimate is 1- Pe(>., !), and can be 
upper-bounded as follows: 

Pc(A,l) ~ 1- [J4>.(1- >.)r (8.3) 

When ). f=. 1/2, then Pc(>., !) tends to 1 for sufficiently large/. There­
fore, the bit on the j-th coordinate of the n-bit vector '£SG P can be 
retrieved by Majority Voting on the bits in the j-th column of the 
matrix M(Yt). 

Algorithm 8.1.2 (Majority Voting) Consider the cryptosystem in 
Definition 8.1.1 . The following two steps recover the secret matrix 
E = SGP: 

Step 1 Choose an arbitrary k-bit vector'£, and obtain l distinct en­
cryptions of'£ (i.e., lf_i = '£E + ~i with 1 ~ i ~ l ). Let Yt denote 
the set {;~_1 , '1!_

2
, ... , IL!} of ciphertexts, and let Z 1 denote the set 

{~1 , ~2 , . . . , ~1} distinct error vectors, such that 

M(Yt) =('£E)+ M(Zt). 

Then, majority voting on each column of M(Yt) yields an estimate 
'£E of '£SG P (i .e. , when the 1s dominate in a column, set the 
corresponding bit to 1, otherwise to 0). 

Step 2 Repeat Step 1 for k linearly independent vectors '£. Let the 
rows of the matrix X consist of these k vectors, and let the rows of 
X E consist of the corresponding k estimates. Then, an estimate 
E for the matrix SGP follows from 

E = x -1 (XE). 

With probability Pc( A, l)kn, the matrix E obtained in this algorithm 
is a correct estimate of the secret matrix SG P . Algorithm 8.1.2 requires 
k times l majority votes over n coordinates, so that, the work-factor W 
requires an average number of 0( knl) bit operations. 

This MY analysis can also be formulated as a decoding problem for 
a repetition code. Suppose that l ciphertexts of length n with t errors 
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are received, then each coordinate is locally randomized with probabil­
ity::::::; tjn. In essence, each column of M(Z1) corresponds to a codeword 
of a repetition code of length l which is transmitted over a BSC with 
crossover probability>. = tjn. Suppose each bit is transmitted l times. 
When MV decoding is used , then the resulting probability of erroneous 
decoding for each codeword equals Pe(>. , l) as given in (8.2) . Since a rep­
etition code improves the channel 's reliability, the channel can be made 
as reliable as desired by increasing the code length. In a cryptographic 
sense, the MV analysis can be as powerful as desired. The objective 
of a MV analysis for the McEliece scheme differs, since the encryption 
matrix E is publicly known. Recall that the cryptanalyst can obtain 
the plaintext by repeating the majority voting several times. The MV 
analysis works for codes with high information rates and is even more 
successful when error vectors of lower Hamming weights are allowed in 
Z. Therefore, with the same system parameters, the security of SCE is 
essentially equal to the security of the McEliece scheme. The original 
objective of SCE was to reduce the amount of computational overhead 
by using a code of smaller length and higher information rate. In the 
McEliece scheme, such a code renders the system insecure. Therefore, 
it can also be concluded that the same code when used in SCE results 
in an insecure system. 

8.2 The Rao-Nam Scheme 

A MV analysis is not successful when the average Hamming weight of 
the error vectors equals n/2 . In this case, a bit on an arbitrary coor­
dinate of the codeword is guessed correctly with probability 1/2. In 
other words, guessing the symbol may as well be without any strategy. 
For the decoding approach this means that each BSC has a crossover 
probability of>. = 1/2 (i.e. , the channel capacity is zero and no reliable 
transmission or decoding strategy is possible). From a cryptographic 
point of view this is a desirable situation. Therefore, Rao and Nam 
[RN87] proposed using a set Z of predefined error vectors with Ham­
ming weight ~ n/2 (weight constraint) and all in different cosets of C. 
They also proposed to use simple codes with a minimum distance of 
3 or 4, and in their paper [RN87] is was concluded that their scheme 
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is computationally secure even for k ~ 50. The RN scheme can be 
summarized as follows: 

Definition 8.2.1 (The Rao-Nam Scheme) Let C be a binary linear 
[n, k]-code C. Let G beak x n generator matrix of the code C, and let 
H be an ( n- k) x n parity -check matrix. Define the set of error vectors 
as: 

such that, each vector~ E Z has a unique syndrome (i.e., each error 
vector lie in a different cosets of C). Let I be the syndrome-error table: 
r = {(~HT,~) I~ E Z}. Lets be a binary k X k nonsingular matrix, 
and let P be an n x n permutation matrix. 

Encryption A k-bit plaintext± is encrypted into an n-bit ciphertext 
y as: 

~ = (±SG + ~)P, 
where ~ is randomly chosen from Z. 

Decryption A ciphertext y is decrypted by first computing y' = 
yPT = ±SG + ~- Next"; the syndrome ~HT is obtained by ~om­
puting ~~ HT and the corresponding error vector~ is found in the 
syndrome-error table/. Finally, the plaintext K is computed as 
(y_'- ~)(SGtR . 

Key The secret key consists of: the matrices S , P and G (H), and the 
syndrome-error tableT (Z ). 

Although a universal cryptosystem has to protect the message with­
out any assumption about the internal structure of the plaintext, not 
all plaintexts are allowed in the RN scheme. For example, for the plain­
text ± = Q., each encryption yields an error vector. In this way, the set 
of permuted error vectors {~P I ~ E Z} is obtained , and the average 
number of encryptions needed is given in the following lemma. 

Lemma 8.2.2 Let N be the cardinality of the set Z of error vectors. 
When the error vectors are selected according to a uniform distribu­
tion from Z, then on the average _z;;:~ Nj(N- i ) encryptions of the 
same plaintext are needed to obtain l :::; N distinct ciphertexts. On 
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the average 0( N log N) encryptions are needed to obtain all N distinct 
ciphertexts. 

Proof: Given l < N different ciphertexts. Then, with probability (1\J -
l)/ N a new (distinct) ciphertext is found , so that, on the average 
NJ(N-l) encryptions are needed to obtain the (l +l)-th distinct cipher­
text. Hence, in total 2::~:~ NJ(N - i) encryptions are needed to obtain 
l distinct ciphertexts. For l = N, it follows that 2::~=01 1\Jj(N - i) = 
N L~=l i- 1 = O(N log 1\J) encryptions are needed to obtain alli\J distinct 
ciphertexts. D 

The number of cosets equals 2n-k = 2n(I-R). Consequently, for a 
fixed code length, there is a trade-off between code rate and security. 
Moreover, since a syndrome-error table is used that requires O(n2n-k) 
bits of storage, the value of N is restricted by memory limitations. To 
keep the secret key of moderate size, a simple algorithm for generating 
the possible error vectors is required. Therefore, Rao and Nam [RN87) 
first proposed to use a restricted set Z with so-called Adjacent-t-Error 
(ATE) vectors (i.e., a vector that consists of n- t zeros and t consecu­
tive ones). Since a codeword also has a distinct syndrome (i.e., .Q), the 
additional restriction that an ATE should not be a codeword is unnec­
essary. Hin [Hin86a) analyzed the RN scheme with ATE vectors . His 
work was reported by Struik and van Tilburg [ST88) when his analysis 
was generalized for arbitrarily error vectors. They showed the following 
two main weaknesses of the RN scheme with ATEs as error vectors. 

• The burst-error structure of Z (e.g. , an ATE when cyclically 
shifted over one coordinate differs on two coordinates). 

• The low cardinality of Z (e.g., for the binary case it equals n). 

Rao and Nam's second proposal [RN87) used a randomly generated, 
predefined syndrome-error table as in Definition 8.2.1. In their analysis 
of this scheme, Struik and van Tilburg [ST88) observed that Definition 
8.2.1 made no use of the error-correcting capability of the code. The 
only restrictions are that k < n and that the matrix SG has full rank. 
As a result, the matrices S and P can be removed to facilitate easy 
analysis. In Chapter 9, it is shown that the set Z should be constructed 
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such that it contains at most one randomly chosen vector from each 
coset of C. The following secret-key cryptosystem is equivalent to the 
RN scheme: 

Definition 8.2.3 (An Equivalent Rao-Nam Scheme) Let C be a 
binary linear [n, k]-code C. Let G beak x n generator matrix of the 
code C, and let H be an ( n - k) x n parity-check matrix. Let the set 
of error vectors Z be a. subset of GF(2)n, such that, no distinct vectors 
in Z lie in the same coset of C. Let T be the syndrome-error table: 
T = {(~HT,~) I~ E Z}. 

Encryption A k-bit plaintext~ is encrypted into ann-bit ciphertext 
'!!_as: 

'f!_=;;;_G+~, 

where ~ is randomly chosen from Z. 

Decryption A ciphertext y is decry pted into a plaintext ~ by com­
puting yHT to obtain ~HT. The corresponding error vector~ is 
obtained from the syndrome-error tableT. Next , the plaintext ;;;_ 
is computed as~= ('!!_-~)G-R. 

Key The secret key consists of: the matrix G (H), and the syndrome­
error tableT (Z ). 

In the following analysis of this secret-key cryptosystem, the sum of 
two ciphertexts plays an essential role. Let '!!_

1 
and '!!_

2 
be two ciphertexts, 

then 

Thus, the sum of two ciphertexts is a codeword with the sum of two 
error vectors added. When ~1 = ;;;_2 , then the result is only the sum of 
two error vectors. And when ;;;_1 + ;;;_2 is a unit vector, then the result is 
a row of the secret generator matrix with the sum of two error vectors 
added to it. Therefore, first some properties of the set 

Z + Z := {~i + ~j ll :::::; i < j :::::; N} 
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are proved before the algorithms that obtain the secret matrix G are 
described. Each n-bit vector in Z has a different syndrome and is 
randomly chosen from its corresponding coset. The next lemma gives 
the number of ways in which an arbitrarily n-bit vector can be written 
as the sum of two vectors of Z (i.e., the number of times the n-bit 
vector occurs in Z + Z). 

Lemma 8.2.4 Consider the cryptosystem in Definition 8.2.3. Let Nr 
denote the number of times an n-bit vector occurs r times in the set 
Z + Z. Then, 

(8.5) 

Proof: Let !£i, !ij E Z and !£i #- !ij. The vector !£i + !ij can not be a 
codeword since no error vectors lie in the same coset (i.e., the syndrome 
(!ii + !ij)HT #- Q_). Denote the coset of the code C with parity-check 
matrix H and syndrome §_ #- Q_ as: 

Z ~ = {!£ + .( I !iHT = §_ and .( E C}. 

Consider two cosets Z ~~ and Z ~2 for which §_1 +§_2 = §_. Then, for exactly 
ICI pairs (!£1 , !£2 ) E Z ~~ X Z ~2 , it holds that !£1 + !£2 = !£, and for the 
remaining ICI ( ICI- 1) pairs the sum does not equal !£. For fixed !£, there 
are exactly N/2 ordered syndrome pairs (,~_i,§_j), such that§_=§_;+ §_j 

(no n- bit vector can occur more than l N /2 J times in Z + Z). Hence, 
for a vector!£ with syndrome§_ occurring r times in the set Z + Z, there 
are exactly (Nt2) ordered syndrome pairs (§_i, §_j), such that §_ = §_i + §_j. 

From each of these r pairs, exactly ICI pairs (!£;, !£j) can be chosen as 
error vectors. From the remaining (N- 2r)/2 pairs, exactly ICI(ICI-1) 
pairs can be chosen as error vectors, so that 

which proves the lemma. D 

This lemma is used in the proof of the next theorem where, for a 
rate R code, the probability is given that an arbitrarily n-bit vector is 
unique in the set Z + Z. 
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Theorem 8.2.5 Consider the cryptosystem in Definition 8.2.3. Then, 
for sufficiently large n, the probability that an arbitrarily n-bit vector 
occurs exactly once in the set Z + Z equals 

N 
Pu = f(n, R)(ef(n ,R) -1)-1, where f(n , R) = 

2
(ICI-

1
)' 

Proof: The number of times that an arbitrarily vector occurs once in 
the set Z + Z equals I\J 1 . Since the cardinality of Z + Z is 2:::~~~ Ni, the 
probability that an arbitrarily vector in Z + Z occurs exactly once is 
N1 / 2:::~~~ 1\J;. Substitute Equation (8.5), then 

N(ICI(ICI- 1))N/2 (N/2)ICINf2(1CI- 1)(N-2)/2 

pu = jCjN- (ICI(ICI- 1))N/2 2(ICI- 1)ICIN- (ICI(ICI- 1))N/2' 

which further reduces to 

N 

2(ICI- 1)(1 + ICI1-1 )(ICI-1) 2( ICI-l) - 1. 

Next, substitute f(n , R) for N/2(ICI- 1), so that (8.6) becomes 

f(n , R) 

(1 + _1_)(1CI-1)f(n,R) _ 1. 
ICI-1 

(8.6) 

For sufficiently large n, this equals f(n , R)(ef(n,R) -1)-1 which proves 
the theorem. 0 

For sufficiently large n, it follows that f(n, R) ~ N/2ICI ~ 2n(1- 2R) . 
Then, when R > 1/2, it follows that f(n, R)-+ 0 and its substitution in 
Theorem 8.2.5 shows that Puis tightly approximated by 1- f(n , R)/2 
when n -+ oo . When k vectors are chosen randomly then, with proba­
bility 

P: = (1- f(n, R)/2)k ~ 1- k2n(1- 2R)-+ 1, (n-+ oo), 

these k vectors are unique in the set Z + Z. This proves the following 
corollary: 



8.2 The Rao-Nam Scheme 129 

Corollary 8.2.6 Consider the cryptosystem in Definition 8.2.3. For 
[n, k] -codes with information rate R > 1/2 and sufficiently large n, it 
holds with overwhelming probability that, k arbitrarily chosen n-bit 
vectors are unique in the set Z + Z. 

Moreover, the probability that N randomly chosen n-bit vectors are 
unique in the set Z + Z equals 

p~ = (1 - J(n, R)/2)N :=:::: 1 - N2n( l - 2R) = 1- 2n(2-3R)' 

which tends to 1 for codes with code rate R > 2/3 and n --+ oo. This 
proves the following corollary: 

Corollary 8.2. 7 Consider the cryptosystem in Definition 8.2.3. For 
[n, k]-codes with information rate R > 2/3 and sufficiently large n, it 
holds with overwhelming probability that, all vectors in Z + Z are 
umque. 

The following algorithm is an improved version of the one presented 
in [ST88] (the reader is also referred to [Mei90]). To date, it is the only 
algorithm known that always recovers for the RN scheme an equivalent 
secret-key cryptosystem for all code rates R with a work- and memory­
factor polynomially bounded in N (see Lemma 8.2.9). This algorithm 
uses the property that the difference of two ciphertexts results in a 
codeword with an added vector from Z + Z. 

Algorithm 8.2.8 (Struik-Tilburg) Consider the cryptosystem in De­
finition 8.2.3. The following three steps obtain a matrix E equivalent 
to the secret matrix G and a complete set of error vectors: 

Step 1 Select at random a plaintext ;f and obtain the set y(:£) of all N 
distinct ciphertexts. Let Z(:£) be the corresponding set of distinct 
error vectors, so that y(~) = { ;fG+ _g_ I _g_ E Z(:£)}. Next , construct 
the (labelled) graph 

f(:£) = ( y(:£), z(:£J + z(:£)) , 

with vertices !L~:£)' !L~;£)' . .. '!L(:£)' and the edge from !L~:£) to u;:£) 
labelled with the sum of these vectors (i.e., with the vector y(:£) + _, 

Y(:£) = ):£) + ).:£l). 
-J _ , -J 
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Step 2 Let ~v be the v-th, k-bit unit vector (1 :s; v :s; k). Compute the 
plaintext ;rv as ;rv = ;r + ~v· For v E {1, 2, . . . , k}, encipher each 
;rv un til the set y(3::.,) of all N distinct ciphertexts are obtained. 
Next, construct for each v the labelled graph 

For each v E {1, 2, ... , k }, compute a mapping q;v of the graph 
rv onto the graph [' that leaves the edges invariant, that is, for 
all y_~3::.,), yj3::.,) E Y(3::.,): 

Step 3 For each v E {1, 2, .. . , k}, compute the 1.1-th row of theE as: 

e = Y(~.,) + ..+. (y(3::.,) ) 
- V -t "f'v - t ' 

where f.v is the v -th row of the matrix E. Compute the set Z = 
{y_- ;rE I '})_ E y(3::)}. 

Exit with the k x n matrix E = (f.f, f.I, .. . , §.I)T and the set of 
error vectors Z. 

The work-factor of the algorithm is dominated by the computation 
of the mapping (translation) q;v in Step 2. To obtain a translation q;v, 
proceed as follows. First, sort the set y(3::), which requires 0(1\Jlog N) 

n-bit vector operations. Second, select a vector y~3::.,) of the set y(3::.,). 

The vector y~:£.,) can be mapped onto N different v~ctors of the set Y(3::). 

Choose one-of these vectors, for example y(3::). Let '1/J be this possible 
-· candidate mapping: 

Since '1/J is a translation, '1/J is injective. Check if '1/J is also surjective by 
verifying if the remaining N - 1 vectors of Y(3::., ) are also mapped onto 
y(:£). If 'ljJ is surjective, then a usable mapping cf; is found, otherwise, 
map y~:£.,) onto another vector in Y(~) and verify again. This procedure 
requi~es N(N -1) log N n-bit vector operations in the worst case. Since 
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the algorithm requires k such mappings, an average work-factor W of 
O(knN 2 log N) bit operations is needed. Since the sets y(£.,) and y(£) 

need to be stored, the memory-factor M equals O(nN) bits. For each 
column a plaintext needs to be encrypted O(N log N) times, so that a 
total of 0( kN log N) encryptions are needed. This proves the following 
lemma: 

Lemma 8.2.9 Algorithm 8.2.8 requires O(kN log N) encryptions. It 
has a work-factor W of O(knN2 log N) bit operations, and a memory­
factor M that equals O(nN) bits. 

When a vector in y(£.,) is found that does not map onto the set 
Y(E) , the function 1/J is rejected. For codes with a high information 
rate , Corollary 8.2.7 shows that, with overwhelming probability, all 
vectors of Z + Z are unique. This implies that the decision whether 1/J 
is suitable or not is almost instantaneous. Therefore, the work-factor of 
Algorithm 8.2.8 becomes W = O(knN log N) bit operations. This yields 
the following: 

Corollary 8.2.10 For codes with information rate R > 2/3, Algo­
rithm 8.2.8 requires an average number of O(kN log N) encryptions, has 
a work-factor W of O(knN log N) bit operations and a memory-factor 
M that equals O(nN) bits. 

Based on Corollary 8.2. 7, Meijers and van Til burg [MT91a] pro­
posed the following improvement of Algorithm 8.2.8. When the set Z 
is unique, only three ciphertexts are needed in Step 2 of Algorithm 8.2.8 
in order to find a vector (translation) that maps the three ciphertexts 
onto the set Y(£). Since only a few of the N ciphertexts are needed, the 
work-factor and the number of encryptions are drastically reduced. The 
costs associated with this modified Algorithm 8.2.8 are summarized in 
the following: 

Corollary 8.2.11 For codes with information rateR > 2/3, the mod­
ified Algorithm 8.2.8 requires an average number of 0( N log N) encryp­
tions, and has a work-factor W of O(knNlog N) bit operations and a 
m emory-factor M that equals 0( nN) bits. 
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Heiman [Hei87] described an algorithm based on the following ob­
servation: When y_

1 
and y_

2 
are ciphertexts of the same (unknown) 

plaintext, then 

Y._1 + Y._2 = (.:fG +~I)+ (.:fG + ~2) E Z + Z. 

For codes with rate R > 2/3 (Corollary 8.2.7), the set Z + Z can be 
obtained by encrypting O(N 2 log N) plaintexts two times. Then, from 
the set Z + Z, the labelled graph r~ is computed for some unknown 
plaintext ;£. From r~ and three encryptions of two known plaintexts, 
each row of the encryption matrix can be computed. Meijers [Mei90] 
gave a detailed analysis of Heiman's algorithm and proved the following: 

Lemma 8.2.12 (Meijers [Mei90]) Heiman 's method [Hei87} is suc­
cessful for codes with rate R > 2/3. It needs 0( Nllog N) encryp­
tions, requires a work-factor of 0( nN3log N) bit operations, and needs 
a memory-factor of O(nN2

) bits. 

In order to prevent the previously mentioned cryptanalysis, Rao and 
Nam [RN89] proposed using error-correcting codes with minimum dis­
tance of ::=; 6 and length of at most 250 bits. They also proposed to use 
byte error-correcting codes such as Reed-Solomon codes or nonlinear 
codes such as Preparata codes. Note that the use of non-linear codes 
renders the RN scheme less efficient. The RN scheme with Preparata 
codes was described in [Den88]. Struik [Str91] demonstrated that this 
non-linear scheme is also vulnerable to cryptanalysis. Another system 
was proposed by Hwang and Rao [HR90b] and also suffers from a sim­
ilar cryptanalysis. 

Despite the remark of Rao [Rao88] about the analysis in [ST88], 
Algorithm 8.2.8 is robust in the sense that the algorithm always finds 
the secret matrix and the complete set of error vectors for any linear 
code. For large code lengths of 250 bits and high information rates, 
Algorithm 8.2.8 requires a unnecessarily high work-factor. However, 
the objective of the RN secret-key cryptosystem was to use simpler and 
smaller codes that require less storage and process at higher speeds 
than used in the McEliece public-key cryptosystem (i.e., a 1024 bits 
binary Goppa code with rate approximately 0.64). Therefore, the gain 
of using codes of length 250 bits in the RN scheme seems questionable. 
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Also, in this case, a simple error generating function is needed to make 
an implementation feasible. Despite all these problems, Meijers and 
van Tilburg [MT91b] showed that, even for these high code lengths, 
the security level of the RN cryptosystem is not sufficient. They used 
the following probabilistic approach based on the Birthday Paradox 
[Sim92], in which it is beneficial to have a large cardinality of the set 
of error vectors Z. 

Algorithm 8.2.13 (Meijers-Tilburg) Consider the cryptosystem in 
Definition 8.2.3. Let a and b be two positive integers with values ap­
proximately VN. The following four steps obtain a matrix E equivalent 
to the secret matrix G and a set£ of a+ kb = O(kVN) error vectors: 

Step 1 Select at random a k-bit plaintext and obtain a set Y~q;_) of 
IY~q;_) I = a distinct n-bit ciphertexts. Let z~q;_) be the correspond­
ing set of distinct error vectors, so that 

Next, construct the labelled graph 

r(q;_) = (Y(q;_) z(q;_) + z(q;_)) 
a a ' a a ' 

with vertices IL~q;_), IL~~, . .. , ulq;_), and the edge from IL~q;_) to IL_J~ 

labelled with the sum of these vectors (i.e. , with the vector y\f.) + 
- t 

Y(q;_) = z (q;_) + z (q;_)). 
- J _, -J 

Step 2 Let lf.v be the v-th, k-bit unit vector (1 ~ v ~ k ). Compute 
the plaintext J2v as J2v = ;r;_ + lf.v. For v E { 1, 2, . .. , k} , encipher 

each J2v until a set Y~q;_,,) of b distinct ciphertexts are obtained. 
Next, construct the corresponding labelled graphs 

r(q;_.., ) - (Y(q;_..,) z(q;_..,) + z(q;_..,)) 1 <_ v _< k. 
b- blb b' 

In this way, k labelled graphs f~q;_..,) are obtained. 

Step 3 With overwhelming probability, there exist integers i, j and h, 
such that 

Y (~ ... ) + y(q;_..,) E za(~) + Za(~) and y(q;_..,) + y(~..,) E za(~) + z(~). 
-t -h -J -h a 
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Moreover, with overwhelming probability, there exist integers r, 
s and t, such that 

):e..,) + z(~.,) = z(~) + z(~) and )~vl + )~ ... ) = )~) + )~) 
-h -1 - r - s ' -h -.1 -r -t ' 

So that~~~ ... ) = ~~:e.) . For 1 ~ v ~ k, compute the v-th row of the 
E as: 

Compute the set 

Step 4 Exit with the k x n matrix E = (f.[, f.f, ... , f.f)T and the set 
of error vectors [. 

The choice of the values of a and b depends on the parameters nand 
k of the underlying code. If a, b = 0( VN) , then based on the Birthday 

Paradox, the sets z~~) and Z~~,) have with overwhelming probability 
at least three vectors in common (see also [Mei90]). For codes with 
high information rate, the vectors of z~~) + z~~) and z~~.,) + z~~.,) are 
unique with overwhelming probability. This means that a vector of 
z(~ ... ) + z(~ ... ) is the sum of two vectors z. and z. in the set z(~ ... ) 0 b b -t -.1 b 

From Lemma 8.2.2 it follows that on the average 

VN- 1 N NVN = O(IN) 
~ N-i < N-(VN-1) 

encryptions of the same plaintext are needed to obtain VN distinct 
ciphertexts. An efficient implementation of this algorithm is obtained 
when the labelled graph in Step 1 is stored as a sorted list. Then 
Step 1 dominates the work-factor and requires O(N log N) n-bit vector 
operations for the sorting procedure and O(nN) bits of memory for 
storage of the sorted list. 

Lemma 8.2.14 For codes with rateR > 1/2, Algorithm 8.2.13 is suc­
cessful with overwhelming probability. It requires O(b/N) encryptions 
on the average, has a work-factor W of O(kn Nlog N) bit operations, 
and a memory-factor M of O(nN) bits. 
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Not all possible error patterns are obtained in this way. However, to 
keep the secret key of moderate size, a simple algorithm that generates 
the possible error vectors must be used. In general, it is reasonable to 
assume that O(kVN) known error vectors are sufficient to reconstruct 
this algorithm. However, if this is not the case, then the system's se­
curity is based on this error-vector generating algorithm. In the worst 
case, 0( N log N) known encryptions are needed to reconstruct the com­
plete syndrome-error table. 

Similar proposals using codes that are capable of correcting burst­
errors, can be found in [Roc92, ALCdS93] and [CdSCdS94]. These 
schemes are a combination of the SCE scheme and the RN scheme, and 
therefore suffer from similar cryptanalysis to that previously mentioned. 
In these papers, it was not observed that since P is part of the secret 
key, it is not necessary for this matrix to be a permutation matrix. 
Only when the cryptosystem must be able to correct channel errors, 
then P should be a permutation matrix. 

To avoid analysis that make use of the linearity as in Equation 
(8.4), Struik and van Tilburg [ST88] proposed to combine the plaintext 
with the error vector by a non-linear function f which may also be 
key dependent. In this case, the encryption function in Definition 8.2.3 
becomes: 

(8.7) 

Since in the decryption procedure the error vector ~ is obtained, the 
plaintext can be retrieved by computing.±,= J; 1((y - ~)G-R). Hwang 
and Rao [HR90a] extended this idea by also repla~ing the syndrome­
error table with non-linear function. In conclusion, these non-linear 
functions should be chosen carefully and they do not guarantee an 
improved security. For example, different analysis might be found that 
is based on its non-linearity as shown for the Li-Wang scheme. 

8.3 The Li-Wang Scheme 

Li and Wang [LW91] proposed a secret-key cryptosystem that uses 
the concealed channel in the RN scheme for authentication purposes. 
Instead of randomly choosing an error vector from the set Z (as in the 
RN scheme), an error-selection function is used which assigns to each 
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plaintext only one fixed error vector from Z. As noted, redundancy in 
the concealed channel degrades the security of the system. In [Til93c], 
the author showed how to take advantage of this redundancy to make 
the Li-Wang ( LW) scheme less secure than the RN scheme. This section 
describes the LW scheme (for code rates R 2: 1/2) in a standardized 
form in order to facilitate easy analysis (see also [Til93c]) . In Definition 
8.3.2, the following error function is used: 

Definition 8.3.1 (Error-Selection Function) Let n - k < k, and 
letA beagivensubset {a 1 ,a2, ... ,an-d of{1,2, ... ,k} with 1 ~ a1 < 
a2 < ... < a(n-k) ~ k. The subvector ~ of then-bit vector!£ is defined 
as: 

~ := O"A(!£) = (xai' Xa21 · · · 'Xa(n -k ) ). 

Then, the error-selection function fA assigns to each k-bit plaintext!£ 
an n-bit error vector~ from Z: 

and no distinct vectors in Z lie in the same coset of C. 

From this definition, it follows that fA(!!2)HT = ~HT = O"A(!£). It is 
important to note that two different plaintexts might be mapped on 
the same error vector as ~ do not uniquely determine ;£. 

The LW scheme is obtained when the random selection of the error 
vector ~' in Definition 8.2.1 (RN scheme), is replaced by the above 
error-selection function fA. It can be shown that the following secret­
key cryptosystem is equivalent to the LW scheme (i.e., using similar 
reasoning as used for the RN scheme). This equivalent scheme is then 
used in the cryptanalysis of the LW scheme. 

Definition 8.3.2 (An Equivalent Li-Wang Scheme) Let C be a bi­
nary linear [n, k]-code. Let G be a generator matrix of code C with a 
right inverse c-R (i.e., cc-R = h ). Let H be a parity-check matrix 
for C. Define the error-selection fun ction fA as in Definition 8.3.1. Let 
T be the syndrome-error table: T = { (~HT, ~) I ~ E Z}. 

Encryption A k-bit plaintext!£ is encrypted into an n-bit ciphertext 

'!!._as: 
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Decryption A ciphertext y is decrypted into a plaintext ~ by com­
puting Jf_HT = O".A(~) ;.,.hich uniquely determines .?__ by using the 
syndrome-error table T. Next, the error vector .?__ is subtracted 
from y to obtain ~G. Then, the plaintext ~ is computed as 
~ = (iG)G-R. 

Key The secret key consists of: the matrix G (H) and the error­
selection function f .A(~). 

First, the following analysis shows how to obtain a matrix E equiv­
alent to the secret generator matrix G. The analysis uses 0( k) chosen 
encryptions and is successful with overwhelming probability. Second, 
depending on the way the set of error vectors Z was generated, at most 
IZI chosen encryptions are required to construct a corresponding error­
selection function e.A. The matrix E and the error-selection function e.A 
together define a secret-key cryptosystem equivalent to the LW scheme. 
The first algorithm used in this analysis is based on the following the­
orem. This theorem proves that the sum of three ciphertexts , obtained 
from two randomly chosen plaintexts, yields a codeword. 

Theorem 8.3.3 Consider the cryptosystem in Definition 8.3.2. Let y ., _, 
'}f_j and '}f_ij be ciphertexts of ~i' ~j and (~; + ~j), respectively. Then, 

y .+ y . +y .. EC. 
_ , -) -t) 

Proof: Since O".A is a linear function, the syndrome (y . + y . + y .. )HT = 
-t -) -t) 

f.A(~;)HT + f.A(~j)HT + f.A(~i + ~j)HT = O".A(~i)+O".A(~j)+O".A (~i + ~j) = 
Q.. A vector y is inC {:::::::} yHT = Q., hence y . + y . + y .. is a codeword. 

- - _, - ) -t) 

D 

Recall that any set of k linearly independent codewords can be used 
as a generator matrix for C. Therefore, the following algorithm exits 
with a set of k linearly independent codewords. These codewords form 
a k x n matrix E which generates the same code C as G does. 

Algorithm 8.3.4 Using the ciphertexts as defined in Theorem 8.3.3, 
the following four steps obtain a m atrix E equivalent to the secret 
matrix G: 
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Step 1 Select at random two different plaintexts ±; and ±j , and obtain 
the corresponding ciphertexts: y., y . andy .. . 

_, -) -t) 

Step 2 Compute the codeword ~ = y. + y . + y .. . _, - ) _ ,) 

Step 3 Repeat Steps 1 and 2 until k linearly independent codewords 
(~1 ,~2, .. . ,~k) are obtained. 

Step 4 Exit with the k x n matrix E = (~f, ~L ... , df. 
This algorithm is not successful when applied to the RN scheme, be­
cause in their scheme it is impossible to choose three ciphertexts that 
guarantee a codeword. 

Next, for Algorithm 8.3.4, estimate the average number of neces­
sary iterations in order to exit with the matrix E. Consider k ran­
domly selected k-bit vectors ±; and k corresponding n-bit codewords 
~;,such that ±;E = ~i (1 :S; i :S; k). Let X= (±f,;£I, ... ,;£I)T and 
C = (~'f,~I, ... ,~I)T. If matrix X is non-singular, then the full-rank 
k X n matrix E is computed from E = x-1 c. The probability qk that X 
has full rank, given k randomly chosen vectors ±; , equals TI7=1 (1- 2-i) . 
Matrix C has full rank if, and only if, matrix X has full rank. Thus, 
if k codewords are randomly selected, then with probability qk ~ 0.289 
(k > 10) a linearly independent set of k codewords will be ob tained. 
Therefore, the expected number of vectors to choose before their rank 
equals k is less than qJ:1k = O(k). In Step 1 of Algorithm 8.3.4, two 
different plaintexts ±i and ±j are randomly selected. Since set Z is 
randomly chosen, it follows from Theorem 8.3.3 that Step 2 yields a 
random codeword. If Steps 1 and 2 are repeated O(k) times , then with 
overwhelming probability (IZI » k) k linearly independent codewords 
are obtained. In Step 1, exactly three ciphertexts are required. There­
fore, 30( k) = 0( k) encryptions are needed for Algorithm 8.3.4 to be 
successful with overwhelming probability. Step 2 requires a work-factor 
of O(kn2

) bit operations and uses O(kn) bits of memory. This proves 
the following lemma: 

Lemma 8.3.5 With overwhelming probability Algorithm 8.3.4 termi­
nates in 0( k) iterations. Then on the average, the algorithm requires 
O(k) chosen encryptions, has a work-factor W of O(kn2

) bit operations 
and has a memory-factor M of O(kn) bits. 
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To date, no algorithm is known to exist for the RN scheme that 
recovers a secret matrix G, or equivalent, within O(k) chosen encryp­
tions. As stated in [RN89], this is the basic problem of the RN scheme. 
For example, once a generator matrix is obtained, it takes at most 
O(IZilog IZI) steps before the set of error vectors follows . 

Once the basic problem has been solved , the other secret-key ele­
ments can be obtained with less effort. For example, to recover the 
secret set A in Definition 8.3.1, proceed as follows. Solving EDT = 

Ok,(n-k) yields a parity-check matrix D for C, so that GDT = Ok,(n-k)· 

Let the n-bit vector 'Yci denote the i- th unit vector. If :?.i = :?., then it 
follows that JA(lf..) = JA(lf.. + 'Yci)· As a result , '}!_+ }!_i = YciG =fl.; (i.e , the 
i-th row of the generator matrix G) . The following algorithm recovers 
the set A in Definition 8.3.2. In addition , it recovers 2k- n rows of the 
secret matrix G. 

Algorithm 8.3.6 Consider the cryptosystem in Definition 8.3.2. The 
following two steps recover the set A and obtain 2k - n rows of the 

secret matrix G: 

Step 1 Let A := 0. Select at random a plaintext ;r and obtain its 
corresponding ciphertext y = ;rG + fA(lf..). Next, compute the 
syndrome:?. as }!_DT. -

Step 2 For 1 S i S k, obtain for each plaintext (;r + y,_;) the corre­
sponding ciphertext '1!..; = (;r + y,_;)G + fA(l2 + Yc;). Next, compute 

for each y . the syndrome: ~i = y DT. 
-t -t 

If ~i = ~' then g . = y + y ., otherwise let A= AU {i}. 
-t - -'l 

The matrix E obtained in Algorithm 8.3.4 can be updated, such 
that, the rows f.i with i E A are equal to the rows fl.;· With knowledge 
of the set A, the corresponding set of error vectors can be obtained in 
at most IZI chosen-plaintexts: 

Note that with only r error vectors, r22k- n plaintexts can always be 
encrypted and decrypted. 
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In [Til93c], the author gave another algorithm for analyzing t he LW 
scheme. This algorithm does not use the linearity of the a A-function : 

However, it uses the non-linearity of the error-selection function: 

This algorithm obtains 2k - n rows of the k x n secret matrix G and 
needs at most P chosen encryptions. It is based on the following: 

Lemma 8.3. 7 Consider the cryptosystem in Definition 8.3.2. Let the 
k-bit vectors Y.; and Y.j denote the i-th and j-th unit vector, respectively. 
Let g . be the j- th row of the secret k x n matrix G. Let y . and y . 

-J - t -t] 

be ciphertexts of the plaintexts Y.; and (Y.; + Y.j), respectively. Then , 
a A (Y.j) = Q if, and only if, 

y . . +y.=g .. 
-l) -t -) 

There are exactly 2k - n vectors Y.j that satisfy a A (Y.j) = Q. 

Proof: Compute '1!_;j+'}L; = Y.jG+ !A(Y.; + Y.j)+ !A(y_;). Because aA(Y.j) = 
Q ~ fA(Y.; + Y.j) + fA(Y.;) = Q for all i (1 :S i :S k) , it follows that, 
V;,l~i~k []!_ij + '1!_; = Y.jG = ,2) ~ aA(Y.j) = Q. 

The function aA(Y.j) results in the (n- k)-bit all-zero vector if, and 
only if, the set A selects n - k coordinates from Y.j that are all equal 
to zero. Therefore, k- (n - k) = 2k- n unit vectors Y.j exist with 
aA(Y.j) = Q. 0 

The next theorem provides an efficient method to independently 
recover 2k - n rows of the encryption matrix G. 

Theorem 8.3.8 Consider the cryptosystem in Definition 8.3.2. Let 
the ciphertexts be the same as defined in Lemma 8.3. 7. The vector 
f.

1
· = y . + y is equal to the j-th row g. of the secret matrix G if 

~) ~ ~ 

V;,2<i< k Y .. + Y · = f.1·· -- -t] -t 
(8.8) 

There are exactly 2k- n rows g . that can be obtained in this way. 
-) 
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Proof: If a-.A (_gj) = .Q, then for all unit vectors 1£; ( 1 ::::; i ::::; k), it follows 
from Lemma8.3.7 that lf_;+lf_;j = H_i+ fA(l£;)+ fA(l£; + _gj) = H.r Hence, 

f.j = H.r 
Suppose :!J.j is a unit vector, such that a-.A (:!J.j) /:- .Q. According to 

Lemma 8.3. 7, exactly 2k - n vectors 1£; can be selected, such that 
'!f_; + '!f_;j = H_j + !A(.Q) + fA(:!J.j) = f.j · All other unit vectors, for example 

1£5 , must satisfy Us + Usj = H_j + f .A (:!J.s) + f .A (1£5 + :!J.j). Because f .A is a 
non-linear function, fA(.Q) + fA(l£j) can not match fA(l£5 ) + fA(l£5 + M.j) 
for all values of s. 

In accordance with Lemma 8.3.7, exactly 2k - n unit vectors have 
a-.A (:!J.j) = Q.. So exactly 2k - n rows of G can be obtained in this way. 

0 

Theorem 8.3.8 states that if a row estimate f.j satisfies (8 .8), then 
f.j is the j-th row of the secret matrix G. The next algorithm uses (8.8) 
to verify whether or not a row estimate is correct . 

Algorithm 8.3.9 Using the ciphertexts as defined in Theorem 8.3.8, 
let r = 1, j = 1, and obtain the ciphertext Jf_

1
. The following three 

steps obtain 2k - n rows of the secret matrix G: 

Step 1 Obtain the ciphertext y
1 

, and compute §.1· = y . + y . Obtain 
- J -1) -1 

the ciphertext Jf_ij' and if '!f_;j + '!f_; = f.j holds for all i E {2, 3, .. . k}, 
then let b,. = j, H.cr = f.j and r = r + 1. 

Step 2 If r ::::; 2k - n, then let j = j + 1 and return to Step 1. 

Step 3 Exit with the (2k- n) X n matrix G13 = (H_~, flL, ... , flLk -n )T 
and the corresponding set B = { b1, b2, . .. , b2k-n}. 

Note that IAI+IBI = k and A nB = 0. Since there are exactly 2k - n 
rows of the secret matrix G that satisfy the verification condition (8.8), 
at most k row estimates f.j must be considered (i.e., Step 1 is repeated 
::::; k times). In Step 1, at most k encryptions are required, so that 
Algorithm 8.3.9 requires in the worst case O(k2

) chosen encryptions. 
For each ciphertexts an n-bit vector addition is needed. The storage of 
the matrix G/3 requires n(2k- n) = O(kn) bits of memory. This proves 
the following lemma: 
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Lemma 8.3.10 Algorithm 8.3.9 terminates after at most k iterations 
and exists with 2k - n rows of the secret matrix G. The algorithm 
requires a work-factor WofO (k2n) bit operations and a memory-factor 
MofO(kn) bits. 

Once 2n- k rows of the secret matrix G have been found , a secret­
key cryptosystem equivalent to the LW scheme can be obtained as 
follows. Split the k-bit vector .x_ into an (n-k)-bit subvector ±A = a.A(.X.) 
and a (2k- n)-bit subvector .x_13 = a13(.x_), such that, the concatenation 
(±AII.x.13 ) is a coordinate permutation of the k-bit vector .x_. Without loss 
of generality, it is assumed that the set A is the same as in Definition 
8.3.1. 

First , obtain an equivalent encryption procedure by using chosen 
encryptions to find ciphertexts of the form J!. = (.±A IIQ)G + !A(.±A IIQ). 
Define the set T as: ·· 

The subvector K.A uniquely determines JA(.X.) and, given .x_13 = Q, also 
J!.· Rewrite the set T as a substitution table: J!. = T(.±A) · Next, split 
the matrix G, in the encryption function of Definition 8.3.2, into two 
sub-matrices G.A and G13, such that 

where G13 equals the matrix as obtained in Algorithm 8.3.9. Replace 
G.A and the error function JA(.X.) with the substitution tableT: 

Second, obtain an equivalent decryption procedure by computing a 
parity-check matrix H13, such that G13HJ = 0 2k - n,2 (n - k )· Next, de­
fine the set T - 1 as: 

It can be verified that 113 uniquely determines ±A. Rewrite the set T-1 

as a substitution table: K.A = T- 1(113). These encryption and decryp­
tion procedures are summarized in the following secret-key cryptosys­
tem which is equivalent to the LW scheme: 
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Definition 8.3.11 Let Ga be a (2n- k) x n binary matrix with a right 
inverse G[/ (i.e., GaG[/ = !2k-n)· Let Ha be a parity-check matrix 
Ha , such that GaHJ; = 02k-n,2(n-k)· Compute the set T as: 

Rewrite the set T as a substitution table: Jj_ = T(±.A)· 

Encryption A k-bit plaintext K is encrypted into an n-bit ciphertext 
Jj_ as 

Decryption A ciphertext y is decrypted into a plaintext K by comput­
ing ~B = yHJ;, which -uniquely determines ±.A = r- 1 (~a)· Next, 
compute the subvector Ka = (y- T(±.A))Gf3R. Then , compute 
the plaintext ;J;.. asK= O"_A 1 (±.A) + O"f3 1 (K8 ) . 

Key The secret key consists of: the matrix Ga (Ha) and the table T 
r-1 and the sets A and l3. 

Algorithm 8.3.9 can also be successfully applied to the following 
extension of the LW scheme, where the encryption function is: 

and e: GF(2)k ---+ GF(2)n-k is a nonlinear function. A logical extension 
is to use the nonlinear function e, such that ~HT = e(±). In this way 
the encryption scheme becomes 

V_; = ;J;..;G + ~;, such that ~;HT = e(;J;..J. 

However, an algorithm exists that obtains the secret matrix in time 
polynomially bounded in \Z \. For example, Algorithm 8.2.13 can be 
used with the following observation: 

So instead of encrypting the same plaintext 0( \Z \112
) times, now en­

crypt 0(\Z\112
) different plaintexts ±; and Kj for which it holds that 
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±_; + ;£j = ~s· It can be shown that with high probability, a k x n 
matrix equivalent to the encryption matrix G can be obtained within 
O(k x IZI1

/
2

) encryptions. 
If it is not used for authentication, Li and Wang suggested to use 

the set Z for encryption to improve the code rate of their scheme. How­
ever, their scheme is not based on code C's error-correcting capability 
to recover random errors, so that, the cryptanalyst obtains additional 
information about the used set of error vectors. Therefore, this is an 
ineffective modification of this type of secret-key cryptosystem. 



Chapter 9 

Beyond Majority Voting 

In Chapter 8, Majority was introduced as a method to analyze the 
security of the secret-code encryption scheme. An extension of MY 
is Local Majority Voting (LMY) which simultaneously considers more 
than one coordinate. Global Majority Voting (G MY) goes one step 
further and aligns all of these local estimates of the subvector to ob­
tain a global estimate of the vector. Finally, Extended Majority Voting 
(EMY) uses these estimates to recover the secret matrix. These four 
types of MY algorithms are discussed in the sections 9.2, 9.3, 9.4 and 
9.5, respectively. Section 9.6 derives the number of coordinates that 
are considered in LMY in order to minimize the error probability. In 
conclusion, Section 9. 7 describes a potential improvement to EMY. 

9.1 Preliminaries 

The set of error vectors Z used in Definition 9.1.2 is a subset of za, 
and is defined as follows: 

Definition 9.1.1 Without loss of generality, assume n to be an even 
integer. Given a E {0, 1, ... , n/2}, the set za is defined as: 

(9.1) 

This chapter is based on joint work with Joost Meijers [MT93] . 
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Let C be a binary [n, k]-code with N cosets denoted by f 1 , f 2 , ... , rN. 

Define a subset T j of each coset ri as ri n za. An EMV analysis is 
applied to the following locally-randomized cryptosystem: 

Definition 9.1.2 Let C be a binary linear [n, k]-code C. Let G be a 
generator matrix of the code C, and let H be a parity check matrix. 
Given the integer a from {0, 1, ... , n/2}, the set of error vectors Z is a 
subset of GF(2)n, such that 

Z = {£ E Tj 11 ~ j ~ N} and Vj,l <::;]<::; N ITj n Z l = 1. 

Compute the syndrome-error tableT= { (~H7 , ~) I ~ E Z} . 

Encryption A k -bit plaintext ;r is encrypted into an n-bit ciphertext 
lf_ as: 

U = ;rG + £, 

where ~ is randomly chosen from Z. 

Decryption A ciphertext y is decrypted into a plaintext ;r by com­
puting uH7 to obtain KHT. The corresponding error vector ~ is 
obtained from the syndrome-error table T. Next, the plaintext ;r 
is computed as .;r = (u- ~)c-R. 

Key The secret key consists of: the matrix G (H) and the syndrome­
error tableT (Z ). 

For this cryptosystem, Section 9.2 shows that more than one con­
dition exists for which an MY algorithm is not successful in obtaining 
the secret matrix G. In particular, when then-bit error vectors£ in Z 
satisfy 

n 
lwH(~)- 21 ~ a, 

where a is an integer from {0, 1, . .. , n/2}. Then, it is shown that the 
EMY algorithm, based on a simultaneous four-symbol MY analysis, 
does successfully recover the secret matrix G when the error vectors 
are not selected at random (i.e., a= n/2). As a result, the set of error 
vectors in the secret-key cryptosystems defined in Chapter 8 should be 
randomly chosen (i.e ., without the weight constraint as in Definition 
9.1.1). 
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9.2 Majority Voting 

This section describes a MY analysis which considers only one coor­
dinate of each vector for voting. This analysis is presented in a stan­
dardized way in order to facilitate generalization to more than one 
coordinate and to q-ary alphabets. This MY analysis is based on the 
following definition of a symbol counter, which is a special case of the 
vector counter defined in the next section. 

Definition 9.2.1 (Symbol Counter) Let Zi be the i-th coordinate 
of a vector~ E GF(2)n. For 1 :::; i :::; n and x E GF(2), the symbol 
counter is defined as 

SC.x(~)= { ~ if x =1- zi; 

if X = Zi. 

With little ambiguity in the notation, the symbol counter for the set Z 
is defined by 

SC;,x(Z) = L SC;,x(~) . 
~EZ 

For all a and i, the value of the symbol counter SC;,0 (Za) equals 
SC;,1 (Za). It is of interest to examine the case SC;,0 (Z) =1- SC;,1 (Z) 
for 1 :::; i :::; n with respect to the Algorithm 8.1.2 (MY). Consider 
l realizations of the random vector variable y = I;_G + ~· For Ai = 
SC;,0 (Z)/IZI < 1/2, the (error) probability P~>.;, !) that among the l 
realizations the number of 1s on the i-th coordinate does not exceed 
the number of Os is given by (8.2). Majority voting yields an estimate 
for the i-th coordinate in the vector I;_G. The probability of a correct 
estimate is: 

Pc(>.;, !) = 1 - Pe(>.i, !) ~ 1 - [ J4>-i(1 - >-i) r 
Since Ai < 1/2, it follows that Pc( Ai, !) ----t 1 for l ----t oo. To obtain 
an estimate I;_E for ;t;_G, repeat this for all n coordinates. Repeat the 
same procedure for k independent plaintexts J;_. Let the rows of matrix 
X consist of the k plaintexts and the rows of X E consist of the k 
estimates. Then an estimate E for G follows from 

E = x-1 (XE). 
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With probability I1~1 Pc( A;, l)k, the matrix E is a correct estimate for 
the matrix G. 

The following theorem shows that for a sufficiently large number 
of cosets N (i.e, different error vectors), the symbol counter satisfies 
SC;,0 (Z) ~ SC;,1 (Z) for all a and i. In other words , with probability 
~ 1/2 a MY on an arbitrary coordinate of the ciphertexts yields a 
correct estimate of the codeword (i.e., guessing may as well be without 
any strategy). 

Theorem 9.2.2 Let Pr{z~j) = z} denote the probability that the i-th 
coordinate of !£ E Yj equals the value z E GF(2). Define z; as the 
. t "N (j) D Q m eger sum ~j=t z; . ror c. > , 

z 1 1 
Pr{l_2.- -1 >c.}<- 1 <_ i <_ n. 

N 2 - - 4Nc.2 ' 

Proof: For each j there exists exactly one (not necessarily different) k 
(1 :S k :S m), such that Yj = Y% + 1. As a consequence, 

For all i and j, the variance of z~j) can be upper-bounded by cr2 = 0.25. 
Hence, 

N V ( (j)) 2 1 
Var(~i) = L arN:i :S ~ = N. 

J=l 4 

Application of Chebyshev's inequality proves this Theorem. 0 

Note that when l E C, then all sets Y j are balanced (i.e., for all j 
it holds that Yj = Yj + l). In this case, for each set Yj and for all i it 

holds that Exp(z~j)) = 0.5 and Var(z~j)) = 0.25. 

9.3 Local Majority Voting 

In this section, the symbol counter is generalized to a vector counter 
which simultaneously considers more than one coordinate for voting. 
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Then a LMV strategy is developed that obtains useful estimates from 
subvectors of each row of the secret matrix G. In the following sections, 
it is shown how these estimates can be combined to obtain an estimate 
E for the matrix G. 

Definition 9.3.1 (Vector Counter) Let 1 ~ s ~ n. Let A be an 
s-subset of {1, 2, ... , n} (i .e., IAI = s). Let ~A be the subvector of the 
~ E GF(2t that agrees with the coordinates of A . For a given A and 
Q, the vector counter VCA,v(~) is defined as: 

ify_ -1 ~; 

ify_ = ~· 

With little ambiguity in the notation, the vector counter for the set Z 
is defined by 

VCA,)C(Z) = 2::: VCA,)C(~). 
~EZ 

The set A extracts s coordinates of the vector ~ for which the vector 
counter VCA,1e(~) looks for a match with the subvector Q. 

Lemma 9.3.2 For Z 0 and all Q E GF(2) 5
, the probability Pz'A (12.) that 

a realization of the random vector variable ~A equals 12. E GF(2)s is 
given by 

p 
0 

v = VCA,v( Z
0

) = ( n - IAI ) I ( n ) 
z A(_) IZ0 1 n/2- WH(Y.) n/2 · 

(9.2) 

Proof: The vector Q can be extended to a vector of length n and weight 
n/2 by inserting a vector of length n- s and weight n/2- wH (Y.) at 
the appropriate coordinates. There are exactly (n/

2
) vectors ~ in Z 0 of 

weight n/2. 0 

For an n-bit vector ~ and an s-subset A, the probability function 
P zo (12.) only depends on the weight of Q. If Q and ware twos-bit vectors 

A 
with wH(Y.) = s- wH( w), then P z~ (12.) equals P z~ (w ). Furthermore, 

(9.3) 
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When the set zn/2 is taken instead of the set Z 0
, then the probability 

P 2 n;z(.?L) equals P 2 n;z(w) for all s-bit vectors .'Q. Due to unequal weight 
A A 

distribution (9.3), the all-zero and all-one subvectors are expected to 
occur less frequently than any other subvector. This unequal weight 
distribution will be the basis of the following LMV analysis. 

Let PeA denote the (error) probability that a majority vote on the 
coordinates, which correspond to A of m realizations of the random 
vector variable 1LA = (£G + ~)A yields a vector other than the all-zero 
or all-one vector. Let Zt be a set of l distinct error vectors , then the 
corresponding set of distinct ciphertexts of a plaintext £ is defined as: 

Note that the set yf£l is a translation of the set Zt by the vector ;KG, 
therefore 

VCA,(~+(£G)A)(Yf£l) = VCA,~ ( Zt). 

For sufficiently large l it is expected that VCA,~(Zt) will be minimal for 
either .'!2. = Q. or .'!2. = 1. As a consequence, with probability 1 - PeA, 
the vector counter VCA,(~+(£G)A)(Yf£l) will be minimal for (£G)A or 

(£G)A + 1. Let (£E)A denote the vector w for which VCA,~(Yf£l) is 
minimal. 

Algorithm 9.3.3 (Local Majority Voting) Consider the cryptosys­
tem in Definition 9.1.2. Let rands be integer, and let Q{ be a collection 
ofr different subsets A= {a1,a2, ... ,a5 } of{1,2, ... ,n}. La.bel these 
subsets as A 1 , A 2 , .. . , Ar· Then the collection Q{ determines r estimates 
(£E)A; for (£G)A, where (1 :::::; i :::::; r) . 

Step 1 Select at random a k -bit plaintext and obtain a. set yf£) of l 
distinct n-bit ciphertexts. 

Step 2 For a.ll A E Q{, set the estimate (£E)A for (;~:G)A equal to an 

s-bit vector .'!2. for which VCA,~(Yf£)) is minimal. Then, 
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For a large enough l, with overwhelming probability, one of the 
following two possibilities occurs: 

(xE) - { (_x_G)A; 
- A- or (_x_G)A + 1. (9.4) 

The Algorithm 9.3.3 (LMV) finds r estimates (_x_E)A; for (_x_G)A; from 
the l observations of the random vector variable (_x_G + z )A;. These esti­
mates are with overwhelming probability equal to (_x_G)A; or (_x_G)A; + 1. 

Remark 9.3.4 Since all s-bit vectors :!!. can be considered as esti­
mates, let the best estimate for (_x_G)A be est1 and set it equal to 

min~ VCA ,3!_(Y~~)). Next, label in a similar way all s-bit vectors :!!. as 
candidate estimates, such that 

As observed, the expected result is 

(9.5) 

If this is the case, then accept est1 as a correct estimate. If (9.5) does 
not hold, then a decision not to trust est 1 may be appropriate and the 
estimate est3 might also be considered. 

9.4 Global Majority Voting 

This section describes how to choose the collection 2! of subsets A; in 
Algorithm 9.3.3 (LMV). Choose two integers rands so that the subsets 
A; E 2! satisfy 

{ U A;1 .= {1,2, ... ,n} and 
1 :Si:Sr J 

(9.6) 

(9.7) 

When (9.6) is satisfied, these r subvectors ~; cover a vector of length n. 

By satisfying (9.7), each subvector ~;has some coordinates in common 
(on which their values might differ) with at least one other subvector 
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~1 • Consequently, n :::; r( s - 1) + 1. note by choosing m, such that 
Ai and Ai+t share more than one coordinate, it is possible to detect 
incorrect estimates. 

The following GMV algorithm aligns the r estimates (:£E ).A; such 
that they overlap the coordinate and cover the complete vector :£G. 
The GMV algorithm provides an estimate :£E for the row :£G which 
might differ by the all-one vector. 

Algorithm 9.4.1 (Global Majority Voting) Let r, s and Q{ be as 
defined in (9.6) and (9. 7). Let (:£E)A1 , (:£E)A 1 , ••• , (:£E)Ar be the 
obtained estimates in Algorithm 9.3.3 (LMV). Then , the following two 
steps provide an estimate :£E for :£G or :£G + 1. 

Step 1 Set the s bits on the coordinates A1 of the vector :£E equal to 
the estimate (:£E)A1 • Let i = 2. 

Step 2 The subvectors (:£E )A;_1 and (:£E )A; must have at least one 
coordinate in common. When the values in the overlapping co­
ordinates disagree, add the all-one subvector to the subvector 
(:£E) A;. Set the bits on the coordinates A i of the vector :£E equal 
to the (updated) estimate (:£E) A;. 

Step 3 If i < r, then let i = i + 1 and return to Step 2, otherwise, exit 
with the estimate :£E for :£G. 

With overwhelming probability, the algorithm exits in Step 3 with 
either 

E { 
:£G; 

X -
- - or :£G + 1. 

9.5 Extended Majority Voting 

Let :£v be a k-bit plaintext equal to :£ + '!lv where '!lv is the v-th unit 
vector. First, the following algorithm obtains k vectors :£vE from which 
an estimate for the vth_row of G is computed (i.e. , ~v = :£E + :£vE). 
The estimates are obtained using the Algorithm 9.4.1 (GMV). Since 
it is not known whether or not the estimates obtained in this way are 
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disturbed with the all-one vector, the obtained estimate of the secret 
matrix G is of the form 

E = G+ A, 

where A is a k x n binary matrix, and where the set of all rows of A 
consists only of all-one vectors and all-zero vectors. Second, depending 
on the structure of Z, the matrix A can be removed by either defining 
an equivalent cryptosystem or by removing the all-one vectors. 

Algorithm 9.5.1 (Extended Majority Voting) Consider the cryp­
tosystem in Definition 9.1.2 and the Algorithm 9.4.1 (GMV). 

Step 1 By using Algorithm 9.4.1, obtain for each plaintext .:f and for 
.:fv = .:f + ~" (1 ~ v ~ k) a GMV estimate .:fvE. 

Step 2 Compute the row estimate f.v of the v-th row of the secret 
matrix Gas: 

1 ~ 1/ ~ k. 

Let E = (f.'[, f.f, · · · , d)T be an estimate for the secret matrix G. 

Step 3 Let Z 1 = .:fE + y(:£lt. 

When Z + l = Z, then the matrix E and the set Z together 
define an equivalent cryptosystem. Otherwise, compare the set 

Yi:£,.) + f.v with the set Y}:£). If the two sets are different, let 
f.v = f.v + 1. To obtain E, repeat this for all row estimates f.v 

(1 ~ v ~ k ). Furthermore, Jet 

be the set of corresponding error vectors. The matrix E and the 
set Z together define an equivalent cryptosystem. 

The GMV algorithm obtains with overwhelming probabili ty the fol­
lowing estimate 

E { .:fvG; 
~ = or .:fv G + l, 1 ~ 1/ ~ k . 



154 Beyond Majority Voting 

Therefore, the matrix E = (ff, fi, · · ·, Q.I)T, as obtained in Step 2, 
equals with high probability the matrix G + A. So that depending on 
the structure of Z, the matrix A can be removed by either defining an 
equivalent cryptosystem or by removing the all-one vectors in Step 3. 
It suffices to use l (l « N) ciphertexts for Algorithm 9.5.1 (EMV) . 

9.6 Error Probability 

This section proves an upper-bound on the error probability Pe.A. Then, 
this upper-bound is minimized by determining the number of coordi­
nates in a LMV. Finally, the upper-bound on the overall error probabil­
ity for Algorithm 9.5.1 (EMV) is given. An generalization of Theorem 
9.2.2 is the following theorem with a similar proof: 

Theorem 9.6.1 Let 1 ::::; s ::::; n, Q E GF(2) 8 and IAI = s. Let 

Pr{~~) = :!!.} denote the probability that the subvector .£A of .?. E 1'j 
equals the vector Q E GF(2) 8

• If 'Q = .£A, then let N~) ('Q) equal 1, oth­
erwise, let it equal 0. For all 'Q E GF(2)s, de:fine N.A (:!!.) as the integer 

sum L:f=1 N~)('Q). For c > 0, 

p {I N.A(:!!. ) - ~ VC.A ,3L(1'j) I > } < _ 1_ 
r N L..t Nl1'al _c -4Nc2. 

J=l J 

(9.8) 

The probability that the outcome of the ra.ndom variable N.A('Q)/ N 
differs by more than c > 0 from its expectation is upper-bounded. This 
expectation depends on the structure of 1'j. Without loss of generality, 
let the N different sets 1''f be ordered, such that 

11'~1 ::::; 11'~1 ::::; ... ::::; 11'~1 · 

Suppose among the N sets 1'f there are m 1 with cardinality 11'~1, m 2 

with cardinality 11'~1+1 1 , and so forth. Let mj = L:i=l m;, then, for 
sufficiently large N, it follows: 
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Equality holds if 1 1'~1 = 11'~1 = ... = IYNI· An interpretation of this re­
sults is: for large N, the outcome of N.A(1Z.) /N is close to VCA ,:!!_(za)/ IZal 
and depends solely on s ( n and a are fi xed). 

Corollary 9.6.2 Let zn/2
, so that, 11';121 = 11';121 = ... = 11~,12 1. 

Then, forE > 0, 1 :S s :S n , IAI = s and 1Z. E GF(2) 5
, Equation (9.8) 

reduces to 
Pr{l N.A( 1Z.) - ~~ > E} < - 1

- . 
N 25 - - 4NE2 

From this corollary, it follows t hat all subvectors 1Z. are equally likely to 
appear in N realizations of z. For this case, it may be concluded that 
an LMV algorithm will not succeed in obtaining the secret matrix G. 

Due to the unequal weight distribution (9.3), the all-zero and all­
one subvectors are expected to occur less frequently than any other 
subvector. Let Pe.A denote the (error) probability that a majority vote, 
on the A coordinates of N realizations 'lLA = (±G +~).A, yields a vector 
other than the all-zero or all-one vector. Then, 

Pe.A :S Pr {min(N.A(fr), N.A(l)) 2 min N.A(1Z.)}. 
:!!.EGF(2)' /{Q,.!_} 

Since the error probability Pe.A is a non-decreasing function of a, two 
extreme cases are considered. T herefore, the following distinction is 
made: Either Z is randomly selected from Z 0 , where all vectors 1Z. E 

GF(s) 5 satisfy (9.3), so that Pe.A -7 0 for sufficiently large N, or Z is 
randomly selected from zn/2

, where all vectors 1Z. E GF(2) 5 have equal 
probability (Corollary 9.6.2). Consequently, Pe.A -7 1 - 2s-l (s > 1) 
for sufficiently large N. 

T he followi ng heuristics are used to obtain an upper-bound on Pe.A. 
For all:lf,1Z_ E GF(2) 5 with 0 < wH(1Z.) < s, let : 

p ZA (~) 
.X .A(~, 1Z.) = 

p ZA (~) + p ZA (1Z.) 
VC.A,u(za) 
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[P zA(M) + PzA(.'ll.)]L 

[VCA ,:<!:(za) + VCA.~(za)]l~al· 

The average error probability PeA(.'ll.) that subvector Q appears less fre­
quently than Q. or 1 is given by: 

Pe(.XA(Q., Q), LA(Q.,Q)) (9.9) 

Pe(.XA(l,.'ll.),LA(l,.'ll.)) with 0 < WH(.'ll.) < s. 

The overall average error probability PeA can be upper-bounded as: 

PeA < L PeA2 (Q) . (9.10) 
O< wH (!!.)<s 

Let a= 0, and define Ai = AA(Q.,Q) and li = LA(Q.,Q), where 0 < i = 
wH(.'ll.) < s. Next, substitute (8.2) and (9.9) into (9.10) to obtain: 

(9.11) 

As a result, the error probability that the vector counter VCA .~(Z) is 
not minimal for some vector Q (0 < wH(.'ll.) < s) is upper-bounded 
by (9.11). Due to the fixed underlying code parameters n and k, a 
cryptanalyst is only free to choose s. If PeA is minimized according to 
the upper-bound (9.11), then for all interesting cases the optimal value 
s = 4 is found. The error probability Pe for Algorithm 9.5.1 (EMV) is 
upper-bounded by 

Pe < 1 - (1 - PeAr(k+l) < r(k + 1)PeA. 

9.7 Improvements 

Depending on the structure of the set of error vectors, the performance 
of the Algorithm 9.5.1 (EMV) can be improved. Instead of focussing 
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on the value of the estimate (~E) A;, search for a subvector where the 
vector count is different from all other estimates, so that 

Next, find a corresponding estimate in yt£.,), for example (~11 E)A;, for 
which 

VCA;,(~.,E)A; (Y(~.,)) = VCA; , (~E)A; (Y(~l). 

For the secret matrix G the s coordinates A i in the v-th row follow 
from 

(fv )A; = (~E)A; + (~E)A;. 
In this way, obtain the subvectors (fv)A; for 1 :S v :S k. Repeat this for 
all A (1 :S i :S r = njs) to find f 11 (1 :S v :S k). Because this procedure 
yields a correct matrix G, overlapping coordinates are not required. 
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Appendix A 

Swap Computations 

A.l Number of Swaps 

LemmaA.l.l Let a= min{t,k}, and let N1 be as defined in 5.9. 
Then 

N1 > NI+I > 0, 1 :S: l :S: a - 1. 

Proof: From (5.5)-(5. 7) it follows that 

N k(n- k) k(n- k) 
a = a(n-k-t+a) = an-kt > O. 

For a > 1, it is proved by induction on l that N1 > N1+1 holds for 
1 :S: l :S: a - 1. Using the induction assumption N1 > N1+1 in (5.9) yields 

N k(n-k)+(k-l)(t-l)NI (l -k)N k( -k) 
I < l(n-k-t+l) :::} n t I< n . 

For NI- l it follows that 

Nt-1 == 
k(n - k) + (k - l + 1)(t - l + 1)NI 

(l-1)(n-k-t+l-1) 

( l n - kt) + ( k - l + 1) ( t - l + 1) N 
> I 

(l-1 )(n - k-t+l-1 ) 
ln + (l - 1)(l- 1 - k - t) 

--,------------,-----'------,------,- - - - - N I > N I' 
(l- 1)n + (l- 1)(l- 1- k- t) 

= 

This appendix is based on joint work with Raymond Doyen (DT94b). 
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which proves the lemma. 0 

Lemma A.1.2 For sufficiently large n: 

Proof: To obtain an expression for N1 in N a, with a= min(k, t ), rewrite 
(5.9) as 

with 
1 k(n - k) 

U/+1 = I = ( > 0, Pr(l - 1 l) l n- k- t + l) 

and 
Pr(l +1ll) (k-l)(t-l) 

v1+1 = Pr(l-1ll) = l(n-k -t +l) <v,. 

Apply (A.2) recursively, from 1 to a, to obtain 

a -1 a-1 (j-1 ) 

N1 = N a II Vi+1 + L II Vi+1 Uj+1· 
t=1 ]=1 t=1 

The value j, 1 ~ j ~a- 1, that maximizes 

j-1 

II Vi+1 
i =1 

(A.2) 

(A.3) 

equalsj = lktjnJ < min(t,k) and therefore exists. Define h := lktjnj , 
and note that vh+1 2: 1, vh+2 < 1 and Uj+ 1 = O(n) , for every 0 < j <a. 

Therefore, (A .3) becomes 

N1 ~ O(n) (g v;+l) + ~ (!! Vi+l) O(n) (A.4) 

(g Vi+1) O(n2
). (A.5) 
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To show that the complexity of the SPD algorithm is asymptotically 
equal to N 1 , proceed as follows: 

h 

II Vi+ l 
i=l 

f.r (k- i)(t- i) 
i=1 i(n-k-t+i) 

(k- 1)! (t- 1)! (n- k- t)! 
(k - h- 1)! (t- h - 1)! h! (n - k- t +h)! · 

Since k = Rn and t = An, for n --t oo substitute Stirling's formula 
[Fel57] (i.e., m! = e-mmmJ2m(l + o(1)) when m --too) to yield 

h kktt(n- k- t)n-k-t X n-~0(1)(1 + o(1)) D Vi+l = (k- h)k- h(t- h)t-hhh(n - k- t + h)n- k-t+h 

= (~ _ ~)k-h(~ _ ~)t-h(~)h(l- ~ _ ~ + ~)n-k-t+h · (A.6) 

The following expression for N1 follows from substituting (A.6) into 
(A.4): 

(R _ RA)n(R-R-X)(A _ RA)n(-X-R-X)(RA)nR-X(1 _ R _A+ RA)n(l-R-A+R-X)' 

where R = k/n, A = tjn and RA = h/n + o(1). Using the entropy 
function notation, this equals 

and proves the lemma. D 

Lemma A.1.3 For all integers n , k and t satisfying 1 s:; k s:; n and 
1 s:; t s:; n - k, it holds that 

min(t,k) (k) (n-k) L J nt- J 
j = l C) --t 1, 

(n--too) . 
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Proof: From elementary probability theory [Fel57], it follows that 

Note that 

min(t,k) (k) (n-k) (n-k) min(t,k) (k) (n-k) 2: J t-) = _t_ + 2: J t-] = 1. 
j=O (;) (7) j=J (;) 

2n(J - R)H2( ~ )+o(n) 

2nH2 ( ~ )+o(n) 

(n ----+ oo ), 

which follows from the n -convexity property of the entropy fun ction, 
and proves the lemma. 0 

A.2 Rank Transition Probabilities 

Lemma A.2.1 Let u > 0, and let G = (I< I R) be a random k x n 
matrix in (k - j)-KR-form where 0 :::; j :::; min{k- 1,u - 1}. For 
arbitrary, but fixed k, the rank-transition probabilities satisfy: 

• Decrement (0 :<::; j :::; min{k - 2, u - 1} ): 

k-J - 1 -. k- J. (1) 2
)+

1 

qk- j - - k- 2 ' (A.7) 

• No change ( 0 :<::; j :::; min { k - 1 , u - 1} ) : 

• Increment (1 :<::; j :<::; min{k -1,u -1}): 

k - j+J = '5_=.j_ (1 - (~)j) 
2 

+ i (1 - (~)j) 
qk-J k 2 k 2 ° 

(A.9) 
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Proof: Suppose, 

G = ( K I R) = (---=--h___,_-j--+--c;::-A_ 
Oj,k-j O j,j 
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After one swap the rank of the K matrix either decreases, remains the 
same (unchanged) or increases. In the continuation of this proof, each 
situation is considered separately. 

Decreasing Rank Without loss of generality, suppose that column 
~I-j from the first k - j columns of I< is swapped for column (r.1 I .D.)T 
from the R-part, where r.1 is a fixed ( k - j - 1 )-vector and f;_k - j is the 
(k- j)-th unit vector. Then the matrix GP is 

GP = ( h-j-1 
oj+1 ,k-j-1 

~L; u- ) , 

where A- is obtained from A by omitting an all-zero row and R- follows 
from R by omitting the column (r.1 I Qf. The first k columns of GP 
form a submatrix of rank k - J. - 1. The 0j,j-part of G is extended 
to the Oj+1,j+1-part in GP. This means that there are 2j + 1 extra 
zero-elements, where j zeros are obtained from A and j + 1 from R. As 
a result, the probability of a decreasing rank is equal to (A.7). 

Unchanged Rank Two possibilities exist: 

1. As in the situation of decreasing rank , suppose that column f;_Lj 
from the first k - j columns of the I< -part is swapped for column 
(r.1 I r.2f from the R-part , where r.2 E GF(2)j+1 is not the all-zero 
vector. Then G P satisfies 

( 
h-j-1 

GP= 
oj+1 ,k-j-1 <if-; u- ) , 

where A- and g_ together form A. Consider the matrix 

n == ( 0g_ . r.I ) . 
J,J 
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Note that D corresponds to the matrix 0 1+t,i+t in the situation 
of decreasing rank. If the rank of D is one, then the rank of G P 
remains k- j. For random vectors g_ E GF(2)1 and r_2 E GF(2)1+1 : 

2(21+1 - 1) - 1 
Pr{rank(D) = 1} = 22j+1 

(~) j-1 - 3 (~) 2j+1 

2. Suppose that the permutation Pb swaps a column from the last j 
columns of [{for a column c~-1 I ~2l from R, where ~2 E GF(2)i. 
If ~2 is the all-zero vector, then the first k columns of G P form a 
submatrix of rank k - j. The corresponding probability is ( ~ )1. 

Combining the two results proves (A.8). 

Increasing Rank Two possibilities exist: 

1. Let G P and D be the same as in the first sit nation of unchanged 
rank. If the rank of D is two, then the rank of G P is k - j + 1. 
Therefore, 

(2j 1) 2 

Pr{rank(D) = 2} = ----v-

2. Consider the second situation of unchanged rank. The first k 
columns of GP form a submatrix of rank k- j + 1, which has 
probability 1 - (! )1 provided ~2 is not the all-zero vector. 

Combining the two results yields (A.9). 0 

Example A.2.2 For k = 634 and 0 ::; j ::; 5, the values for qz=rs 
( s E { -1, 0, 1}) are given in Table A.l. For j > 3, the probability that 
the rank of the /{ -matrix decreases, compared to the probability of an 
increased or an unchanged rank, is relatively small. The values for p~'"}.i 
with 0 ::; u ::; 10, 0 ::; j ::; 5 and k = 634 are given in Table A .2. 
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A.3 Rank Equilibrium State 

Lemma A.3.1 Let 7rr = limu-+ooP~u) (1 S r S k) with p~u) being the 
same as in Definition 5.3.2. For 0 S j s; k- 1, it holds that 

{ 

j ( j k-1+1) k-1 ( m k-1 ) } -
1 

1 """ II qk-1 """ II qk-1+1 
1rk-j = + ~ k-1 + ~ k-1+1 

m=l l=m qk-1+1 m=j+l l=j+1 qk- 1 , 

(A.10) 

Proof: In the equilibrium distribution, 1I. satisfies 1I. = ZI.Q, where Q 
is the rank-transition matrix (5.16). This matrix equation can be ex­
pressed as: 

Define the sequence { sk-j L=o,1, .. . ,k-1 by 

1 S j S k-l. 

From the recurrence relations (A.ll), it now follows that: 

k-j+l 
qk- j . k 1 

1rk-j+l = 1rk-j l 1 s; J s; - . 
1 - Sk-j+l 

(A.ll) 

(A.12) 

(A.13) 

(A.14) 

Moreover, (A.11) implies that s 1 = 1. Relation (A.13) can be rewritten 
as 

k-j+l k-j 
1 - qk-j qk- j+l 

k-j l 

Sk- j - qk-j 

k-j 
1 - q k-j+ll 1 :::; j s; k - 1 

1. 

(A.15) 

(A.16) 
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Substituting (A.15) and (A .16) into (A.14) yields 

( 

k-j+1) k-1 k-1+1 
qk-j qk-1 

1rk-j+1 = 1rk-j k-j = 1r1 IT k-1 , 
qk-j+1 l=j qk-1+1 

1:S:j:S:k-l. (A.17) 

The sequence { 7rk-i+di= 1, ... ,k defines a probability distribution, there­
fore 

k 

2..: 1rk-j+1 = 1. 
j=1 

(A.18) 

Next, substituting (A.17) into (A.18) gives the following expression for 

{ 

k (k-1 k-1+1)}-1 ~ IT qk-1 
1r1 = L...t k I 

m=1 l=m qk=l+1 

(A.19) 

Substituting (A.19) into (A.17) yields 

1l"k-j+1 = ( k-1+1), 
"'k nk-1 qk-1 
l...Jm=1 l=m ~ 

qk-1+! 

(A.20) 

After elementary calculations, the result (A .10) is obtained . D 

L A 2 L l. (u) . h (u) . D fi . . 53 2 emma .3. et 7rk = lmu--.oo Pk w1t Pk a.s m e mtwn .. , 

then 

(A.21) 

Proof: Let j 0 m (A.10), then the following expression for 7rk is 
obtained: 

1rk = {1 +I: (fr q~=f!~) }-

1 

(A.22) 
m=1 1=1 qk-1 

Applying Lemma A.2.1 to (A.22) leads to 

{ 

k -
1 

( m 2(k- [ + 1) ) }-
1 

1rk = 
1 + ]-; g k(21 - 1)2 + l(21 - 1) (A.23) 
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After elementary computations, it follows that 

k-
1 

( m 2(k -l + 1) ) k-
1 

( m k- l + 1 ) f-
1 

gk(21 -1)2+l(21 -1) :::; ];
2

m gk(21-1)2 

22 23 oo 2-m2 1 

:::; 2 + 32 + 3272 + 2::: ( /) 2 :::; 22. 
m =

4 TI~11 - (~) 
(A.24) 

For the last inequality, note that for m ~ 1, 

m m 

2::: ln(i- 1)- 2::: In 21 

i=l 1=1 

m 1 m-1 (1)1 
> -2:::2 1 -1~- 1 -2::: 2 ~-2 , 

1=1 1=1 

which is an application of the Mean Value Th eorem. Substituting 
(A.24) into (A.23) leads to the desired lower bound: 

which proves the lemma. 

1 2 
1fk > ---­

. _1+~-7' 
2 

0 

L A L l. ( u) · th ( u) D fi . . emma .3.3 et 1fk-t = Imu--+= Pk- 1 WJ Pk- 1 as m e mtwn 
5.3.2, then 

Proof: Let j 
obtained: 

(A.25) 

1 in (A.lO), then the following expression for 7fk_ 1 is 

{ 

k k-1 ( m k-1 ) }-1 qk-1 qk-1+1 
1fk-1 = 1 + k=1 + 2...::: II k-1+1 

qk m=2 1=2 qk-1 
(A.26) 
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From Lemma A.2 .1 and (A.26), it follows that 

{ 
k+1 k-1 (m 2(k-l+1) )}-

1 

wk-1 1 + ~ + f2 ;g k(21- 1)2 + L(21- 1) 

2k { k-
1 (m 2(k-l+1) )}-

1 

k+1 
1

+ f 1 gk(21-1)2 +L(21-1) 

2 (1- -
1 

) 1fk k + 1 ) 

which proves the lemma. D 

Lemma A.3.4 Fork --t oo (i.e., n --t oo ), then 

(A.27) 

Proof: The asymptotical expression follows from (A.25) since 

7rk-1 = 2 (1- k: J 7rk = 2wk(1 + o(1)), (k --too), 

which proves the lemma. D 

Upper bounds are 7rk ::; (3- k!1 t 1 ::; ~ and 7rk-1 ::; 2(3 + t t 1 
::; ~-
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0 0.5 
1 0.1248 
2 0.0312 
3 0.0078 
4 0.0019 
5 0.0005 

0.5 
0.6248 
0.4058 
0.2261 
0.1188 
0.0608 

I k-;+1 I 
qk-i 

0 
0.2504 
0.5631 
0. 7661 
0.8793 
0.9387 

Table A.l : Rank-transition probabilities fork = 634. 

2 3 4 5 

0 1 0.5 0.3751 0.3284 0.3079 0.2983 
1 0 0.5 0.5624 0.5741 0.5767 0.5773 
2 0 0 0.0624 0.0955 0.1119 0.1200 
3 0 0 0 0.0019 0.0034 0.0043 
4 0 0 0 0 0.0000 0.0000 

I j\u II 6 7 8 9 10 

0 0.2937 0.2914 0.2903 0.2898 0.2895 
1 0.5774 0.5775 0.5775 0.5775 0.5775 
2 0.1240 0.1260 0.1270 0.1275 0.1 278 
3 0.0047 0.0050 0.0051 0.0051 0.0052 
4 0.0000 0.0000 0.0000 0.0000 0.0000 

Table A.2: Rank probabilities p~~i fork= 634. 
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Appendix B 

Independent Subsets 

Coffey and Goodman [CG90b] proved that the fraction of randomly 
selected k-subsets out of n-tuples is almost an information set if n ---+ oo 
as shown in the following theorem: 

Theorem B.0.5 For sufficiently large n, virtually all linear codes in 
C( n, q, R) contain no l nRJ -tuple with fewer than l nR(1- a) J indepen­
dent symbols (0 < a< 1). 

Although this theorem is correct, an imperfection appears in the proof. 
Coffey and Goodman assumed that the probability of obtaining a full 
rank k x n generator matrix tends to 1 as n ---+ oo with k = nR (i.e., they 
considered all k x n matrices over GF(q) instead of all k x n generator 
matrices). 

A brief review of the f{olmogorov complexity is helpful before a cor­
rect proof can be given. (For details about Kolmogorov complexity, 
the reader is referred to [LV93].) Consider a string of q-ary symbols 
of length n. The aim is to remove the redundancy of this string, that 
is, to reduce the length of a string while guaranteeing unicity. This 
means that a q-ary string of length n must be identified with a unique 
program. In [Cha74], this length is referred to as the Kolmogorov com­
plexity. Let 0 < m < n, then the number of q-ary strings of length 
n that can be identified by a program of length less than or equal to 

This appendix is based on joint work with Raymond Doyen [Doy92, DT94b]. 
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n- m IS 
n-m . qn-m+I _ 1 
2:::: q' = . 
i=O q - 1 

Therefore, the fraction of such q-ary strings of length n is less than 
q-m+I. This justifies the following proof based on [CG90b]. 

Proof: Let C be an arbitrary linear code in C(n, q, R) with generator 
matrix G. Consider all possible k x n generator matrices G belonging 
to linear codes of length n and dimension k. With a generator matrix 
G, associate the string ~(G) of length nk (i.e., describe Grow by row) . 
Then, each generator matrix corresponds exactly to one string and vice 
versa. 

A k-subset I of {1, 2, ... , n} is said to be h-independent (1 ::; h ::; k), 
if the corresponding columns of the k x n matrix G have rank h. For 
h = k, the k-subset is an Information Set. A seriously ex-defective k­
tuple is defined as a k-tuple which is less than lk(1- cx)J-independent. 

Suppose a generator matrix of a code contains k columns which 
correspond to a seriously a-defective k-tuple. This generator matrix 
(together with the defect) can be uniquely specified as follows: 

• Specify the defective k-tuple (taking logq (~) symbols). 

• List the other n - k columns in full (taking k( n - k) symbols). 

• List the k(1 - a)-independent columns belonging to the defective 
k-tuple (taking P(1 -ex) symbols). 

• Specify each of the remaining kcx columns, belonging to the de­
fective k-tuple, by the linear combination of independent columns 
which span the same space (taking kcx x k(1 - ex) symbols). 

The total length of this program is 

where /3 is a constant. Consequently, the strings ~(G) of length n x k = 
n 2 R, which belong to a seriously a-defective k-tuple, can be identified 
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by a program of length n2R- n2R2o? + o(n2
). The number of strings 

of length n2R that can be identified by a program of length, which is 
less than or equal to n2R- n2 R2 a 2 + o(n2

), is 

(B.1) 

This means that the number of seriously a-defective k-tuples belonging 
to a k x n generator matrix is less than or equal to (B.1) . Consequently, 
the number of k x n generator matrices containing k columns, which 
correspond to a seriously a-defective k-tuple, is also less than or equal 
to (B.1). 

A lower bound on the number of k x n generator matrices is 

k-1 
II ( qn - qi) 2:: qnk(1 - qk-n )k 2:: qn

2
R ( 1 - nRq-n(l-R)) . (B.2) 

i=O 

Dividing (B.1) by (B.2) proves that the fraction of generator matrices 
containing k columns, which correspond to a seriously a-defective k­
tuple, is less than or equal to 

q n2 R (1 _ nRq-n(l-R)) 

q-n2R2o2+o(n2) (1 + 0 (nRq-n(l-R))) 

- n2R2o2+o(n2) 
q . 

Since this fraction tends to 0 for n ----t oo, then the fraction of linear 
codes of length n and rate Rover GF(q), which contain an nR- tuple 
that is less than lnR(1- a)J -independent , also tends to 0 for n ----too. 

0 
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Samenvatting 

Het toepassen van cryptologie, de leer van het geheimschrift, is de laat­
ste jaren zeer sterk toegenomen. Tegenwoordig wordt bijna iedereen, al 
dan niet bewust, geconfronteerd met de vele facet ten van de cryptologie. 
Belangrijke oorzaak is de toename van diensten op telecommunicatie­
en informatiegebied, waarbij steeds meer informatie, ook van persoon­
lijke aard, voor derden bereikbaar is. Daarnaast worden bedrijfsvoe­
ringsprocessen steeds meer afhankelijk van computer- en telecommu­
nicatiesystemen. Beveiliging van informatie en informatiestromen is 
daarom een essentieel aspect van de datacommunicatie geworden. 

Een belangrijk middel om een informatieproces te beveiligen is het 
vercijferen of versluieren van informatie. Dit vindt zijn oorsprong in 
een deelgebied van de cryptologie: de cryptografie. De cryptografie 
houdt zich bezig met het ontwerpen van cryptosystemen waarmee in­
formatie vercijferd kan worden voor geheimhouding (privacy en anoni­
miteit) en/of authenticiteitsgarantie (identificatie en integriteit). Een 
tweede deelgebied van de cryptologie, de crypto-analyse, houdt zich be­
zig met het analyseren van geheimschriften. Ret mag duidelijk zijn dat 
men de cryptografie niet goed kan beoefenen zonder voldoende kennis 
van de crypto-analyse. Belangrijk hierbij is ook de stand van de tech­
niek. Naast de kwaliteit van het vercijferalgoritme zijn ook de manier 
waarop de vercijfering wordt toegepast, de identificatiemethode, het 
bijbehorend communicatieprotocol, het (sleutel- )beheersysteem en het 
onderliggende informatieproces van belang. 

Random-eigenschappen spelen een belangrijke rol in de cryptologie. 
Niet alleen bij het vercijferen van een boodschap, maar onder andere 
ook bij het genereren van willekeurige getallen (sleutels), priemgetal­
len, het factoriseren van getallen, het nemen van discrete logaritmen 
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en -m anonimiteitsprotocollen. Daarnaast zijn random-eigenschappen 
van belang bij bet vercijferen van een boodschap. Een belangrijke ver­
cijfermethode is gebaseerd op bet volgende kruis-of-munt principe: de 
uitkomst (een of nul) van een worp met een zuivere munt opgeteld (mo­
dulo 2) bij de uitkomst van een worp met een valse munt heeft toch een 
willekeurige (niet voorspelbare) uitkomst als resultaat (d.w.z. random 
+ niet random = random)! 

Vernam [Ver26] gebruikte dit principe door bij een boodschaprij 
een random sleutelrij op te tellen , waardoor een random cryptogramrij 
wordt verkregen. Shannon [Sha49] bewees dat in Vernam's cryptosys­
teem de boodschap perfect verborgen blijft, mits de random sleutelrij 
tenminste net zo lang is als de boodschaprij en slechts eenmaal wordt 
gebruikt (one-time pad). In de praktijk wordt veelal een lange sleu­
telrij afgeleid uit een vele malen kleinere random sleutelrij (kortweg 
sleutel genoemd) . Deze sleutelrij is echter deterministisch en wordt 
vaak pseudo-random rij genoemd. In de cryptologie moet een pseudo­
random rij niet aileen goede statistische eigenschappen bezitten, maar 
moet ook cryptografisch sterk zijn. Ret komt erop neer dat bet on­
doenlijk moet zijn een cryptografisch sterke pseudo-random rij van een 
echte random rij te onderscheiden. 

In Vernam's vercijfermethode wordt gebruik gemaakt van bet glo­
baal randomiseren van een boodschap. De volgende vercijfermethode 
is gebaseerd op bet lokaal randomiseren van de boodschap. Een bood­
schap wordt hiervoor opgedeeld in blokken van een bepaalde lengte. Ie­
der boodschapblok wordt met een lineaire foutverbeterende code eerst 
omgezet in een codewoord. Vervolgens wordt bij bet codewoord een 
foutvector ( willekeurig gekozen uit de verzameling van toegestane fout­
vectoren) opgeteld. Op deze manier wordt een vercijferde boodschap 
verkregen. Met andere woorden, de boodschaprij wordt lokaal geran­
domiseerd. Een legale gebruiker kan met kennis van een bijbehorend 
decodeeralgoritme de foutvector corrigeren en de oorspronkelijke bood­
schap bepalen. Een niet-geautoriseerde gebruiker kent bet decodeeral­
goritme niet en moet een veel complexer decodeerprobleem oplossen. 
De veiligheid van dit soort cryptosystemen hangt af van de complexiteit 
van dit laatste decodeerprobleem. 

De klasse van cryptosystemen, bestudeerd in dit proefschrift, wordt 
gekarakteriseerd door bet gebruik van lineaire foutverbeterende codes. 
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Belangrijkste voordelen van dit soort cryptosystemen zijn de hoge snel­
heden die kunnen worden bereikt met een lage systeemcomplexiteit 
[Sim92]. Voor een veiligheidsanalyse van dit soort cryptosystemen, be­
schrijft dit proefschrift een nieuw en universeel probabilistisch deco­
deeralgoritme. Voor dit decodeeralgoritme zijn de rekentijd, het geheu­
gengebruik en de asymptotische complexiteit volledig uitgewerkt. De 
complexiteit van het nieuwe decodeeralgoritme komt overeen met in­
formatie set decoderen. Het nieuwe decodeeralgoritme bezit op het 
moment, vergeleken met bekende universele decodeeralgoritmen, de 
laagste rekentijd en een minimaal geheugengebruik voor het genoemde 
decodeerprobleem. 

Met behulp van de in dit proefschrift verkregen resultaten is een 
gebied van waarden voor de codeparameters bepaald dat leidt tot on­
veilige cryptosystemen. Verder zijn de optimale codeparameters be­
rekend om de complexiteit van het decodeerprobleem voor de niet­
geautoriseerde gebruiker te maximaliseren. Drie onveilige digitale hand­
tekeningenschema's gebaseerd op lineaire foutverbeterende codes zijn 
gei.dentificeerd. Verder is voor een aantal verwante geheime sleutel 
cryptosystemen aangetoond dat ze niet de geclaimde cryptografische 
sterkte bezitten. 
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4. A digital c;ignal.itl'C ~->chcmc wlw~->e S(~cmit.y rdi(:s only on l.lt(~ Bollll(kd 

1-lard-Dccit-iion D<>coding ( BHD U) probkm do<~s 11 o1 ('X is1 .. 

G. A PNkoi!a.lldentiJication N11mhPr is a. PIN 1.h<i.1. will lLOL :-:tick. 

7. An a:--:ymnwtric cryptosystn1n is not ncu::-;sMily a. pnhlic-h:.v cryp1o:-;.ys­
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8. Security is a rna.n<L.f.}~mcnt problem. 
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In: .Jiru Ihvis, Cm:fidd pocket gJ. 

lO. '!'he fi!2;uro above is a generalized visuali;;;ation ol' the Blob given in [I]. 
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