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Chapter 1

## Introduction

### 1.1 Geometric networks

A network is, informally speaking, a collection of "objects" with certain "connections" between the objects. An obvious example of a network is a computer network. Here the objects are computers and there is a connection between two computers if there is a physical cable connecting them. Other obvious examples are road or railway networks. In the latter type of network the objects are the stations, and the connections are the tracks connecting the various stations.

There are also many other types of networks, however, where the connections do not necessarily have a physical realization. For example, in social sciences one studies social networks, where the objects could be people and two people are connected if they have a certain social relationship- see Figure 1.1. Another example is formed by biological networks such as neural networks, gene regulatory networks or protein-protein interaction networks- see Figure 1.2 ,

Sometimes networks can be rather small-the network in Figure 1.1 for example is quite small-but sometimes they can also be huge, like the Internet (which has more than 500 million hosts) and the webgraph-a graph whose nodes correspond to static pages on the web and whose arcs correspond to links between these pages-which has billions of pages that are connected by billions of links. For example, in 2003 Google search engine indexed 1.6 billions of URLs and this increased to 4.2 billions in 2004.

From these examples it is clear that networks form a fundamental model in a variety of application areas. It is not surprising therefore, that there has been a lot


Figure 1.1: The network of interactions between major characters in the novel Les Miserables by Victor Hugo, divided into 11 communities represented by different colors [NG04.
of research on designing, analyzing, and optimizing networks. The mathematical concept corresponding to networks are graphs. (In the sequel, we will use the terms graph and network interchangeably.) A graph $G$ is a pair $(V, E)$ where $V$ is a (usually finite) set of nodes and $E \subset V \times V$ is the set of connections between the nodes. Based on the network, we can make the graph (edge/vertex) weighted or directed/undirected. For example for a graph which models a road network, the weight of an edge can represent the length of the road. Also by making it directed we can show one-way or two-way roads.

In some applications it is relevant to assume that the set of vertices of the graph is a subset of a metric space and the weight of each edge in the graph is the distance between its endpoints. A metric space is defined as a set where a distance between elements of the set is defined. The distance function $\mathbf{d}$ (called a metric) should be non-negative, symmetric, have $\mathbf{d}(x, y)=0$ if and only if $x=y$, and satisfy the triangle inequality. Obviously any set of points in the plane with the Euclidean distance as a distance function makes a metric space. As a more complex example, for each graph $G(V, E)$ with positive edge weights, we can easily define a distance function (or metric) $\mathbf{d}$ such that ( $V, \mathbf{d}$ ) makes a metric space. To


Figure 1.2: A yeast protein interaction network [MS02].
this end, we define the distance between each pair $(u, v) \in V^{2}$ as the length of the shortest path between $u$ and $v$ in $G$. We call $(V, \mathbf{d})$ the metric space induced by the graph $G$.

A geometric network comes from adding geometry to a network. More precisely, if the vertex set of the network is a subset of $d$-dimensional Euclidean space, and the metric is the Euclidean metric, then the network is a geometric network. Geometric networks model naturally (at least approximately) many real-life networks, such as road networks, railway networks, and so on. In this case we can use geometric properties to design or analyze a network. In this thesis we always consider undirect geometric networks, unless explicitly stated otherwise.

## $1.2 t$-Spanners

When designing a network for a given set $V$ of points, several criteria can be taken into account. In many applications it is important to ensure a fast connection between every pair of points in $V$. For this it would be ideal to have a direct connection between every pair of points-the network would then be a complete graph-but in most applications this is unacceptable due to the high costs. This leads to the concepts of spanners, as defined below. Spanners were introduced by Peleg and Schäffer [PS89] in the context of distributed computing and by Chew Che86 in a geometric context.

Let $V$ be a subset of a metric space and for each $u$ and $v$ in $V$, let $\mathbf{d}(u, v)$ denote the distance between $u$ and $v$ in the metric space. The aim is to design a network which ensures a "fast" connection between each pair of points but with
a sub-quadratic number of edges. Note that the number of edges in the complete graph is quadratic in the number of vertices. To obtain a "good" graph with a sub-quadratic number of edges we have to allow a (hopefully short) detour between pairs of points. For example, instead of asking for a direct connection between each pair of points, we are allowed to have a small detour. The length of the detour is given by a real number $t>1$. Given the parameter $t$, a connection between $u$ and $v$ in the graph $G$ is "good" if the distance between $u$ and $v$ in the graph $G$, denoted by $\mathbf{d}_{G}(u, v)$, is at most $t$ times the distance between $u$ and $v$. We call such a path a $t$-path between $u$ and $v$ in the graph $G$. The ratio $\mathbf{d}_{G}(u, v) / \mathbf{d}(u, v)$ is called the dilation between $u$ and $v$ in $G$. A graph $G$ is a $t$-spanner of its vertex set if the dilation between each pair of vertices in $G$ is bounded by $t$. Figure 1.3 is an example of 1.5 -spanner on 532 US cities.


Figure 1.3: A 1.5 -spanner networks on 532 US cities NS07.

Here is the formal definition of $t$-spanner.

Definition 1.2.1 ( $t$-spanner of a point set) A graph $G(V, E)$ is a $t$-spanner of $V$, for a real number $t>1$, if for each pair of points $u, v \in V$, we have that

$$
\mathbf{d}_{G}(u, v) \leq t \cdot \mathbf{d}(u, v)
$$

The dilation, or stretch factor, of a network $G(V, E)$ is the minimum $t$ for which $G$ is a $t$-spanner of $V$. When a geometric graph satisfies the $t$-spanner condition, we call it a geometric $t$-spanner.

Intuitively, the $t$-spanner property is stronger than the graph connectivity property, i.e. we should not only have a path between each pair of points in the graph but also the length of the path should be close to the distance between the pair of points. The parameter $t$ decides how close the $t$-spanner approximates the complete graph. In other words, the closer $t$ is to one, the closer the $t$-spanner is to the complete graph.

We can easily extend Definition 1.2.1 to a $t$-spanner of a given graph. Recall that for any two vertices $u$ and $v$ in a graph $G$ with positive edge weights, $\mathbf{d}_{G}(u, v)$ denotes the distance between $u$ and $v$ in the graph $V$, that is, the length of the shortest path between $u$ and $v$ in $G$.

Definition 1.2.2 ( $t$-spanner of a graph) Let $G(V, E)$ be a graph with positive edge weights. A graph $G^{\prime}\left(V, E^{\prime}\right)$ on the same vertex set but with edge set $E^{\prime} \subseteq E$ is a $t$-spanner of $G$ if for each pair of vertices $u, v \in V$ we have that

$$
\mathbf{d}_{G^{\prime}}(u, v) \leq t \cdot \mathbf{d}_{G}(u, v)
$$

By comparing Definition 1.2 .1 and Definition 1.2 .2 one can see two differences. First, a $t$-spanner of a given graph $G$ is a subgraph of $G$. Therefore computing a $t$-spanner of a graph $G$ is sometimes called a pruning of $G$. The second difference is that, to check the $t$-spanner condition, the distance between each pair in the $t$-spanner is compared to the distance between them in the input graph. Note that in Definition 1.2 .2 it is not necessary that the vertices of the input graph belong to a metric space. Instead we use the metric space induced by the input graph to measure the distance between them.

A $t$-spanner on a point set $V$-which is subset of a metric space-can be seen as a $t$-spanner of the complete graph on $V$, denoted by $G_{\mathrm{c}}(V)$, where the weight of each edge in the complete graph is the distance between its endpoints.

The main question in designing $t$-spanners is whether spanners exist that have "good" properties. The desirable properties are the following:

Size: The number of edges in the graph. This is the most important measurement and generating spanners with a small, ideally near-linear, size is desirable. The fact that geometric spanners with a near-linear number of edges and small dilation exist has made the construction of spanners one of the fundamental tools in the development of approximation algorithms for geometrical problems.

Degree: The maximum number of edges incident to a vertex. This property has been shown to be useful in the development of approximation algorithms GLNS02a, Yao82 and for the construction of ad hoc networks $\mathrm{ALW}^{+} 03$, Li03] where small degree is essential in trying to develop fast localized algorithms.

Weight: The weight of a network $G(V, E)$ is the sum of the edge weights. (Recall that for geometric graphs the weight of an edge is simply the Euclidean distance between its two endpoints.) The best that can be achieved is a constant
times the weight of the minimum spanning tree, denoted $w t(M S T(V))$. Low weight spanners have found applications in areas such as metric space searching NP03, NPC02] - see Section 1.3.2-and broadcasting in communication networks FPZW04-see Section 1.3.3 Also, it has been used in the construction of several approximation algorithms, see CL00. RS98.

Spanner diameter: Defined as the smallest integer $\mathbb{D}$ such that for any pair of vertices $u$ and $v$ in $V$, there is a $t$-path in the graph between $u$ and $v$ containing at most $\mathbb{D}$ edges. For wireless ad hoc networks it is often desirable to have small spanner diameter since it determines the maximum number of times a message has to be transmitted in a network. If a graph has spanner diameter $\mathbb{D}$ then it is said to be a $\mathbb{D}$-hop network.

It has been shown that for any set $V$ of $n$ points in $\mathbb{R}^{d}$ and for any fixed $t>1$ there exists a $t$-spanner with $\mathcal{O}(n)$ edges, constant degree, and whose total weight is $\mathcal{O}(w t(M S T(V))$ DN97, NS07. Arya et al. AMS99] designed a randomized algorithm which generates a $t$-spanner of expected linear size and expected logarithmic spanner diameter.

Note that some of the above properties are competing, e.g., a graph with constant degree cannot have constant spanner diameter, and a graph with small spanner diameter cannot have a linear number of edges $\mathrm{ADM}^{+} 95$.

In most cases we are interested in $t$-spanners, where $t$ is close to 1 . More precisely, we are interested in schemes where we can specify any $t>1$ and then obtain a spanner of dilation $t$. To emphasize the fact that $t$ is close to 1 , we will sometimes speak about $(1+\varepsilon)$-spanners instead of $t$-spanners.

### 1.3 Why spanners?

Spanners for complete graphs as well as for arbitrary weighted graphs find applications in robotics, network topology design, distributed systems, design of parallel machines, and many other areas. Recently spanners found interesting practical applications in areas such as metric space searching NP03, NPC02 and broadcasting in communication networks ALW $^{+} 03$. FPZW04 Li03.

Several well-known theoretical results also use the construction of $t$-spanners as a building block. For example, Rao and Smith RS98 made a breakthrough by showing an optimal $\mathcal{O}(n \log n)$-time approximation scheme for the well-known Euclidean traveling salesperson problem, using $t$-spanners (or banyans). Similarly, Czumaj and Lingas CL00 showed approximation schemes for minimum-cost multi-connectivity problems in geometric graphs. The problem of constructing geometric spanners has received considerable attention from a theoretical perspective, see $\mathrm{ADD}^{+} 93, \mathrm{ADM}^{+} 95$, AMS99, BGM04, DHN93, DN97, DNS95, GLN02, Kei88, KG92, LL92 LNS02, Sal91 Vai91, the surveys Epp00, GK07 Smi00 and
the book by Narasimhan and Smid NS07. Note that significant research has also been done in the construction of spanners for general graphs, see for example, the book by Peleg Pel00 or the recent work by Elkin and Peleg EP04 and Thorup and Zwick TZ01. In this section we mention some of the applications of $t$-spanners.

### 1.3.1 Approximate minimum spanning tree

The problem of finding a minimum weight spanning tree (MST) of a given graph has recently attracted a lot of attention. There are linear time algorithms for computing MST in a randomized expected case model KKT95 or with the assumption that edge weight are integers FW94. For deterministic comparison-based algorithms, slightly superlinear bounds are known GGST86.

In the geometric case, for any dimension $d$, one can find a minimum spanning tree of a set of $n$ points in $\mathcal{O}\left(n^{2}\right)$ time by constructing the complete graph and computing all the edge weights (=pairwise distances) in $\mathcal{O}\left(n^{2}\right)$ time, and then running any MST algorithm (such as Prim's algorithm). Most of the faster algorithms for the geometric case use a simple idea: find a sparse subgraph of the complete graph which contains an MST, and then compute an MST of this sparse subgraph. In the plane, the Delaunay graph is the appropriate graph to use since it only has $\mathcal{O}(n)$ edges and can be constructed in $\mathcal{O}(n \log n)$ time SH75. It is not helpful in higher dimensions because the Delaunay graph can have a quadratic number of edges Eri01.

Salowe Sal91 showed that if $G^{\prime}$ is a (geometric) $t$-spanner of a graph $G$ and $w t(M S T(G))$ denotes the weight of the minimum spanning tree of $G$, then $w t\left(M S T\left(G^{\prime}\right)\right) \leq t \cdot w t(M S T(G))$. Using this result, we can use any (sparse) $t$-spanner of a graph to compute an approximate minimum spanning tree of the graph. For more details about approximating the minimum spanning tree see the survey by Eppstein Epp00.

### 1.3.2 Metric space searching

The problem of "approximate" proximity searching in metric spaces is to find the elements of a set which are "close" to a given query under some similarity criterion. Similarity searching has become a fundamental computational task in a variety of application areas, including multimedia information retrieval, pattern recognition, computer vision and biomedical databases. In such environments, an exact match has little meaning, and proximity/distance concepts (similarity/dissimilarity) are typically much more fruitful for searching. In all of these applications we have a metric which shows the similarity between objects. The smaller the distance is between two object, the more similar they are - see ZADB06 for more details.

A typical query $q$ is:

- find all elements in the database which are within distance $r$ from $q$.
- find the $k$ closest elements to $q$ in the database.

If the database contains $n$ elements, we can answer a query by performing $\mathcal{O}(n)$ distance computations. But evaluating distances is expensive and the goal is to reduce the number of distance evaluations. In general, there are several methods to reduce the number of distance evaluations, see the survey CNBYM01. A widely used technique for this is AESA Rui86. The main drawback of this technique is that it computes all pairwise distances and stores them in a matrix which requires a lot of space.

Navarro et al. NPC02 used a $t$-spanner as a data structure for metric space searching to reduce the space needed for the AESA. The key idea is to regard the $t$-spanner as an approximation of the complete graph of distances among the objects, and to use it as a compact device to simulate the large matrix of distances required by successful search algorithms such as AESA. The $t$-spanner property implies that we can use the shortest path in the $t$-spanner to estimate any distance with bounded error factor $t$.

They propose several $t$-spanner construction, update, and search algorithms and experimentally evaluated them. The experiments show that their technique is competitive against current approaches, and that it has a great potential for further improvements.

### 1.3.3 Broadcasting in communication networks

Wireless networks consist of a set of wireless devices (called nodes) which are spread over a geographical area. These nodes are able to perform processing as well as communicating with each other. The nodes can communicate via multihop wireless channels: a node can reach all nodes inside its transmission region while nodes far away from each other communicate through intermediate nodes. Wireless communication networks have applications in various situations such as emergency relief, environmental monitoring, and so on.

There are two common types of wireless networks: sink-based networks and ad hoc networks. In a sink-based network, like cellular wireless networks, there is one or multiple sink nodes which are in charge of collecting data from all nodes and managing the whole network. On the other hand, in ad hoc networks there are no such sink nodes and all nodes are equal in terms of communication and network management.

Energy consumption and network performance are the most critical issues in wireless ad hoc networks, because wireless devices are usually powered by batteries only and have limited computing capability and memory.

A wireless ad hoc network is modeled by a set $V$ of $n$ wireless nodes distributed in a two-dimensional plane. Each node has the same maximum transmission range $R$ which, by a proper scaling, we can assume that all nodes have the maximum transmission range to be equal to 1 . These wireless nodes define a unit disk graph, denoted by $U D G(V)$, in which there is an edge between two nodes if the Euclidean distance between them is at most 1 . The most common power-attenuation model in the literature claims that the power needed to support a link $(u, v)$ is $\|u v\|^{\beta}$, where $\|u v\|$ is the Euclidean distance between $u$ and $v$ and $\beta$ is a real constant between 2 and 5 depending on the wireless transmission environment. So the power consumption of a network is a function of the weight of the network. The minimum possible weight for a connected network is the weight of a minimum spanning tree, however, this might have low performance.

Several graph theoretical models are used to design ad hoc networks with low energy consumption and good performance - see Wat05. Using a low weight $t$-spanner of the unit disk graph is one of the ways-see ALW ${ }^{+} 03$. This gives us more flexibility to construct a network which has low energy consumption as well as good performance, like bounded degree. Note that in ad hoc networks, a network with small node degree, has a better chance to has small interference.

### 1.3.4 Proteins visualization

One of the most important open problems in bioinformatics is the problem of protein folding. A protein is a long chain of molecules called amino acids. In nature there exist 20 different amino acids and several experiments show that the 3D-structure of a protein is completely determined by the sequence of amino acids.

The protein-folding problem is the problem of determining the 3D-structure of a protein given its amino acid sequence. Various computational methods have been applied to tackle the protein-folding problem, with varying success. Among these are neural networks, approximation algorithms, metaheuristics, branch-andbound, distributed systems and computational geometry.

Nowadays, using high computing power and large scale storage, researchers are able to computationally simulate the protein-folding process in atomistic details. Such simulations often produce a large number of folding trajectories, each consisting of a series of 3D conformations of the protein under study. As a result, effectively managing and analyzing such trajectories is becoming increasingly important.

Recently, Russel and Guibas RG05 suggested using geometric spanners for mapping a simulation to a more discrete combinatorial representation. They apply geometric spanners to discover the proximity between different segments of a protein across a range of scales, and track the changes of such proximity over time. This makes the task of understanding and exploring the space of protein
motions easier. Using their structure it is possible to visualize proteins in motion which none of the commonly used software packages such as RasMol Ras, ProteinExplorer Mar02, or SPV GP97 have been able to achieve.

### 1.4 Thesis overview

In this thesis we consider several problems related to the design and analysis of geometric networks.

In Chapter 2, we introduce the concept of region-fault tolerant spanners for planar point sets, and prove the existence of region-fault tolerant spanners of small size. For a geometric graph $G$ on a point set $V$ and a region $F$, we define $G \ominus F$ to be what remains of $G$ after the vertices and edges of $G$ intersecting $F$ have been removed. A $\mathcal{C}$-fault tolerant t-spanner is a geometric graph $G$ on $V$ such that for any convex region $F$, the graph $G \ominus F$ is a $t$-spanner for $G_{\mathrm{c}}(V) \ominus F$, where $G_{\mathrm{c}}(V)$ is the complete geometric graph on $V$. Fault-tolerant spanners provide high levels of availability and reliability in network connections. These networks keep their good properties, even after some part of the network is destroyed e.g. by a natural disaster.

We prove that any set $V$ of $n$ points admits a $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner of size $\mathcal{O}(n \log n)$, for any constant $\varepsilon>0$; if adding Steiner points is allowed then the size of the spanner reduces to $\mathcal{O}(n)$, and for several special cases we show how to obtain region-fault tolerant spanners of size $\mathcal{O}(n)$ without using Steiner points. We also consider fault-tolerant geodesic t-spanners: this is a variant where, for any disk $D$, the distance in $G \ominus D$ between any two points $u, v \in V \backslash D$ is at most $t$ times the geodesic distance between $u$ and $v$ in $\mathbb{R}^{2} \backslash D$. We prove that for any point set $V$ we can add $\mathcal{O}(n)$ Steiner points to obtain a fault-tolerant geodesic $(1+\varepsilon)$-spanner of size $\mathcal{O}(n)$. These results are based on AdBFG07.

In applications-think of road networks, for instance-a spanner network is sometimes expanded by adding one or more extra connections. The main question is then how to do the expansion such that the resulting network is as good as possible. In Chapter 3 we study a problem of this type. In particular, we consider the problem of adding an edge to a given network such that the dilation of the resulting network is minimized. We present one exact algorithm and several approximation algorithms. The best approximation algorithm computes a $(2+\varepsilon)$-approximation of the optimal solution in $\mathcal{O}\left(n m+n^{2} \log n\right)$ time using $\mathcal{O}\left(n^{2}\right)$ space, where $n$ is the number of vertices and $m$ is the number of edges in the input network. For the special case, when the dilation of the input network is constant, we can improve the approximation factor to $1+\varepsilon$ and the running time to $\mathcal{O}\left(n^{2}\right)$. These results are based on FGG05a.

Chapter 4 studies the problem of dilation optimal edge deletion. More precisely we are given a geometric network in the plane and we want to find an edge in the network such that its removal minimizes, or maximizes, the dilation in the network. An obvious application is when we want to remove some connections in an existing network, e.g. due to budget consideration, and we want to know which edges should be removed to minimize the effect on the quality of the network. We solve the problem in the restricted case when the network is a simple cycle. A randomized algorithm is presented which, given a cycle on a set of $n$ points, computes in $\mathcal{O}\left(n \log ^{3} n\right)$ expected time, the edge of the cycle whose removal results in a polygonal path of smallest possible dilation. It is also shown that the edge whose removal gives a polygonal path of largest possible dilation can be computed in $\mathcal{O}(n \log n)$ time. If the input cycle is a convex polygon, the latter problem can be solved in $\mathcal{O}(n)$ time. Finally, it is shown that given a cycle $C$, for each edge $e$ of $C$, a $(1-\varepsilon)$-approximation to the dilation of the path $C \backslash\{e\}$ can be computed in $\mathcal{O}(n \log n)$ total time. These results are based on AFK ${ }^{+} 07$.

In Chapter 5 we present algorithms for computing the spanner diameter of a $t$-spanner. This is the first algorithm for computing spanner diameter of a $t$ spanner, to the best of our knowledge. The time complexity of the most efficient algorithm is $\mathcal{O}(\mathbb{D} \cdot m n)$, where $n$ is the number of vertices, $m$ is the number of edges and $\mathbb{D}$ is the spanner diameter of the input graph, and it requires $\mathcal{O}(n)$ space. We also compare the running time of the presented algorithms experimentally. These results are based on FG06.

The empirical study of algorithms is a rapidly growing research area. Implementing algorithms and testing their performance shows their efficiency in practice and bring the algorithms to the practical stage. In Chapter 6e experimentally study the performance and quality of the most common $t$-spanner algorithms for points in the Euclidean plane. The experiments are discussed and compared to the theoretical results and in several cases we suggest modifications that are implemented and evaluated. The quality measurements that we consider are the number of edges, the weight, the maximum degree, the spanner diameter and the number of crossings. We compare the running times of the algorithms and suggest some improvements. This is the first time an extensive comparison has been made between the construction algorithms of $t$-spanners. These results are based on FG05 and FG07.

Finally in Chapter 7 we conclude the thesis and state some open problems.

## Region-Fault Tolerant Spanners

### 2.1 Introduction

As we mentioned before, geometric networks have applications in VLSI design, telecommunications, robotics and distributed systems. The major issues with designing such a network are performance and reliability. The spanner concept captures the performance when short connections between the points are important. The main question is then whether spanners exist that have a small dilation and a small, ideally near-linear, number of edges. Other desirable properties of a spanner are for example that the total weight of the edges is small, or that the maximum degree is low. As discussed in the introduction, such spanners do indeed exist: it has been shown that for any set $P$ of $n$ points in the plane and for any fixed $\varepsilon>0$ there exists a $(1+\varepsilon)$-spanner with $\mathcal{O}(n / \varepsilon)$ edges, $\mathcal{O}(1 / \varepsilon)$ degree, and whose total weight is $\mathcal{O}\left(w t(M S T(P)) / \varepsilon^{4}\right)$, where $w t(M S T(P))$ is the weight of a minimum spanning tree of $P$ DN97, NS07].

Reliability is concerned with the fact that in many applications the nodes and/or links in a network may fail. In a computer network, for instance, nodes may fail because computers can crash, and in a road network links may fail because roads can become inaccessible due to accidents or maintenance. A network is reliable when it retains its good properties even after some nodes or links fail. With respect to spanners this means there should still be a short path between any two nodes in what remains of the spanner after the fault.

Fault-tolerant spanner were introduced by Levcopolous et al. LNS98. In this paper and a follow-up paper LNS02 they showed the existence of $k$-vertex (or: $k$-edge) fault-tolerant geometric spanners with $\mathcal{O}(n k \log n)$ edges. This was improved by Lukovszki Luk99, who presented a fault-tolerant spanner with $\mathcal{O}(n k)$ edges, which is optimal. Later Czumaj and Zhao CZ03] showed that a greedy approach produces a $k$-vertex (or: $k$-edge) fault-tolerant geometric $(1+\varepsilon)$-spanner with degree $\mathcal{O}(k)$ and total weight $\mathcal{O}\left(k^{2} \cdot w t(M S T(P))\right)$; these bounds are asymptotically optimal.

The papers on fault-tolerant spanners mentioned above all consider faults that can destroy an arbitrary collection of $k$ vertices or edges. For geometric spanners, however, it is natural to consider region faults: faults that do not destroy an arbitrary collection of vertices and edges, but faults that destroy all vertices and edges intersecting some geometric fault region. This is relevant, for instance, when the spanner models a road network and a natural (or other) disaster makes all the roads in some region inaccessible. This is the topic of this chapter: we study the existence of small spanners in the pland ${ }^{1}$ that are tolerant against region faults. Before we present our results, let us define region-fault tolerance more precisely.

Let $\mathcal{F}$ be a family of regions in the plane, which we call the fault regions. For a fault region $F \in \mathcal{F}$ and a geometric graph $\mathcal{G}$ on a point set $P$, we define $\mathcal{G} \ominus F$ to be the part of $\mathcal{G}$ that remains after the points from $P$ inside $F$ and all edges that intersect $F$ have been removed from the graph-see Figure 2.1 (For simplicity we assume that a region fault $F$ does not contain its boundary, i.e. only vertices and edges intersecting the interior of $F$ will be affected.)


Figure 2.1: The input graph $\mathcal{G}$ and a fault region $F$, the graph $\mathcal{G} \ominus F$, and the graph $\mathcal{G}_{\mathrm{c}}(P) \ominus F$.

Definition 2.1.1 An $\mathcal{F}$-fault tolerant $t$-spanner is a geometric graph $\mathcal{G}$ on $P$ such that for any region $F \in \mathcal{F}$, the graph $\mathcal{G} \ominus F$ is a $t$-spanner for $\mathcal{G}_{\mathrm{c}}(P) \ominus F$, where $\mathcal{G}_{\mathrm{c}}(P)$ is the complete geometric graph on $P$.

[^0]We are mainly interested in the case where $\mathcal{F}$ is the family $\mathcal{C}$ of convex sets ${ }^{2}$ We shall also consider the case where we are allowed to add Steiner points to the graph. In other words, instead of constructing a geometric network for $P$, we are allowed to construct a network for $P \cup Q$ for some set $Q$ of Steiner points. Then we say that a graph $\mathcal{G}$ on $P \cup Q$ is a $\mathcal{C}$-fault tolerant Steiner t-spanner for $P$ if, for any $F \in \mathcal{C}$ and any two points $u, v \in P \backslash F$, the distance between $u$ and $v$ in $\mathcal{G} \ominus F$ is at most $t$ times their distance in $\mathcal{G}_{\mathrm{c}}(P) \ominus F$.

We also study another variant of region-fault tolerance. In this variant we require that the distance between any two points $u, v$ in $\mathcal{G} \ominus F$ is at most $t$ times the geodesic distance between $u$ and $v$ in $\mathbb{R}^{2} \backslash F$. Note that the geodesic distance in $\mathbb{R}^{2} \backslash F$-that is, the length of a shortest path in $\mathbb{R}^{2} \backslash F$-is never more than the distance between $u$ and $v$ in $\mathcal{G}_{c}(P) \ominus F$. We call a spanner with this property an $\mathcal{F}$-fault tolerant geodesic $t$-spanner. It is not difficult to show that finite size $\mathcal{F}$-fault tolerant geodesic spanners do not exist unless we are allowed to use Steiner points. Even in the case of Steiner points, finite size $\mathcal{F}$-fault tolerant geodesic spanners do not exist when $\mathcal{F}$ is the family $\mathcal{C}$ of all convex sets. Hence, we restrict our attention to $\mathcal{D}$-fault tolerant geodesic spanners, where $\mathcal{D}$ is the family of disks in the plane.

We obtain the following results.

- In Section 2.2 we present a general method to convert a well-separated pair decomposition (WSPD) CK93 for $P$ into a $\mathcal{C}$-fault tolerant spanner for $P$. We use this method to obtain linear-size $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanners for points in convex position and for points distributed uniformly at random inside the unit square, and to obtain linear-size $\mathcal{C}$-fault tolerant Steiner $(1+\varepsilon)$-spanners for arbitrary point sets.
- In Section 2.4 we consider two special cases, fat triangulations and polygonal region faults with limited number of edge directions, for which linear-size $\mathcal{C}$-fault tolerant spanners can be obtained.
- In Section 2.5 we study small $\mathcal{C}$-fault tolerant (non-Steiner) spanners for arbitrary point sets. By combining a more relaxed version of the WSPD with ideas from $\Theta$-graphs Kei88, we show that any point set $P$ admits a $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner of size $\mathcal{O}(n \log n)$.
- In Section 2.6 we address a slightly different problem. Instead of designing a $\mathcal{C}$-fault tolerant spanner, it is also interesting to check whether an existing network is $\mathcal{C}$-fault tolerant or not. In Section 2.6 we give an algorithm which, given a graph $\mathcal{G}$, checks whether it is fault tolerant under convex region faults.

[^1]- In Section 2.7 we study the geodesic case. We show that for any set $P$ of $n$ points there exists a $\mathcal{D}$-fault tolerant geodesic Steiner $(1+\varepsilon)$-spanner with $\mathcal{O}(n)$ edges and $\mathcal{O}(n)$ Steiner points.


### 2.2 Constructing $\mathcal{C}$-fault tolerant spanners using the WSPD

In this section we show a general method to obtain a $\mathcal{C}$-fault tolerant spanner from a well-separated-pair decomposition of a point set $P$. Although in general the spanner can have $\Omega\left(n^{2}\right)$ edges, we show that for some special cases a smaller bound can be proven. We also show how to use the approach to obtain small Steiner spanners. Before we start we prove a general lemma showing that, when constructing $\mathcal{C}$-fault tolerant spanners, we can in fact restrict our attention to halfplane faults. This lemma will also be used in later sections. Let $\mathcal{H}$ be the family of half-planes in the plane.

Proposition 2.2.1 A geometric graph $\mathcal{G}$ on a set $P$ of points in the plane is a $\mathcal{C}$-fault tolerant $t$-spanner if and only if it is an $\mathcal{H}$-fault tolerant $t$-spanner.

Proof. Obviously a graph is $\mathcal{H}$-fault tolerant if it is $\mathcal{C}$-fault tolerant. To prove the other direction assume that $\mathcal{G}$ is an $\mathcal{H}$-fault tolerant $t$-spanner and that $F \in \mathcal{C}$ is an arbitrary convex region fault. We need to prove that between every pair of points $u, v \in P \backslash F$ there is a path in $\mathcal{G} \ominus F$ of length at most $t$ times the length of the shortest path in $\mathcal{G}_{c}^{\prime}=\mathcal{G}_{\mathrm{c}}(P) \ominus F$.

(a)

(b)

(c)

Figure 2.2: Illustration of the Proposition 2.2.1
If $u$ and $v$ are not connected in $\mathcal{G}_{c}^{\prime}$ we are done. Otherwise, let $\Pi(u, v)$ be a shortest path between $u$ and $v$ in $\mathcal{G}_{c}^{\prime}$, see Figure 2.2(a). We claim that for every edge $(p, q)$ in $\Pi(u, v)$ there is a path in $\mathcal{G} \ominus F$ of length at most $t \cdot\|p q\|$. Since the edge $(p, q)$ lies outside $F$ and $F$ is convex, there must be a half-plane $h$ that


Figure 2.3: Definition of well-separated pair.
contains $F$ but does not intersect $(p, q)$, see Figure 2.2(b) Since $\mathcal{G}$ is an $\mathcal{H}$-fault tolerant $t$-spanner there is a path $\Pi(p, q)$ between $p$ and $q$ in $\mathcal{G} \ominus h$ of length at most $t \cdot\|p q\|$. Furthermore, since $F \subset h$ the path $\Pi(p, q)$ also exists in $\mathcal{G} \ominus F$, see Figure 2.2(c) The claim and, hence, the lemma follows.

### 2.3 Well-separated pair decomposition

The well-separated pair decomposition (WSPD) was developed by Callahan and Kosaraju CK95. This powerful data structure has been used to solve a wide variety of geometric problems like $N$-body problems (used in astronomy, molecular dynamics, fluid dynamics and plasma physics), surface reconstruction [FR02] and many more applications. We briefly review this decomposition here because we will use it in the next chapters.

Definition 2.3.1 [K95] Let $s>0$ be a real number, and let $A$ and $B$ be two finite sets of points in $\mathbb{R}^{d}$. We say that $A$ and $B$ are well-separated with respect to $s$, if there are two disjoint d-dimensional balls $C_{A}$ and $C_{B}$, having the same radius, such that

1. $C_{A}$ contains $A$,
2. $C_{B}$ contains $B$, and
3. the minimum distance between $C_{A}$ and $C_{B}$ is at least $s$ times the radius of $C_{A}$-see Figure 2.3

The parameter $s$ will be referred to as the separation constant. The next lemma follows easily from Definition 2.3.1.

Lemma 2.3.2 CK95] Let $A$ and $B$ be two finite sets of points that are wellseparated with respect to $s$, let $x$ and $p$ be points of $A$, and let $y$ and $q$ be points of $B$. Then
(i) $\|x y\| \leq(1+4 / s) \cdot\|p q\|$, and
(ii) $\|p x\| \leq(2 / s) \cdot\|p q\|$.

Intuitively, by Lemma 2.3.2 if $A$ and $B$ are well-separated, then the distance between a point in $A$ and a point in $B$ is roughly the same as the distance between the two sets $A$ and $B$. Also the distance between a pair of points which both lie in one of the sets is much smaller than the distance between the two sets.

Definition 2.3.3 [CK95] Let $P$ be a set of $n$ points in $\mathbb{R}^{d}$, and let $s>0$ be a real number. A well-separated pair decomposition (WSPD) for $P$ with respect to $s$ is a sequence of pairs of non-empty subsets of $P,\left(A_{1}, B_{1}\right), \ldots,\left(A_{m}, B_{m}\right)$, such that

1. $A_{i}$ and $B_{i}$ are well-separated with respect to $s$, for $1 \leq i \leq m$.
2. for any two distinct points $p$ and $q$ of $P$, there is exactly one pair $\left(A_{i}, B_{i}\right)$ in the sequence, such that (i) $p \in A_{i}$ and $q \in B_{i}$, or (ii) $q \in A_{i}$ and $p \in B_{i}$,

The integer $m$ is called the size of the WSPD.
In other words, a well-separated pair decomposition of a point set $P$ consists of a set of well-separated pairs that cover all the pairs of distinct points, i.e., any two distinct points belong to the different sets of some pair.

Callahan and Kosaraju showed that for any point set in Euclidean space and for any constant $s>0$, there always exist a WSPD of size $m=\mathcal{O}\left(s^{d} n\right)$ and it can be computed in $\mathcal{O}\left(s^{d} n+n \log n\right)$ time. In the geometric problems, when we need all point pairs in a set, we can easily use a WSPD of the point set as an approximation with linear size.

### 2.3.1 Constructing a $\mathcal{C}$-fault tolerant spanner

Callahan and Kosaraju CK93 showed that the WSPD can be used to obtain a small $(1+\varepsilon)$-spanner. Similar ideas were used earlier by Salowe Sal91, Sal92] and Vaidya Vai88, Vai89, Vai91. To obtain the $(1+\varepsilon)$-spanner one simply computes a WSPD $\mathcal{W}$ with respect to $s:=4+8 / \varepsilon$, and then for each well-separated pair $(A, B) \in \mathcal{W}$ one adds an arbitrary edge connecting a point from $A$ to a point in $B$.

Unfortunately this construction is not $\mathcal{C}$-fault tolerant, because a fault $F$ can destroy the spanner edge that connects a pair $(A, B)$, while some other edges between $A$ and $B$ (which are not in the spanner) may survive the fault. Hence,
we need to add more than a single edge for $(A, B)$. Let $\mathrm{CH}(A)$ and $\mathrm{CH}(B)$ denote the convex hulls of $A$ and $B$, respectively. At first sight it seems that adding the two outer tangents of $\mathrm{CH}(A)$ and $\mathrm{CH}(B)$ to our spanner may lead to a $\mathcal{C}$-fault tolerant spanner, but this is not the case either. Instead, we will triangulate the region in between the two convex hulls in an arbitrary manner, as illustrated in Figure 2.4(a)


Figure 2.4: (a) Illustrating the construction of the WSPD-graph. (b) Points in convex position.

Let $E(A, B)$ be the set of edges in the triangulation added between $\mathrm{CH}(A)$ and $\mathrm{CH}(B)$, and let $\mathcal{G}$ be the obtained graph with edge set $\mathcal{E}:=\sum_{(A, B) \in \mathcal{W}} E(A, B)$. Note that any triangulation between $\mathrm{CH}(A)$ and $\mathrm{CH}(B)$ has the same number of edges. Throughout the chapter we will use the notation $|\cdot|$ to denote the number of elements in a set.

Lemma 2.3.4 The graph $\mathcal{G}$ is a $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner for $P$ of size $\sum_{(A, B) \in \mathcal{W}}|E(A, B)|$.

Proof. The size of the graph is obviously $\sum_{(A, B) \in \mathcal{W}}|E(A, B)|$, so it remains to show that it is a $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner. Now we observe that for any half-plane $h,\{(A \backslash h, B \backslash h):(A, B) \in \mathcal{W}\}$ is a WSPD for $P \backslash h$. Hence, by Proposition 2.2 .1 and the properties of the WSPD it is sufficient to show the following: Let $h$ be a half-plane fault, let $u, v$ be points not in $h$, and let $(A, B)$ be a pair with $u \in A$ and $v \in B$; then there is an edge $e \in E(A, B)$ between $\mathrm{CH}(A)$ and $\mathrm{CH}(B)$ that is outside $h$.

To see this we first prove that, given a point set $P$ and a triangulation $T$ of $P$, the graph $T \ominus h$ is connected for any half-plane $h$. Assume without loss of generality that $h$ is below and bounded by a horizontal line. Since any point of $P \backslash h$ not on the convex hull must have an edge connecting it to a point further away from $h$, we can walk from $p$ away from $h$ along edges of $T$ until we reach a point on the convex hull of $P$. Moreover, any two convex hull points in $P \backslash h$ can be connected by convex hull edges outside $h$. It follows that $T \ominus h$ is indeed connected.

Now consider any triangulation $T$ on $A \cup B$ that includes $E(A, B)$. Then $T \ominus h$ must be connected. Since $u, v \notin h$, and $u \in A$ and $v \in B$, this means there must be an edge $e \in E(A, B)$ outside $h$.

### 2.3.2 Linear-size spanners for special cases

The method described above can be used to get small $\mathcal{C}$-fault tolerant spanners for several special cases. For example, if $P$ is in convex position then $|E(A, B)| \leq 3$ for any pair $(A, B)$ in the decomposition, see Figure 2.4(b), so we get:

Theorem 2.3.5 For any set $P$ of $n$ points in convex position in the plane and any $\varepsilon>0$, there exists a $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner of size $\mathcal{O}\left(n / \varepsilon^{2}\right)$.

Next we show that we can also get a $\mathcal{C}$-fault tolerant spanner whose expected size is linear if the point set $P$ is generated by picking $n$ points uniformly at random in the unit square.

Lemma 2.3.6 Let $P$ be a set of $n$ uniformly distributed points in the unit square and $A$ be a sub-square of the unit square. Then the expected number of points on the convex hull of $P \cap A$ is $\mathcal{O}(\log (n \cdot \operatorname{area}(A)))$.

Proof. If $n$ points are uniformly distributed in the unit square then it is known that the expected number of points on the convex hull of the points is $\mathcal{O}(\log n)$ HP98, RS63.

Now let $X$ be the number of points on the convex hull of $P \cap A$ and let $Y:=|P \cap A|$. Clearly $\operatorname{EXP}[Y]=n \cdot \operatorname{area}(A)$. By the law of total expectation Ros98, Proposition 4.1] if $X$ and $Y$ are two random variables then

$$
\mathbf{E X P}[X]=\mathbf{E X P}[\mathbf{E X P}[X \mid Y]]
$$

therefore

$$
\begin{aligned}
\mathbf{E X P}[X] & =\mathbf{E X P}[\mathbf{E X P}[X \mid Y]] \\
& =\mathbf{E X P}[\mathcal{O}(\log (Y))] \\
& \leq \mathcal{O}(\log (\mathbf{E X P}[Y])) \quad \text { (Jensen's inequality }[\text { Ros98, p. 418]) } \\
& =\mathcal{O}(\log (n \cdot \operatorname{area}(A)))
\end{aligned}
$$

Now we combine the ideas from the previous section with Lemma 2.3.6 to construct a $(1+\varepsilon)$-spanner of the uniformly distributed point set $P$.

Theorem 2.3.7 Let $P$ be a set of $n$ points uniformly distributed in the unit square $U$. For any $\varepsilon>0$ there is a $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner of expected size $\mathcal{O}\left(n / \varepsilon^{2}\right)$ for $P$.

Proof. Construct a quadtree partitioning of $U$ into smaller and smaller squares, until each square has size (side length) roughly $1 / \sqrt{n}$. So the area of any leaf is
roughly $1 / n$ which means the expected number of points in a leaf region is $\mathcal{O}(1)$. The quadtree has $\mathcal{O}(n)$ leaves. Level $\ell$ of the quadtree corresponds to a regular subdivision of $U$ into squares of size $1 / 2^{\ell}$. One can show that there exists a WSPD $\mathcal{W}:=\left\{\left(A_{i}, B_{i}\right)\right\}_{i}$ of size $\mathcal{O}\left(n / \varepsilon^{2}\right)$ for $P$ such that for each $i$, the pair $\left(A_{i}, B_{i}\right)$ either corresponds to two squares at the same level, or $A_{i}$ and $B_{i}$ are both singleton points that lie in nearby cells (or the same cell) of the final subdivision. Moreover, if we denote by $n_{\ell}$ the number of pairs of the WSPD at level $\ell$ of the quadtree, then $n_{\ell}=\mathcal{O}\left(2^{2 \ell} / \varepsilon^{2}\right)$. The existence of a WSPD with these properties follows rather directly from the results of Fischer and Har-Peled FHP05. For completeness we briefly sketch an argument for our setting.

For a node $\nu$ of the quadtree, let $P(\nu)$ denote the subset of points from $P$ inside the square corresponding to $\nu$. Consider a level $\ell$ of the quadtree. For each pair of nodes $\nu, \nu^{\prime}$ at level $\ell$ such that the point sets $P(\nu)$ and $P\left(\nu^{\prime}\right)$ are well-separated while the point sets of the parents of $\nu$ and $\nu^{\prime}$ are not well-separated, we put the pair $\left(P(\nu), P\left(\nu^{\prime}\right)\right)$ into the WSPD. In addition, for each pair of leaf nodes $\mu, \mu^{\prime}$ such that $P(\mu)$ and $P\left(\mu^{\prime}\right)$ are not well-separated, we put a pair $(\{p\},\{q\})$ into the WSPD for every pair $p \in P(\mu)$ and $q \in P\left(\mu^{\prime}\right)$. It is easy to verify that this indeed defines a WSPD. The bound on the number of pairs added for each level follows from a standard packing argument.

Now consider a square $\sigma$ at level $\ell$. By Lemma 2.3.6, because the area of $\sigma$ is $1 / 2^{2 \ell}$, the expected size of the convex hull of the points in $\sigma$ is $\mathcal{O}\left(\log \left(n / 2^{2 \ell}\right)\right)$.

If $(A, B)$ is an arbitrary pair in $\mathcal{W}$ which appears at level $\ell$ of the quadtree then

$$
\begin{aligned}
\operatorname{EXP}[|E(A, B)|] & \leq \mathbf{E X P}[|\mathrm{CH}(A)|+|\mathbf{C H}(B)|] \\
& =\mathbf{E X P}[|\mathrm{CH}(A)|]+\mathbf{E X P}[|\mathrm{CH}(B)|] \\
& =\mathcal{O}\left(\log \left(n / 2^{2 \ell}\right)\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\operatorname{EXP}\left[\sum_{\left(A_{i}, B_{i}\right) \in \mathcal{W}}\left|E\left(A_{i}, B_{i}\right)\right|\right] & =\sum_{\left(A_{i}, B_{i}\right) \in \mathcal{W}} \mathbf{E X P}\left[\left|E\left(A_{i}, B_{i}\right)\right|\right] \\
& =\sum_{\ell=1}^{\frac{1}{2} \log n} \mathcal{O}\left(n_{\ell} \log \left(n / 2^{2 \ell}\right)\right) \\
& =\sum_{\ell=1}^{\frac{1}{2} \log n} \mathcal{O}\left(\left(2^{2 \ell} / \varepsilon^{2}\right) \log \left(n / 2^{2 \ell}\right)\right) .
\end{aligned}
$$

To bound this summation, we set $m:=\frac{1}{2} \log n$ and we get:

$$
\begin{aligned}
\sum_{\ell=1}^{\frac{1}{2} \log n} 2^{2 \ell} \log \left(n / 2^{2 \ell}\right) & =\sum_{\ell=1}^{m} 2^{2 \ell}(2 m-2 \ell) \\
& =2 \sum_{\ell=1}^{m} 2^{2 \ell}(m-\ell) \\
& \left.=2 \sum_{k=0}^{m-1} 2^{2(m-k)} \cdot k \quad \quad \quad \text { (by setting } k=m-\ell\right) \\
& =2^{2 m+1} \sum_{k=0}^{m-1} \frac{k}{2^{2 k}} \\
& \leq 2^{2 m+1} \sum_{k=0}^{\infty} \frac{k}{2^{2 k}} \\
& =\mathcal{O}(n)
\end{aligned}
$$

Hence the expected size of the generated $(1+\varepsilon)$-spanner is $\mathcal{O}\left(n / \varepsilon^{2}\right)$.

### 2.3.3 $\mathcal{C}$-fault tolerant Steiner spanners

Above we showed that the WSPD can be used to construct $\mathcal{C}$-fault tolerant spanners of small size when the points are in convex position or uniformly distributed. For arbitrary point sets, however, the size of the spanner may be $\Omega\left(n^{2}\right)$. In this section we will show that if we are allowed to add Steiner points, we can always use the above method to get a linear-size spanner:

Theorem 2.3.8 For any set $P$ of $n$ points in the plane and any $\varepsilon>0$, one can construct a $\mathcal{C}$-fault tolerant Steiner $(1+\varepsilon)$-spanner of size $\mathcal{O}\left(n / \varepsilon^{2}\right)$ by adding at most $4(n-1)$ Steiner points.

The idea is to add a set $Q$ of Steiner points to $P$ such that $|E(A, B)|=\mathcal{O}(1)$ for any pair $(A, B)$ in the WSPD of $P \cup Q$. Then the theorem immediately follows from Lemma 2.3.4

Our method is based on the WSPD construction by Fisher and Har-Peled FHP05. Their construction uses a compressed quadtree, which is defined as follows.

Let $\mathcal{T}(P)$ be the quadtree on $P$. We denote the square corresponding to a node $\nu \in \mathcal{T}(P)$ by $\sigma(\nu)$, and the subset of points from $P$ inside $\sigma(\nu)$ by $P(\nu)$. When some of the points are very close together, a quadtree can have superlinear size. A
compressed quadtree $\mathcal{T}^{*}(P)$ for $P$ therefore removes internal nodes $\nu$ from $\mathcal{T}(P)$ for which all points from $P$ lie in the same quadrant of $\sigma(\nu)$. A compressed quadtree has at most $n-1$ internal nodes. Fisher and Har-Peled FHP05] show that one can obtain a WSPD of size $\mathcal{O}\left(s^{2} n\right)$ for $P$ that consists of pairs $\left(P\left(\nu_{1}\right), P\left(\nu_{2}\right)\right)$ where $\nu_{1}$ and $\nu_{2}$ are nodes in $\mathcal{T}^{*}(P)$.

The set $Q$ of Steiner points that we use is defined as follows. Let $\mathcal{T}^{*}(P)$ be a compressed quadtree for $P$. Without loss of generality, we may assume that no point from $P$ lies on any of the splitting lines. For each internal node $\nu$ of $\mathcal{T}^{*}(P)$, we add the four corner points of $\sigma(\nu)$ to $Q$. To avoid degenerate cases, we slightly move each point into the interior of $\sigma(\nu)$. Note that two (or more) squares $\sigma\left(\nu_{1}\right)$ and $\sigma\left(\nu_{2}\right)$ may share, for instance, their top right corner. In this case we add the (slightly shifted) corner point only once. The resulting set $Q$ has size at most $4(n-1)$. The next lemma finishes the proof of Theorem 2.3.8.


Figure 2.5: Illustration for the proof of Lemma 2.3.9

Lemma 2.3.9 Let $\mathcal{T}^{*}(\bar{P})$ be a compressed quadtree for $\bar{P}:=P \cup Q$, where the initial bounding square $U$ is the same as for $\mathcal{T}^{*}(P)$, and let $\nu$ be an internal node of $\mathcal{T}^{*}(\bar{P})$. Then $\mathrm{CH}(\bar{P}(\nu))$ has at most four vertices.

Proof. If the square $\sigma(\nu)$ contains zero or one point from $P$ then at most one Steiner point has been added inside $\sigma(\nu)$, and the lemma is true. If $\sigma(\nu)$ contains two or more points then there are two cases, both illustrated in Figure 2.5

Let $\mu$ be the node of $\mathcal{T}^{*}(P)$ such that $P(\mu)=\bar{P}(\nu) \cap P$. Note that the four shifted corners of $\sigma(\mu)$ were added as Steiner points to $Q$. If $\sigma(\mu)=\sigma(\nu)$ then $\mathrm{CH}(\bar{P}(\nu))$ is a square. Otherwise, $\sigma(\mu) \subset \sigma(\nu)$. In this case $\mathrm{CH}(\bar{P}(\nu))$ is formed by three of the four corners of $\sigma(\mu)$ together with the unique corner of $\sigma(\nu)$ that generated a Steiner point at some ancestor of $\nu$ in $\mathcal{T}^{*}(P)$, see Figure 2.5 Hence, in this case $\mathrm{CH}(\bar{P}(\nu))$ has four vertices as well.

### 2.4 Special cases

In this section we present algorithms for constructing fault tolerant spanners in two special cases. In Section 2.4.1 we give an algorithm that construct a $\mathcal{C}$-fault tolerant spanner for any point set which admits a fat triangulation. Then, in Section 2.4.2 we construct spanners which are fault tolerant under more limited region faults.

### 2.4.1 $\mathcal{C}$-fault tolerant fat triangulations

We call a triangulation of a point set $\alpha$-fat if all its triangles are $\alpha$-fat or, in other words, if all angles in the triangulation are at least $\alpha$. Karavelas and Guibas KG01 showed that any $\alpha$-fat triangulation $T$ of a point set $P$ is a $2 \alpha$-spanner for $P$. To make the spanner $\mathcal{C}$-fault tolerant, we add some extra edges: we add an edge between every pair of points $u, v \in P$ such that there is a path between $u$ and $v$ in $T$ consisting of two edges.

Theorem 2.4.1 Let $P$ be a set of $n$ points in the plane and let $T$ be a $\alpha$-fat triangulation of $P$. Then we can augment $T$ with a set of $\mathcal{O}(n / \alpha)$ extra edges such that the resulting geometric graph is a $\mathcal{C}$-fault tolerant $2 \alpha$-spanner.

Proof. We connect each node $v$ to all other nodes within two steps from $v$. In other words we add an edge between each pair of points connected by a path of two edges. Let $T^{\prime}$ be the result. Obviously we add at most $\sum_{v} D \cdot \operatorname{deg}(v)$ edges, where $D$ is the maximum degree in the triangulation $T$ and $\operatorname{deg}(v)$ is the degree of the node $v$ of $T$. Since for each triangulation $\sum_{v} \operatorname{deg}(v) \leq 6 n$ we add $\mathcal{O}(D \cdot n)$ edges to the triangulation $T$. Note that $D=\mathcal{O}(1 / \alpha)$ since $T$ is a $\alpha$-fat triangulation.

Now the claim is that $T^{\prime}$ is a $\mathcal{C}$-fault tolerant $2 \alpha$-spanner. Using Proposition 2.2.1], it suffices to show that $T^{\prime}$ is an $\mathcal{H}$-fault tolerant $2 \alpha$-spanner. Let $h$ be an arbitrary half-plane and $p, q \in P \backslash h$ be two arbitrary points. Karavelas and Guibas KG01, Theorem 2.1] proved that there exist a $2 \alpha$-path $\Pi(p, q)$ between $p$ and $q$ in $T$ zig-zagging above and below the line connecting $p$ to $q$-see Figure 2.6(a) Note that all the edges in this path intersect the segment between $p$ and $q$.

If all the nodes on $\Pi(p, q)$ lies outside $h$ we are done. Otherwise assume $p^{\prime} \in \Pi(p, q)$ lies inside $h$ and let $q_{1}$ and $q_{2}$ be the other endpoints of the two edges on $\Pi(p, q)$ incident to $p^{\prime}$-see Figure 2.6(b) Since the segment $p q$ lies outside $h$ and any edge on $\Pi(p, q)$ intersect $p q$, the points $q_{1}$ and $q_{2}$ lie outside $h$. Because we added edges between pairs within two steps-the dashed edges in Figure 2.6(b) we can replace the two fat edges $\left(p^{\prime}, q_{1}\right)$ and ( $p^{\prime}, q_{2}$ ) with $\left(q_{1}, q_{2}\right)$. This way we can obtain a path that stays outside $h$ and with length at most the length of $\Pi(p, q)$.


Figure 2.6: Illustration for the proof of Theorem 2.4.1

### 2.4.2 Limited boundary directions

Now we put some limitation on the region faults. Let $\mathcal{H}^{\prime}$ be a family of half-planes with at most $k$ boundary directions. By the following procedure, which uses the WSPD, we can make an $\mathcal{H}^{\prime}$-fault tolerant $(1+\varepsilon)$-spanner of each point set $P$ of $n$ points with $\mathcal{O}\left(k n / \varepsilon^{2}\right)$ size.

Let $\left\{d_{i}\right\}_{i=1}^{k}$ be the set of directions where the boundary of each half-plane in $\mathcal{H}^{\prime}$ is parallel to one of $d_{i}$ 's. For each $1 \leq i \leq k$ assume $d_{i}^{(1)}$ and $d_{i}^{(2)}$ are the two directions perpendicular to $d_{i}$. To construct a $\mathcal{H}^{\prime}$-fault tolerant spanner we compute a WSPD of the point set with respect to $s:=\frac{4(\varepsilon+2)}{\varepsilon}$. Then for each pair $(A, B)$ in the WSPD and for each direction $d_{i}$, we add two edges, one between the extreme point of $A$ and $B$ in direction $d_{i}^{(1)}$ and the other between the extreme points of $A$ and $B$ in direction $d_{i}^{(2)}$. See Algorithm 2.4.1] for more details.

```
Algorithm 2.4.1: Bounded-Boundary-Directions
    Input: \(P, \varepsilon>0\) and a set of directions \(\left\{d_{i}\right\}_{i=1}^{k}\).
    Output: \(\mathcal{H}^{\prime}\)-fault tolerant \((1+\varepsilon)\)-spanner \(\mathcal{G}=(P, \mathcal{E})\).
    \(\mathcal{W}:=\mathrm{WSPD}\) of \(P\) w.r.t. \(s:=\frac{4(\varepsilon+2)}{\varepsilon}\);
    foreach \((A, B) \in \mathcal{W}\) do
        for \(i:=1,2, \ldots, k\) do
            Add an edge between extreme points of \(A\) and \(B\) in direction \(d_{i}^{(1)}\);
            Add an edge between extreme points of \(A\) and \(B\) in direction \(d_{i}^{(2)}\);
        end
    end
    return \(\mathcal{G}\);
```

Theorem 2.4.2 Let $P$ be a set of $n$ points the plane and $\mathcal{H}^{\prime}$ be a family of halfplanes with at most $k$ boundary directions. Then for each $\varepsilon>0$, we can construct an $\mathcal{H}^{\prime}$-fault tolerant $(1+\varepsilon)$-spanner of size $\mathcal{O}\left(k n / \varepsilon^{2}\right)$ in $\mathcal{O}\left((n \log n+k n) / \varepsilon^{2}\right)$ time.

Proof. Obviously we add at most $2 k$ edges for each pair in WSPD and therefore the size of the graph is $\mathcal{O}\left(k n / \varepsilon^{2}\right)$. Also the time complexity of the algorithm is straight forward. Therefore to complete the proof, we show that the graph generated by Algorithm 2.4.1] is $\mathcal{H}^{\prime}$-fault tolerant. To show this, it is sufficient to show that for each $h \in \mathcal{H}^{\prime}$ and any $(A, B)$ in the WSPD which is situated partially outside $h$, we have an edge outside $h$ which connect $A$ to $B$.

Since $A$ and $B$ are partially outside $h$, the extreme points of them in at least one of the directions perpendicular to the boundary of $h$ is outside $h$. This means that the edges between the extreme points, which are added by the algorithm, lies outside $h$.

Remark 2.4.3 At first it may seem that we can generalize the results to any family of convex polygons with bounded number of edge directions (for example axisparallel polygons). However as you can see in Figure 2.7 this is not the case.


Figure 2.7: Counterexample for axis-parallel polygonal faults.

## 2.5 $\mathcal{C}$-fault tolerant spanners for arbitrary point sets

In this section we consider the problem of constructing a sparse $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner for an arbitrary set $P$ of $n$ points in the plane without using Steiner points. The method that was described in the previous section does not guarantee a small spanner in general. Here we will describe a method that is guaranteed to result in a spanner of size $\mathcal{O}(n \log n)$.

Throughout this section $d(\cdot, \cdot)$ denotes the (Euclidean) shortest distance between two objects (points, disks, etc.), and radius $(D)$ denotes the radius of a disk $D$.

### 2.5.1 SSPDs and fault-tolerant spanners

The problem with the WSPD in our application is that, even though the number of pairs in the WSPD is $\mathcal{O}(n)$, the total number of points over all the pairs can be $\Theta\left(n^{2}\right)$. Therefore we will introduce a relaxed version of the WSPD, the SSPD.

Definition 2.5.1 Let $A$ and $B$ be two sets of points in the plane, and let $s>0$ be a constant. We say that $A$ and $B$ are semi-separated with respect to separation constant $s$ if there are two disjoint disks $D_{A}$ and $D_{B}$, such that
(i) $D_{A}$ contains $A$ and $D_{B}$ contains $B$,
(ii) $d\left(D_{A}, D_{B}\right) \geq s \cdot \min \left(\operatorname{radius}\left(D_{A}\right), \operatorname{radius}\left(D_{B}\right)\right)$.

Thus we allow the balls $D_{A}$ and $D_{B}$ to be of different sizes and we only require that the distance between the disks is large relative to the smaller disk. Note that using the same notations we can reformulate the definition of well-separated with respect to $s$ as $d\left(D_{A}, D_{B}\right) \geq s \cdot \max \left(\operatorname{radius}\left(D_{A}\right), \operatorname{radius}\left(D_{B}\right)\right)$.

We now define our SSPD.
Definition 2.5.2 Let $P$ be a set of $n$ points in the plane and let $s>0$ be a real number. A semi-separated pair decomposition (SSPD) for $P$ with respect to $s$ is a collection $\left\{\left(A_{1}, B_{1}\right), \ldots,\left(A_{m}, B_{m}\right)\right\}$ of pairs of non-empty subsets of $P$ such that

1. $A_{i}$ and $B_{i}$ are semi-separated with respect to $s$, for all $i=1, \ldots, m$.
2. for any two distinct points $p$ and $q$ of $P$, there is exactly one pair $\left(A_{i}, B_{i}\right)$ in the collection, such that (i) $p \in A_{i}$ and $q \in B_{i}$ or (ii) $q \in A_{i}$ and $p \in B_{i}$.

The weight of a set $A$, denoted by $|A|$, is defined as the number of points in $A$, the weight of a semi-separated pair $(A, B)$ is the sum of the weights of $A$ and $B$, and the weight of an SSPD is the total weight of all the pairs. Later we will prove that it is possible to compute an SSPD of weight $\mathcal{O}(n \log n)$. First, however, we will show how to use the SSPD to obtain a $\mathcal{C}$-fault tolerant spanner. The idea is to add edges to the spanner for each pair in the SSPD. Because the pairs in an SSPD are only semi-separated, however, adding a single edge for every pair does not necessarily lead to a good spanner. Therefore we use an idea that is also used in the construction of $\Theta$-graphs Cla87. Kei88.

Consider a pair $(A, B)$ in an SSPD for $P$. Then there exist two disjoint disks $D_{A}$ and $D_{B}$ that contain $A$ and $B$ respectively, and for which

$$
d\left(D_{A}, D_{B}\right) \geq s \cdot \min \left(\operatorname{radius}\left(D_{A}\right), \operatorname{radius}\left(D_{B}\right)\right)
$$

Assume without loss of generality that $\operatorname{radius}\left(D_{A}\right) \leq \operatorname{radius}\left(D_{B}\right)$, and let $o_{A}$ denote the center of $D_{A}$-see Figure 2.8(a) The set $E(A, B)$ of edges added to the spanner for the pair $(A, B)$ is found as follows.


Figure 2.8: (a) The cones of angle at most $\theta$ defined with respect to $o_{A}$ and $A$.
(b) Illustration for the proof that $q_{j}$ is outside $\mathrm{CH}\left(A \cup\left\{q_{1}, \ldots, q_{j-1}\right\}\right)$.

1. Partition the plane into $k:=\lceil 2 \pi / \theta\rceil$ cones $C_{1}, \ldots, C_{k}$, all with apex at $o_{A}$ and with interior angle at most $\theta$, where $\theta$ is a suitable constant to be specified later. Let $B^{(i)}:=B \cap C_{i}$ denote the subset of points from $B$ inside the cone $C_{i}$; here we assume without loss of generality that no point lies on the boundary between two cones.
2. Let $\mathrm{CH}(A)$ be the convex hull of $A$. For each $B^{(i)}$, we sort the points in $B^{(i)}$ in order of increasing distance to $o_{A}$. Let $q_{1}, q_{2}, \ldots$ denote the sorted list of points. We process each point $q_{j}$ in order as follows. Let $\operatorname{CH}\left(A^{\prime}\right)$ be the convex hull of the set $A^{\prime}=A \cup\left\{q_{1}, \ldots, q_{j-1}\right\}$. We add all edges between $q_{j}$ and the vertices of $A$ on $\mathrm{CH}\left(A^{\prime}\right)$ for which the edge does not intersect $\mathrm{CH}\left(A^{\prime}\right)$. Next we update $\mathrm{CH}\left(A^{\prime}\right)$ by adding the point $q_{j}$. After processing all points $q_{i} \in B^{(i)}$, we have produced a set $E\left(A, B^{(i)}\right)$ of edges. The set $E(A, B)$ is simply $\cup_{1 \leq i \leq k} E\left(A, B^{(i)}\right)$.

Note that in step 2 for each $j$, the point $q_{j}$ is outside $\mathrm{CH}\left(A \cup\left\{q_{1}, \ldots, q_{j-1}\right\}\right)$. To show this assume that $q_{j}$ is inside $\mathrm{CH}\left(A^{\prime}\right)$, for $A^{\prime}=A \cup\left\{q_{1}, \ldots, q_{j-1}\right\}$. The ray from $o=o_{A}$ to $q_{j}$ intersects an edge of $\mathrm{CH}\left(A^{\prime}\right)$-see Figure 2.8(b) Let $a$ and $b$ be the endpoints of this edge. Note that $q_{j}$ lies inside $\triangle o a b$. On the other hand, $a, b \in A \cup\left\{q_{1}, \ldots, q_{j-1}\right\}$ and therefore $|o a| \leq\left|o q_{j}\right|$ and $|o b| \leq\left|o q_{j}\right|$. This contradicts the fact that $q_{j}$ is inside $\triangle o a b$.

By construction the edges that we are adding to $E\left(A, B^{(i)}\right)$ do not cross. Since the number of sets $B^{(i)}$ is $\mathcal{O}(1 / \theta)$ and $\sum\left|B^{(i)}\right|=|B|$, we have:

Lemma 2.5.3 $|E(A, B)|=\mathcal{O}(|A| / \theta+|B|)$.
To prove that the approach generates a fault-tolerant spanner, we need the following lemma. Consider the ordered set $B^{(i)}$ of the points in $B$ inside the cone $C_{i}$.

Lemma 2.5.4 Let $h$ be a half-plane fault such that both $A$ and $B^{(i)}$ have at least one point outside $h$. Of all the points in $B^{(i)}$ outside $h$, let $q_{j}$ be the one with minimum distance to $o_{A}$. There is an edge in $E\left(A, B^{(i)}\right)$ connecting $q_{j}$ to a point $p \in A$ outside $h$.

Proof. By assumption, $q_{j}$ is outside $h$ and there is at least one point from $A$ outside $h$. On the other hand, by the choice of $q_{j}$, the points $q_{1}, \ldots, q_{j-1}$ are all inside $h$. As mentioned before, $q_{j}$ is outside $\mathrm{CH}\left(A \cup\left\{q_{1}, \ldots, q_{j-1}\right\}\right)$ and therefore $q_{j}$ is a vertex of $\mathrm{CH}\left(A \cup\left\{q_{1}, \ldots, q_{j}\right\}\right)$. Let $a$ and $b$ be the neighbors of $q_{j}$ on $\mathrm{CH}\left(A \cup\left\{q_{1}, \ldots, q_{j}\right\}\right)$. We have two cases:

Case 1: $a$ or $b$ lies outside $h$. In this case we are done because that neighbor belongs to $A$.

Case 2: $a$ and $b$ are inside $h$. If we extend the edges $\left(q_{j}, a\right)$ and $\left(q_{j}, b\right)$ then the cone with apex at $q_{j}$ contains $A \cup\left\{q_{1}, \ldots, q_{j-1}\right\}$. By assumption there exists at least one point of $A$ outside $h$ and therefore there is at least one point $p \in A$ such that $p \notin h$ and $p$ lies on the convex hull $\mathrm{CH}\left(A \cup\left\{q_{1}, \ldots, q_{j-1}\right\}\right)$-see Figure 2.9 The point $p$ is visible from $q_{j}$ because all the points on $\mathrm{CH}\left(A \cup\left\{q_{1}, \ldots, q_{j-1}\right\}\right)$ which are on the side of line $(a, b)$ containing $q_{j}$ are visible from $q_{j}$. Hence there is an edge connecting $q_{j}$ to $p$ and so we are done.


Figure 2.9: Illustrating the proof of Lemma 2.5.4

Let $\mathcal{G}$ be the graph obtained after applying the above procedure to every pair $(A, B)$ in the SSPD for the point set $P$. Next we prove that $\mathcal{G}$ is a $(1+\varepsilon)$-spanner if we choose the separation constant $s$ and the angle $\theta$ suitably and, moreover, that it is $\mathcal{C}$-fault tolerant. For this we will need the following condition on the structure of the SSPD (which will be satisfied by the SSPD we will construct later).

Monotonicity condition: Suppose $p, q$ are two points that are in the same set $X$ of some pair $\left(A_{i}, B_{i}\right)$ of the SSPD - thus $X=A_{i}$ or $X=B_{i}$-and let $\left(A_{j}, B_{j}\right)$ be the unique pair in the SSPD such that $p \in A_{j}$ and $q \in B_{j}$, or $p \in B_{j}$ and $q \in A_{j}$. Then the weights of $A_{j}$ and $B_{j}$ are both less than the weight of $X$.

Lemma 2.5.5 If $\theta$ is chosen such that $\cos \theta-\sin \theta>1 / t$ and the separation constant $s$ of the SSPD is taken as $s:=\frac{3 t+1}{(\cos \theta-\sin \theta) t-1}$, then the graph $\mathcal{G}$ is an $\mathcal{H}$-fault tolerant $t$-spanner.

Proof. Let $h$ be an arbitrary half-plane. To prove the lemma we must show that for each pair of points $p, q \in P$ outside $h$ there is a $t$-path connecting them in $\mathcal{G} \ominus h$. According to the definition of the SSPD there exists a semi-separated pair $(A, B)$ such that $p \in A$ and $q \in B$ (or vice versa). The proof is done by induction on the maximum weight of $A$ and $B$.

Base case: If the maximum weight of $A$ and $B$ is 1 , then both sets are singletons and therefore we must have an edge between them.

Induction hypothesis: Assume that the lemma holds for all points in pairs whose maximum weight is less than $k$, for some $k>1$.

Induction step: Suppose the maximum weight of $A$ and $B$ is $k$. Let $D_{A}$ and $D_{B}$ be two disks containing $A$ resp. $B$ such that

$$
d\left(D_{A}, D_{B}\right) \geq s \cdot \min \left(\operatorname{radius}\left(D_{A}\right), \operatorname{radius}\left(D_{B}\right)\right)
$$

and assume without loss of generality that $\operatorname{radius}\left(D_{A}\right) \leq \operatorname{radius}\left(D_{B}\right)$. Let $o=o_{A}$ denote the center of $D_{A}$.


Figure 2.10: Illustrating the proof of Lemma 2.5.5
Let $C_{i}$ be the cone with apex $o$ that contains $q$. Let $q^{\prime}$ be the point in $B^{(i)} \backslash h$ closest to $o$. According to Lemma 2.5.4 there is an edge between $q^{\prime}$ and some point $p^{\prime}$ in $A$ outside $h$-see Figure 2.10. By the induction hypothesis, which we may apply because of the monotonicity condition, there are $t$-paths from $p$ to $p^{\prime}$ and from $q^{\prime}$ to $q$ in $\mathcal{G} \ominus h$. By connecting these paths using the edge ( $p^{\prime}, q^{\prime}$ ) we obtain a path $\Pi$ in $\mathcal{G} \ominus h$. Next we prove that $\Pi$ is a $t$-path between $p$ and $q$. Set $r:=\operatorname{radius}\left(D_{A}\right)$ and $\lambda:=\cos \theta-\sin \theta$. Note that $\|x y\|$ denote the (Euclidean) distance between points $x$ and $y$.

Consider the triangle $\triangle o q q^{\prime}$. Since $\angle q o q^{\prime} \leq \theta$, we have

$$
\left\|q q^{\prime}\right\| \leq\|o q\|-(\cos \theta-\sin \theta) \cdot\left\|o q^{\prime}\right\|
$$

The total length of $\Pi$, denoted length( $\Pi$ ), can now be bounded as follows.

$$
\begin{aligned}
\operatorname{length}(\Pi) & \leq t \cdot\left\|p p^{\prime}\right\|+\left\|p^{\prime} q^{\prime}\right\|+t \cdot\left\|q q^{\prime}\right\| \\
& \leq 2 r t+\left(r+\left\|o q^{\prime}\right\|\right)+t \cdot\left(\|o q\|-(\cos \theta-\sin \theta) \cdot\left\|o q^{\prime}\right\|\right) \\
& =2 r t+\left(r+\left\|o q^{\prime}\right\|\right)+t(\|o q\|-r)+t r-t \lambda \cdot\left\|o q^{\prime}\right\| \\
& \leq 3 r t+\left(r+\left\|o q^{\prime}\right\|\right)+t \cdot\|p q\|-t \lambda \cdot\left\|o q^{\prime}\right\| \\
& =t \cdot\|p q\|+r(3 t+1)+(1-t \lambda) \cdot\left\|o q^{\prime}\right\|
\end{aligned}
$$

Since $d\left(D_{A}, D_{B}\right) \geq s \cdot r$, we have $\left\|o q^{\prime}\right\| \geq s \cdot r$. Hence, since $\lambda>1 / t$ we get

$$
\begin{aligned}
\operatorname{length}(\Pi) & \leq t \cdot\|p q\|+r(3 t+1)+s r(1-t \lambda) \\
& =t \cdot\|p q\|
\end{aligned}
$$

This completes the proof of the lemma.

Now by choosing $\theta=\mathcal{O}(\varepsilon)$ suitably, we can guarantee that $\cos \theta-\sin \theta>1 /(1+\varepsilon)$. This implies $s=\mathcal{O}(1 / \varepsilon)$ and leads to the following theorem.

Theorem 2.5.6 For any set $P$ of $n$ points in the plane and any $\varepsilon>0$, there exists a $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner of $P$ with $\mathcal{O}\left(\left(n / \varepsilon^{3}\right) \log n\right)$ edges. The spanner can be constructed in $\mathcal{O}\left(\left(n / \varepsilon^{2}\right) \log ^{2} n\right)$ time.

Proof. By combining Proposition 2.2.1] and Lemmas 2.5.5 the graph constructed by the algorithm is $\mathcal{C}$-fault tolerant. By Lemma 2.5 .3 and with the construction algorithm presented below for constructing an SSPD of weight $\mathcal{O}\left(s^{2} n \log n\right)$, the size of the constructed graph is

$$
\begin{aligned}
\sum_{(A, B) \in \mathrm{SSPD}}|E(A, B)| & =\sum_{(A, B) \in \mathrm{SSPD}}(|A| / \theta+|B|) \\
& \leq \frac{1}{\theta} \sum_{(A, B) \in \mathrm{SSPD}}(|A|+|B|) \\
& =\mathcal{O}\left(\frac{s^{2}}{\theta} n \log n\right) \\
& =\mathcal{O}\left(\frac{1}{\varepsilon^{3}} n \log n\right)
\end{aligned}
$$

This proves the first part of the theorem. To prove the running time, let $(A, B)$ be an arbitrary pair in the SSPD and assume $\operatorname{radius}\left(D_{A}\right) \leq \operatorname{radius}\left(D_{B}\right)$, where $D_{A}$ and $D_{B}$ are two disks containing $A$ and $B$ respectively that satisfy the semiseparated condition.

The first step of the algorithm can be done in $\mathcal{O}(|B| \log |B|)$ time. In the second step, we can compute the convex hull of $A$ in $\mathcal{O}(|A| \log |A|)$ time. For each
set $B^{(i)}$, sorting can be done in $\mathcal{O}\left(\left|B^{(i)}\right| \log \left|B^{(i)}\right|\right)$. For every $j$, to add the noncrossing edges between $q_{j}$ and the points on $\mathrm{CH}\left(A^{\prime}\right)$, it is sufficient to connect $q_{j}$ to all the points on $\mathrm{CH}\left(A^{\prime}\right)$ which are between the two tangent lines of $\mathrm{CH}\left(A^{\prime}\right)$ passing through $q_{j}$. Therefore the time we need for adding non-crossing edges is proportional to the number of edges times $\mathcal{O}(\log n)$. Finally we can update $\mathrm{CH}\left(A^{\prime}\right)$ in $\mathcal{O}(\log m)$ time, where $m$ is the number of points on the convex hull of $A^{\prime}$, using an online convex hull algorithm-see PS85 Chapter 3.3.6].

So in total the time for processing the pair $(A, B)$ is bounded by

$$
\mathcal{O}(|A| \log |A|+|B| \log |B|+|B| \log (|A|+|B|)+|E(A, B)| \log n)
$$

Hence the total running time is

$$
\begin{aligned}
& \mathcal{O}\left(\sum_{(A, B) \in \mathcal{W}}(|A| \log |A|+|B| \log |B|+|B| \log (|A|+|B|)+|E(A, B)| \log n)\right) \\
\leq & \mathcal{O}\left(\sum_{(A, B) \in \mathcal{W}}((|A|+|B|) \log n+|E(A, B)| \log n)\right) \\
= & \mathcal{O}\left(s^{2} n \log ^{2} n+n \log ^{2} n\right) \\
= & \mathcal{O}\left(s^{2} n \log ^{2} n\right) .
\end{aligned}
$$

As we will see in the next section, we can compute the SSPD in $\mathcal{O}\left(s^{2} n \log n\right)$ time, see Lemma 2.5.14, which proves the time complexity of the algorithm.

### 2.5.2 Computing an SSPD

To compute an SSPD for a given point set $P$, we use a BAR-tree, as introduced by Duncan et al. DGK01. A BAR-tree for a point set $P$ is a BSP-tree with the following properties:

1. each leaf region contains at most one point from $P$,
2. the tree has size $\mathcal{O}(n)$,
3. if we go down two levels in the tree then the size of the subtree reduces by a factor of $\beta$, for some constant $1 / 2<\beta<1$, so its depth is $\mathcal{O}(\log n)$,
4. the region $\mathcal{R}(\nu)$ associated with an (internal or leaf) node $\nu$ has aspect ratio at most $\alpha$ for some constant $\alpha>1$, that is, there are concentric disks $D_{I} \subset \mathcal{R}(\nu)$ and $D_{O} \supset \mathcal{R}(\nu)$ with $\operatorname{radius}\left(D_{O}\right)=\alpha \cdot \operatorname{radius}\left(D_{I}\right)$.

Moreover, BAR-trees only use splitting lines that are horizonal, vertical, or diagonal, therefore the complexity of every node (as a polygon) in a BAR-tree is constant.

Let $\mathcal{T}$ be a BAR-tree on the point set $P$. For a node $\nu$, we use $\mathrm{pa}(\nu)$ to denote the parent of $\nu$, and we use $P(\nu)$ to denote the subset of points from $P$ that are stored in the leaves of the subtree $\mathcal{T}_{\nu}$ rooted at $\nu$. The weight of a node $\nu$ is the number of points in $P(\nu)$, and is denoted $|P(\nu)|$. We say that a node $\nu$ in $\mathcal{T}$ has weight class $\ell$, for some integer $\ell$, if and only if $|P(\nu)| \leq n / 2^{\ell}$ and $|P(\operatorname{pa}(\nu))|>n / 2^{\ell}$. The weight class of the root is defined to be zero. We denote the collection of nodes of weight class $\ell$ by $N(\ell)$. Obviously we have $\lfloor\log n\rfloor$ weight classes. Note that some of the nodes in the tree may not be in any weight class; this can happen when the weight of a node $\nu$ is almost the same as the weight of its parent. For example, this happens when $|P(\mathrm{pa}(\nu))|=n / 2^{\ell}$ for some $\ell$ and $|P(\nu)|=n / 2^{\ell}-1$. It can also happen that a node belongs to more than one weight class, namely when the weight of a node is much smaller than the weight of its parent. The following lemma is straightforward.

Lemma 2.5.7 Every leaf node is in weight class $\ell_{\max }$, where $\ell_{\max }=\lfloor\log n\rfloor$. Furthermore, on any root-to-leaf-path there is exactly one node with weight class $\ell$, for any $0 \leq \ell \leq \ell_{\max }$.

For a node $\nu \in N(\ell)$, we define its $\ell$-parent to be the node $\nu^{\prime} \in N(\ell-1)$ that is on the path from the root of $\mathcal{T}$ to $\nu$ (including $\nu$ itself). We denote the $\ell$-parent of $\nu$ by $\mathrm{pa}(\ell, \nu)$. Observe that $\nu$ can be its own $\ell$-parent, namely when $\nu \in N(\ell)$ and $\nu \in N(\ell-1)$. By Lemma 2.5.7 if $\nu \in N(\ell)$ then one of its ancestors (possibly itself) must be in weight class $\ell-1$, so it must have an $\ell$-parent. If $\mu$ is the $\ell$-parent of $\nu$ then we call $\nu$ a $\ell$-child of $\mu$.

For a node $\nu$ in the BAR-tree, the region corresponding to $\nu$ is denoted by $\mathcal{R}(\nu)$ and for a region $R$, we let $\operatorname{diam}(R)$ denote the diameter of the region $R$. As mentioned before, all nodes in the BAR-tree have bounded aspect ratio, that is, all aspect ratios are bounded by some fixed constant $\alpha$.

## Lemma 2.5.8 If

$$
d(\mathcal{R}(\nu), \mathcal{R}(\mu)) \geq \frac{(s+1) \alpha}{2} \cdot \min \{\operatorname{diam}(\mathcal{R}(\nu)), \operatorname{diam}(\mathcal{R}(\mu))\}
$$

then there are two disks $D_{\nu} \supset \mathcal{R}(\nu)$ and $D_{\mu} \supset \mathcal{R}(\mu)$ such that

$$
d\left(D_{\nu}, D_{\mu}\right) \geq s \cdot \min \left\{\operatorname{radius}\left(D_{\nu}\right), \operatorname{radius}\left(D_{\mu}\right)\right\}
$$

Proof. Without loss of generality assume $\operatorname{diam}(\mathcal{R}(\nu)) \leq \operatorname{diam}(\mathcal{R}(\mu))$. Let $h$ be a half-plane which contains $\mathcal{R}(\mu)$ such that the distance between $h$ and $\mathcal{R}(\nu)$ is $d(\mathcal{R}(\nu), \mathcal{R}(\mu))$. Note that the half-plane $h$ can be viewed as a disk with infinite


Figure 2.11: Illustrating the proof of Lemma 2.5.8
radius that contains $\mathcal{R}(\mu)$. Now let $D_{\nu}$ and $D_{I}$ be two concentric disks such that $D_{I} \subset \mathcal{R}(\nu) \subset D_{\nu}$ with $\operatorname{radius}\left(D_{\nu}\right) / \operatorname{radius}\left(D_{I}\right)=\alpha$-see Figure 2.11 It is easy to see that

$$
2 \operatorname{radius}\left(D_{I}\right) \leq \operatorname{diam}(\mathcal{R}(\nu)) \leq 2 \operatorname{radius}\left(D_{\nu}\right) .
$$

Then

$$
\begin{aligned}
d\left(D_{\nu}, h\right) & =d\left(D_{I}, h\right)-\left(\operatorname{radius}\left(D_{\nu}\right)-\operatorname{radius}\left(D_{I}\right)\right) \\
& =d\left(D_{I}, h\right)-(\alpha-1) \operatorname{radius}\left(D_{I}\right) \\
& \geq d\left(D_{I}, h\right)-\alpha \cdot \operatorname{radius}\left(D_{I}\right) \\
& \geq d\left(D_{I}, h\right)-\frac{\alpha}{2} \cdot \operatorname{diam}(\mathcal{R}(\nu)) \\
& \geq d(\mathcal{R}(\nu), \mathcal{R}(\mu))-\frac{\alpha}{2} \cdot \operatorname{diam}(\mathcal{R}(\nu)) .
\end{aligned}
$$

Therefore by setting $D_{\mu}=h$ we have

$$
\begin{aligned}
d\left(D_{\nu}, D_{\mu}\right) & \geq d(\mathcal{R}(\nu), \mathcal{R}(\mu))-\frac{\alpha}{2} \cdot \operatorname{diam}(\mathcal{R}(\nu)) \\
& \geq \frac{(s+1) \alpha}{2} \cdot \operatorname{diam}(\mathcal{R}(\nu))-\frac{\alpha}{2} \cdot \operatorname{diam}(\mathcal{R}(\nu)) \\
& \geq \frac{s \cdot \alpha}{2} \cdot \operatorname{diam}(\mathcal{R}(\nu)) \\
& \geq s \cdot \alpha \cdot \operatorname{radius}\left(D_{I}\right) \\
& =s \cdot \operatorname{radius}\left(D_{\nu}\right) \\
& \geq s \cdot \min \left\{\operatorname{radius}\left(D_{\nu}\right), \operatorname{radius}\left(D_{\mu}\right)\right\}
\end{aligned}
$$

So we are done.

Now we construct an $\operatorname{SSPD} \mathcal{S}$ of the point set $P$ using the following algorithm.

1. Construct a BAR tree $\mathcal{T}$ on $P$. Let $\alpha$ be the maximum aspect ratio of the region $\mathcal{R}(\nu)$ for any node $\nu \in \mathcal{T}$. Compute the weight classes of all nodes in $\mathcal{T}$.
2. For each weight class $\ell$ with $0 \leq \ell \leq \ell_{\max }$ do the following: add to $\mathcal{S}$ all pairs $(P(\nu), P(\mu))$ such that
(i) $\nu, \mu \in N(\ell)$,
(ii) $d(\mathcal{R}(\nu), \mathcal{R}(\mu)) \geq \frac{(s+1) \alpha}{2} \cdot \min \{\operatorname{diam}(\mathcal{R}(\nu)), \operatorname{diam}(\mathcal{R}(\mu))\}$ and
(iii) $d(\mathcal{R}(\operatorname{pa}(\ell, \nu)), \mathcal{R}(\operatorname{pa}(\ell, \mu)))<\frac{(s+1) \alpha}{2} \cdot \min \{\operatorname{diam}(\mathcal{R}(\operatorname{pa}(\ell, \nu)))$, $\operatorname{diam}(\mathcal{R}(\operatorname{pa}(\ell, \mu)))\}$.

Lemma 2.5.9 $\mathcal{S}$ is an $S S P D$ for $P$ with respect to $s$.
Proof. By Lemma 2.5.8, all the pairs reported by the algorithm are semi-separated. The only thing that remains to be verified is that for every pair of points $p, q$ there is a unique pair $(P(\nu), P(\mu)) \in \mathcal{S}$ such that $p \in P(\nu)$ and $q \in P(\mu)$, or vice-versa.

For any $0 \leq \ell \leq \ell_{\max }$, define $\nu(p, \ell)$ and $\nu(q, \ell)$ to be the nodes of $N(\ell)$ on the search path to $p$ and $q$, respectively. Observe that these nodes exist and are uniquely defined by Lemma 2.5.7. We have $\nu(p, 0)=\nu(q, 0)=\operatorname{root}(\mathcal{T})$, so the sets $P(\nu(p, 0))$ and $P(\nu(q, 0))$ are the same and therefore not semi-separated. On the other hand, $\nu\left(p, \ell_{\max }\right)$ and $\nu\left(q, \ell_{\max }\right)$ are leaves, and so the sets $P\left(\nu\left(p, \ell_{\max }\right)\right)$ and $P\left(\nu\left(q, \ell_{\max }\right)\right)$ are singletons and therefore fulfill condition (ii) of the algorithm. Hence, there must be a value $\ell$ and two nodes $\nu(p, \ell)$ and $\nu(q, \ell)$ such that they fulfill conditions (ii) and (iii) of the algorithm. The region of any node $\nu$ is contained in the region of its parent, which is easily seen to imply that $\ell$ is unique. $\square$

To bound the weight of the SSPD, we first prove two auxiliary lemmas.
Lemma 2.5.10 $A$ node $\nu$ in $\mathcal{T}$ can be an $\ell$-parent of at most a constant number of nodes in $\mathcal{T}$.

Proof. Consider a node $\nu \in N(\ell-1)$ and let $\nu^{\prime}$ be a node such that $\nu=\mathrm{pa}\left(\ell, \nu^{\prime}\right)$. Then $\nu^{\prime}$ is a node in $\mathcal{T}_{\nu}$ (the subtree of $\mathcal{T}$ rooted at $\nu$ ) in weight class $\ell$. Note that no other node than $\nu^{\prime}$ in $\mathcal{T}_{\nu^{\prime}}$ can have $\nu$ as its $\ell$-parent. Recall that the weight of a node reduces by a factor of $\beta$ when we go down two levels in a BAR-tree. Since $\nu^{\prime} \in N(\ell)$, its (normal) parent has weight at least $n / 2^{\ell}$. On the other hand $\nu \in N(\ell-1)$, so the weight of $\nu$ is at most $n / 2^{\ell-1}$. Hence, the path between $\nu$ and $\nu^{\prime}$ consists of at most $2 k$ links, where $\beta^{k}=1 / 2$. It follows that the total number of nodes in $\mathcal{T}$ that have $\nu$ as a $\ell$-parent is bounded by $2^{2 k}$, which is a constant since $k$ is a constant.

Lemma 2.5.11 Let $\overline{\mathcal{S}}(\ell)$ be the set of all pairs $(\nu, \mu)$ such that $\nu, \mu \in N(\ell)$ and $d(\mathcal{R}(\nu), \mathcal{R}(\mu))<\frac{(s+1) \alpha}{2} \cdot \min \{\operatorname{diam}(\mathcal{R}(\nu)), \operatorname{diam}(\mathcal{R}(\mu))\}$, where $0 \leq \ell \leq \ell_{\max }$. Then $|\overline{\mathcal{S}}(\ell)|=\mathcal{O}\left(\alpha^{4}(s+1)^{2} \cdot 2^{\ell}\right)$ and

$$
\sum_{(\nu, \mu) \in \overline{\mathcal{S}}(\ell)}(|P(\nu)|+|P(\mu)|)=\mathcal{O}\left(\alpha^{4}(s+1)^{2} \cdot n\right)
$$

Proof. We reorder the nodes in the pairs $(\nu, \mu)$ such that

$$
\operatorname{diam}(\mathcal{R}(\nu)) \leq \operatorname{diam}(\mathcal{R}(\mu))
$$

We claim that any node $\nu$ appears in a constant number of pairs as the first element of the pair. To show this let $(\nu, \mu)$ be an arbitrary ordered pair. Let $D_{P(\nu)}$ be the smallest enclosing disk of $P(\nu)$ and let $o$ be its center. Consider the annulus $A$ between the disks $D_{1}$ and $D_{2}$ with center $o$ and radii $r_{1}:=((s+1) \alpha+1)$. $\operatorname{radius}\left(D_{P(\nu)}\right)$ and $r_{2}:=r_{1}+\operatorname{radius}\left(D_{P(\nu)}\right)$. Note that

$$
\operatorname{diam}(\mathcal{R}(\nu)) / 2 \leq \operatorname{radius}\left(D_{P(\nu)}\right) \leq \operatorname{diam}(\mathcal{R}(\nu))
$$

Since

$$
d(\mathcal{R}(\nu), \mathcal{R}(\mu))<\frac{(s+1) \alpha}{2} \cdot \operatorname{diam}(\mathcal{R}(\nu))
$$

the region $\mathcal{R}(\mu)$ intersect $D_{1}$-see Figure 2.12 Now we have two cases:
Case 1: The region $\mathcal{R}(\mu)$ lies partially outside $D_{2}$. By the Packing Lemma, DGK01 Lemma 3.2] this can happen for $\mathcal{O}\left(\alpha^{2}\left(r_{1} /\left(r_{2}-r_{1}\right)\right)\right)=\mathcal{O}\left(\alpha^{3}(s+1)\right)$ regions.
Case 2: In this case the region $\mathcal{R}(\mu)$ lies inside $D_{2}$. Because the aspect ratio of the region $\mathcal{R}(\mu)$ is at most $\alpha$, there are two disks $D_{I}$ and $D_{O}$ such that $D_{I} \subset \mathcal{R}(\mu) \subset D_{O}$ and $\operatorname{area}\left(D_{O}\right) \leq \alpha^{2} \cdot \operatorname{area}\left(D_{I}\right)$, where $\operatorname{area}(A)$ denotes the area of the region $A$. Therefore

$$
\begin{aligned}
\operatorname{area}(\mathcal{R}(\mu)) & \geq \operatorname{area}\left(D_{I}\right) \\
& \geq \frac{1}{\alpha^{2}} \cdot \operatorname{area}\left(D_{O}\right) \\
& =\frac{1}{\alpha^{2}} \cdot \pi\left(\operatorname{radius}\left(D_{O}\right)\right)^{2} \\
& \geq \frac{1}{4 \alpha^{2}} \cdot \pi(\operatorname{diam}(\mathcal{R}(\mu)))^{2} \\
& \geq \frac{1}{4 \alpha^{2}} \cdot \pi(\operatorname{diam}(\mathcal{R}(\nu)))^{2} \\
& \geq \frac{\pi r_{2}^{2}}{4 \alpha^{2} \cdot((s+1) \alpha+2)^{2}}
\end{aligned}
$$

On the other hand, the area of $D_{2}$ is $\pi r_{2}^{2}$, which means we can have at most $\mathcal{O}\left(\alpha^{4}(s+1)^{2}\right)$ such regions. Hence in total we can have $\mathcal{O}\left(\alpha^{4}(s+1)^{2}\right)$ pairs that


Figure 2.12: Illustrating the proof of Lemma 2.5.11
have $\nu$ as the first element. Since $|N(\ell)|=\mathcal{O}\left(2^{\ell}\right)$, we can have $\mathcal{O}\left(2^{\ell}\right)$ nodes as the first element of the pair so $|\overline{\mathcal{S}}(\ell)|=\mathcal{O}\left(\alpha^{4}(s+1)^{2} \cdot 2^{\ell}\right)$. The lemma follows since $|P(\nu)| \leq n / 2^{\ell}$ for each $\nu \in N(\ell)$.

Corollary 2.5.12 The number of pairs in the SSPD $\mathcal{S}$ generated by the construction algorithm is $\mathcal{O}\left(\alpha^{4}(s+1)^{2} \cdot n\right)$.

Proof. By the construction algorithm, if $(P(\nu), P(\mu)) \in \mathcal{S}$ and $\nu, \mu \in N(\ell)$ then $(\operatorname{pa}(\ell, \nu), \operatorname{pa}(\ell, \mu)) \in \overline{\mathcal{S}}(\ell-1)$. By combining this with Lemma 2.5.10 we conclude that the number of pairs in $\mathcal{S}$ is bounded by $\mathcal{O}\left(\sum_{\ell=0}^{\log n}|\overline{\mathcal{S}}(\ell)|\right)$. Using Lemma 2.5.11 we have

$$
\begin{aligned}
|\mathcal{S}| & =\mathcal{O}\left(\sum_{\ell=0}^{\log n}|\overline{\mathcal{S}}(\ell)|\right) \\
& =\mathcal{O}\left(\sum_{\ell=0}^{\log n} \alpha^{4}(s+1)^{2} \cdot 2^{\ell}\right) \\
& =\mathcal{O}\left(\alpha^{4}(s+1)^{2} \cdot n\right) .
\end{aligned}
$$

Now we are finally ready to bound the weight of $\mathcal{S}$.

Lemma 2.5.13 For the $S S P D \mathcal{S}$ generated by the construction algorithm we have

$$
\sum_{(\nu, \mu) \in \mathcal{S}}(|P(\nu)|+|P(\mu)|)=\mathcal{O}\left(\alpha^{4}(s+1)^{2} \cdot n \log n\right)
$$

Proof. Since the number of weight classes in $\mathcal{T}$ is $\mathcal{O}(\log n)$ it suffices to prove that for every fixed $\ell$ it holds that:

$$
\begin{equation*}
\sum_{\substack{(\nu, \mu) \in \mathcal{S} \\ \nu, \mu \in N(\ell)}}(|P(\nu)|+|P(\mu)|)=\mathcal{O}\left(\alpha^{4}(s+1)^{2} n\right) \tag{2.1}
\end{equation*}
$$

Obviously $|P(\nu)| \leq|P(\mathrm{pa}(\ell, \nu))|$ for each node $\nu$, so we can bound (2.1) by

$$
\begin{equation*}
\sum_{\substack{(\nu, \mu) \in \mathcal{S} \\ \nu, \mu \in N(\ell)}}(|P(\mathrm{pa}(\ell, \nu))|+|P(\mathrm{pa}(\ell, \mu))|) \tag{2.2}
\end{equation*}
$$

From the algorithm we know that
$d(\mathcal{R}(\operatorname{pa}(\ell, \nu)), \mathcal{R}(\mathrm{pa}(\ell, \mu)))<\frac{(s+1) \alpha}{2} \cdot \min \{\operatorname{diam}(\mathcal{R}(\mathrm{pa}(\ell, \nu))), \operatorname{diam}(\mathcal{R}(\mathrm{pa}(\ell, \mu)))\}$.
Furthermore, by Lemma 2.5 .10 each node can be an $\ell$-parent of a constant number of nodes. Hence, (2.2) can be bounded by

$$
\begin{equation*}
\sum_{(\nu, \mu) \in \overline{\mathcal{S}}(\ell-1)} \mathcal{O}(|P(\nu)|+|P(\mu)|) \tag{2.3}
\end{equation*}
$$

where $\overline{\mathcal{S}}(\ell-1)$ is the set of all pair $(\nu, \mu)$ such that $\nu, \mu \in N(\ell-1)$ and

$$
d(\mathcal{R}(\nu), \mathcal{R}(\mu))<\frac{(s+1) \alpha}{2} \cdot \min \{\operatorname{diam}(\mathcal{R}(\nu)), \operatorname{diam}(\mathcal{R}(\mu))\}
$$

According to Lemma 2.5.11 summation (2.3) is $\mathcal{O}\left(\alpha^{4}(s+1)^{2} \cdot n\right)$, which completes the proof of the lemma.

Lemma 2.5.14 The SSPD of a set $P$ of $n$ points with respect to a constant $s$ can be computed in $\mathcal{O}\left(s^{2} n+n \log n\right)$ time.

Proof. The BAR tree $\mathcal{T}$ and the weight classes of nodes of $\mathcal{T}$ require $\mathcal{O}(n \log n)$ time to compute DGK01. Then we make a tree $\mathcal{T}^{\prime}$ from $\mathcal{T}$ such that the level of each node in $\mathcal{T}^{\prime}$ represent its weight class. We do this by making the following changes in $\mathcal{T}$.

1. Remove all the nodes $\nu$ with no weight class from the tree and connect the children of $\nu$ (if they exist) to the parent of $\nu$.
2. If a node appears in $k$ weight classes $(k>1)$ then repeat the node $k$ times.

By Lemma 2.5.10 each node in the tree $\mathcal{T}^{\prime}$ has constant degree and also the depth of the tree is $\mathcal{O}(\log n)$.

Now using an algorithm similar to the algorithm for constructing a WSPD, we can construct a SSPD. That is, for each internal node $\nu$ of the tree $\mathcal{T}^{\prime}$, run an algorithm findpairs $\left(\nu_{1}, \nu_{2}\right)$, where $\nu_{1}$ and $\nu_{2}$ are the children of $\nu$. This algorithm tests whether the pair satisfies condition (ii) of the construction described just before Lemma 2.5.9. If they do, it reports the node pair. Otherwise it recurses on the children of $\nu_{1}$ and $\nu_{2}$ i.e. for each child $\mu_{1}$ of $\nu_{1}$ and each child $\mu_{2}$ of $\nu_{2}$ it calls findpairs $\left(\mu_{1}, \mu_{2}\right)$.

Now the claim is that the running time of the algorithm is $\mathcal{O}(m)$ where $m$ is the size of the SSPD computed by the algorithm. We prove this using a similar argument used for the WSPD Cal95. Let the algorithm call findpairs $\left(\nu_{1}, \nu_{2}\right)$, where $\nu_{1}$ and $\nu_{2}$ are the children of a node $\nu$ in $\mathcal{T}^{\prime}$. We define the computation tree of $\left(\nu_{1}, \nu_{2}\right)$ to be a tree with root at $\left(\nu_{1}, \nu_{2}\right)$ which satisfies the following condition. A node $\left(\mu_{1}, \mu_{2}\right)$ is a leaf if it satisfies the condition (ii) of the construction described just before Lemma 2.5.9 Otherwise for each child $\mu_{1}^{\prime}$ of $\mu_{1}$ and each child $\mu_{2}^{\prime}$ of $\mu_{2},\left(\mu_{1}^{\prime}, \mu_{2}^{\prime}\right)$ is a child of $\left(\mu_{1}, \mu_{2}\right)$. By Lemma 2.5.10 the degree of each node in the computation tree is bounded by a constant. So the time complexity of each call of findpairs in the algorithm is linear in the number of nodes in the corresponding computation tree which is linear in the number of leaves in the computation tree. Therefore the total time complexity is linear in the total number of leaves in the computation trees which is the number of pairs that are output.

This proves the lemma since there are $\mathcal{O}\left(s^{2} n\right)$ pairs in the SSPD according to Corollary 2.5.12

The following theorem summarizes the results on the SSPD construction.
Theorem 2.5.15 Given a set $P$ of $n$ points in the plane and $s>0$ we can compute an SSPD with respect to $s$ of weight $\mathcal{O}\left(s^{2} n \log n\right)$ in time $\mathcal{O}\left(s^{2} n+n \log n\right)$.

### 2.6 Testing for $\mathcal{C}$-fault tolerance

In the previous sections we constructed fault tolerant spanners. However, an interesting problem is to decide if a given $(1+\varepsilon)$-spanner $\mathcal{G}$ is $\mathcal{C}$-fault tolerant or not. In this section we give an algorithm which in $\mathcal{O}\left(n^{5}\right)$ time using $\mathcal{O}\left(n^{2}\right)$ space can find the answer, where $n$ is the number of vertices of the input graph. Recall that the faults do not contain their boundaries.

Lemma 2.6.1 Let $\mathcal{G}(P, \mathcal{E})$ be a $(1+\varepsilon)$-spanner on a set $P$ of points in the plane. Let $\mathcal{H}(P)$ be the family of all half-planes in the plane such that the boundary of each half-plane in $\mathcal{H}(P)$ passes through at least two points in $P$. Then the graph
$\mathcal{G}$ is a $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner if and only if it is an $\mathcal{H}(P)$-fault tolerant $(1+\varepsilon)$-spanner.

Proof. Obviously a graph is $\mathcal{H}(P)$-fault tolerant if it is $\mathcal{C}$-fault tolerant. To prove the other direction assume $\mathcal{G}$ is $\mathcal{H}(P)$-fault tolerant. By Proposition 2.2.1] it is sufficient to show that the graph $\mathcal{G}$ is an $\mathcal{H}$-fault tolerant $(1+\varepsilon)$-spanner. Let $h$ be an arbitrary half-plane. If the boundary of $h$ passes through at least two vertices of $\mathcal{G}$ then $h \in \mathcal{H}(P)$ and we are done.

Otherwise, if no vertex of $\mathcal{G}$ lies on the boundary of $h$ then we expand $h$, without changing its boundary direction, until it meets a vertex $u$ of $\mathcal{G}$. It is easy to see that the expansion can affect an edge only after $h$ meets one of the endpoints of the edge and therefore in the expanding process no new edge is affected. If the boundary meets no vertex of $\mathcal{G}$ during the expansion then all the vertices and edges of $\mathcal{G}$ are in $h$ and so we are done.

Let $h_{u}$ be the new half-plane and assume $\ell_{u}$ is the boundary of $h_{u}$. Now we rotate the line $\ell_{u}$ around $u$ until it meets another vertex of $\mathcal{G}$. Note that by this rotation no new edge is affected. If we $h_{u}^{\prime}$ be the new half-plane then $h_{u}^{\prime} \in \mathcal{H}(P)$ and by the assumption the graph $\mathcal{G}$ is fault tolerant under $h_{u}^{\prime}$. On the other hand $h$ and $h_{u}^{\prime}$ affect the same parts of $\mathcal{G}$ and therefore $\mathcal{G}$ is fault tolerant under $h$ too.

Theorem 2.6.2 For any $(1+\varepsilon)$-spanner $\mathcal{G}$ on a set $P$ of $n$ points in the plane we can decide whether $\mathcal{G}$ is a $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner or not in $\mathcal{O}\left(n^{5}\right)$ time using $\mathcal{O}\left(n^{2}\right)$ space.

Proof. Let $\mathcal{H}(P)$ be the family of half-planes such that the boundary of a halfplane $h \in \mathcal{H}(P)$ passes through at least two vertices of $\mathcal{G}$. By Lemma 2.6.1 the graph $\mathcal{G}$ is a $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner if and only if it is an $\mathcal{H}(P)$-fault tolerant $(1+\varepsilon)$-spanner.

Obviously the set $\mathcal{H}(P)$ contains $\mathcal{O}\left(n^{2}\right)$ half-planes. To test a half-plane $h$, we compute all-pairs shortest paths in $\mathcal{G} \ominus h$ which can be done in $\mathcal{O}\left(m n+n^{2} \log n\right)$ time using $\mathcal{O}(m)$ space, where $m$ is the number of edges in $\mathcal{G}$. We also can compute all-pairs shortest paths in $\mathcal{G}_{\mathrm{c}}(P) \ominus h$ in $\mathcal{O}\left(n^{3}\right)$ time using $\mathcal{O}\left(n^{2}\right)$ space. Then using a naïve algorithm we can check if $\mathcal{G} \ominus h$ is a $(1+\varepsilon)$-spanner of $\mathcal{G}_{\mathrm{c}}(P) \ominus h$ in $\mathcal{O}\left(n^{2}\right)$ time. So in total the checking procedure takes $\mathcal{O}\left(n^{5}\right)$ time and $\mathcal{O}\left(n^{2}\right)$ space.

### 2.7 Fault-tolerant geodesic spanners

In this section we consider the problem of constructing fault-tolerant geodesic $(1+\varepsilon)$-spanners for a set $P$ of $n$ points in the plane. Here we require that between any two points $u, v \in P$ outside the region fault $F$, there is a path in $\mathcal{G} \ominus F$ whose
length is at most $t$ times the geodesic distance between $u$ and $v$ in $\mathbb{R}^{2} \backslash F$. As remarked in the introduction, finite size fault-tolerant geodesic spanners do not exist unless we are allowed to use Steiner points. As a simple example, consider a set $P=\{p, q\}$ of two points. A spanner $\mathcal{G}$ without Steiner points would have to connect these points by an edge. But this edge can be destroyed by a region fault $F$, leading to a situation where the distance between $p$ and $q$ in $\mathcal{G} \ominus F$ is non-finite whereas the geodesic distance between $p$ and $q$ in $\mathbb{R}^{2} \backslash F$ is finite.

Even if we are allowed to add Steiner points, it is easy to see that finite size fault-tolerant geodesic $(1+\varepsilon)$-spanner do not exist when $\mathcal{F}$ is the family $\mathcal{C}$ of all convex sets. Hence, we restrict the faults to the family $\mathcal{D}$ of disks in the plane.

Our method for constructing a fault-tolerant geodesic spanner works as follows. We first augment $P$ with a set of $4(n-1)$ Steiner points as described in Section 2.2 This way we can get an $\mathcal{O}\left(n / \varepsilon^{2}\right)$ size WSPD consisting of pairs $(A, B)$ where the convex hull of both $A$ and $B$ have at most four vertices. Now fix a pair $(A, B)$. For every pair of points $u, v$, where $u$ is a vertex of $\mathrm{CH}(A)$ and $v$ is a vertex of $\mathrm{CH}(B)$, we will add a collection of $\mathcal{O}\left(1 / \varepsilon^{3}\right)$ Steiner points with $\mathcal{O}\left(1 / \varepsilon^{4}\right)$ edges between them, to ensure the following: whenever both $u$ and $v$ are outside the fault disk $D$, there is a path connecting $u$ and $v$ through those Steiner points and outside $D$ whose length is at most $(1+\varepsilon)$ times the geodesic distance between $u$ and $v$. This is sufficient because whenever there are points $p \in A$ and $q \in B$ outside $D$, there are convex hull points $u \in \mathrm{CH}(A)$ and $v \in \mathrm{CH}(B)$ outside $D$. Hence, we can go from $p$ to $u$ with a short path (by induction), then from $u$ to $v$ (by construction), and then from $v$ to $q$ (by induction).


Figure 2.13: The Steiner points added for $u, v$.
Next we describe how to add Steiner points for the pair $u, v$. Without loss of generality we assume $u$ and $v$ are on a horizontal line at distance 1 . Consider a unit square placed such that $u v$ partitions it into two equal halves. We partition this square into a regular $(1 / \varepsilon) \times(1 / \varepsilon)$ grid whose cells have size $\varepsilon \times \varepsilon$-we assume for simplicity that $1 / \varepsilon$ is an integer-and we put $1 / \varepsilon^{2}$ equally-spaced Steiner points on
each grid line, as shown in Figure 2.13 Notice that each grid cell has $1 / \varepsilon$ Steiner points on each of its sides, and that we have $\mathcal{O}\left(1 / \varepsilon^{3}\right)$ Steiner points in total. For each grid cell we add edges between every pair of Steiner points on its boundary, thus adding $\mathcal{O}\left(1 / \varepsilon^{2}\right)$ edges per cell and $\mathcal{O}\left(1 / \varepsilon^{4}\right)$ edges in total.

It remains to prove that for every pair of points, say $u$ and $v$, we can always get a path whose length is close to their geodesic distance when we have a disk fault $D$. This can be argued as follows.

Assume without loss of generality that the center of $D$ lies below (or on) the line through $u$ and $v$. Then the geodesic between $u$ and $v$ will go around $D$ on the top side. Let $D^{\prime}$ be the disk with the same center as $D$ but with radius $r+\sqrt{2} \varepsilon$, where $r$ is the radius of $D$. Note that $D^{\prime}$ may contain $u$ or $v$ or both.

Let $\partial D$ and $\partial D^{\prime}$ denote the boundary of $D$ and $D^{\prime}$, respectively. Because the diagonal of the grid cells is $\sqrt{2} \varepsilon$ and we have the same distance between $D$ and $D^{\prime}$ we have:

Observation 2.7.1 No grid cell can intersect both the interior of $D$ and $\partial D^{\prime}$.

The geodesic from $u$ to $v$ consists of a straight line segment connecting $u$ to some point $x$ on $\partial D$, followed by a circular arc along $\partial D$ from $x$ to some point $y$, denoted by $\overparen{x y}$, followed by a straight line segment connecting $y$ to $v$. Draw two rays from $o$, the common center of $D$ and $D^{\prime}$, through $x$ and $y$, and let $x^{\prime}$ and $y^{\prime}$ denote the points where these rays intersect $\partial D^{\prime}$. Next, draw the lines tangent to $D^{\prime}$ at $x^{\prime}$ and $y^{\prime}$-these are parallel to $u x$ and $y v$, respectively-and let $u^{\prime}$ and $v^{\prime}$ be the intersection of these lines with the vertical lines through $u$ and $v$-see Figure 2.14 Finally, define $\Pi$ to be the path consisting of the segments $u u^{\prime}$ and $u^{\prime} x^{\prime}$, followed by the arc along $\partial D^{\prime}$ from $x^{\prime}$ to $y^{\prime}$, followed by the segments $y^{\prime} v^{\prime}$ and $v^{\prime} v$.

From $\Pi$ we construct a path $\Pi^{\prime}$ that uses the edges in our spanner. To this end, let $p_{1}, p_{2}, \ldots, p_{k}$ denote the intersection points of $\Pi$ with the grid lines, ordered from $u$ to $v$-see Figure 2.14 Note that $u^{\prime}=p_{1}$ and $v^{\prime}=p_{k}$. For each intersection point $p_{i}$, let $p_{i}^{\prime}$ be the closest Steiner point above or on $\Pi$ on the same grid line. We define $\Pi^{\prime}$ to be the path through $p_{1}^{\prime}, \ldots, p_{k}^{\prime}$. Since each edge in $\Pi^{\prime}$ is inside a grid cell intersected by $\partial D^{\prime}$, by Observation 2.7.1 the path $\Pi^{\prime}$ does not intersect $D$.

It remains to show that $\Pi^{\prime}$ approximates the geodesic distance. Firstly we show the length of the path $\Pi$, denoted by length $(\Pi)$, is roughly the same as the geodesic distance between $u$ and $v$. Recall that we denote the (Euclidean) distance between points $x$ and $y$ by $\|x y\|$ and also we assumed that $\|u v\|=1$.

Lemma 2.7.2 If $\gamma$ is the geodesic distance between $u$ and $v$ then

$$
\operatorname{length}(\Pi) \leq(1+(\pi+2) \sqrt{2} \varepsilon) \gamma
$$



Figure 2.14: The paths $\Pi$ and $\Pi^{\prime}$.

Proof. From Figure 2.14] it is clear that $\left\|u u^{\prime}\right\|+\left\|u^{\prime} x^{\prime}\right\| \leq\|u x\|+\sqrt{2} \varepsilon$ and $\left\|v v^{\prime}\right\|+\left\|v^{\prime} y^{\prime}\right\| \leq\|v y\|+\sqrt{2} \varepsilon$. Let $\Theta=\angle x o y$ be the smaller angle between $o x$ and oy then we have

$$
\begin{aligned}
\operatorname{length}\left(x^{\prime} y^{\prime}\right) & =(r+\sqrt{2} \varepsilon) \Theta \\
& =r \Theta+\sqrt{2} \varepsilon \Theta \\
& =\operatorname{length}(\overparen{x y})+\sqrt{2} \varepsilon \Theta \\
& \leq \operatorname{length}(\overparen{x y})+\sqrt{2} \pi \varepsilon
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\operatorname{length}(\Pi) & =\left\|u u^{\prime}\right\|+\left\|u^{\prime} x^{\prime}\right\|+\operatorname{length}\left(x^{\prime} y^{\prime}\right)+\left\|y^{\prime} v^{\prime}\right\|+\left\|v^{\prime} v\right\| \\
& \leq\|u x\|+\sqrt{2} \varepsilon+\operatorname{length}(\widehat{x y})+\sqrt{2} \pi \varepsilon+\|v y\|+\sqrt{2} \varepsilon \\
& \leq \gamma+(2 \sqrt{2}+\sqrt{2} \pi) \varepsilon \\
& \leq(1+(\pi+2) \sqrt{2} \varepsilon) \gamma . \quad \text { (since } \gamma \geq 1)
\end{aligned}
$$

Note that in the case when $u$ or $v$, or both, lie inside $D^{\prime}$ the same arguments can be used.

Now we show that $\Pi^{\prime}$ approximates $\Pi$.
Lemma 2.7.3 The part of the path $\Pi$ between $u^{\prime}$ and $v^{\prime}$ intersects at most $(2 \cdot \operatorname{length}(\Pi)+1) / \varepsilon$ grid cells.

Proof. If the path $\Pi$ intersects one cell in each column we are done. Otherwise $\Pi$ intersect at least two cells in the same column. It is easy to see that the length
of the part of the path $\Pi$ which lies inside any two consecutive cells in the column is at least $\varepsilon$. Therefore in total it can intersect at most $(2 \cdot$ length $(\Pi)+1) / \varepsilon$ cells.

Lemma 2.7.4 length $\left(\Pi^{\prime}\right) \leq(1+6 \varepsilon)$ length $(\Pi)$.
Proof. Let $\ell_{i}$ be the length of the part of $\Pi$ inside the $i$ th cell and ( $p_{i}^{\prime}, p_{i+1}^{\prime}$ ) be the edge on $\Pi^{\prime}$ in the same cell-see Figure 2.14 Then obviously $\left\|p_{i}^{\prime} p_{i+1}^{\prime}\right\| \leq \ell_{i}+2 \varepsilon^{2}$. So

$$
\begin{aligned}
\operatorname{length}\left(\Pi^{\prime}\right) & =\left\|u p_{1}^{\prime}\right\|+\sum_{i=1}^{k-1}\left\|p_{i}^{\prime} p_{i+1}^{\prime}\right\|+\left\|p_{k}^{\prime} v\right\| \\
& \leq\left\|u u^{\prime}\right\|+\varepsilon^{2}+\sum_{i=1}^{k-1}\left(\ell_{i}+2 \varepsilon^{2}\right)+\left\|v^{\prime} v\right\|+\varepsilon^{2} \\
& =\left(\left\|u u^{\prime}\right\|+\sum_{i=1}^{k-1} \ell_{i}+\left\|v^{\prime} v\right\|\right)+\sum_{i=1}^{k-1} 2 \varepsilon^{2}+2 \varepsilon^{2} \\
& \leq \operatorname{length}(\Pi)+2 k \varepsilon^{2} \quad(\text { Lemma 2.7.3) } \\
& \leq \operatorname{length}(\Pi)+2(2 \cdot \operatorname{length}(\Pi)+1) \varepsilon \quad(\text { since } 1 \leq \operatorname{length}(\Pi) \leq 2) \\
& \leq(1+6 \varepsilon) \operatorname{length}(\Pi) . \quad
\end{aligned}
$$

We obtain the following theorem.
Theorem 2.7.5 For any set $P$ of $n$ points and any $\varepsilon>0$, there exists a $\mathcal{D}$-fault tolerant geodesic Steiner $(1+\varepsilon)$-spanner of $P$ with $\mathcal{O}\left(n / \varepsilon^{6}\right)$ edges that uses $\mathcal{O}\left(n / \varepsilon^{5}\right)$ Steiner points.

Proof. In the procedure of constructing a $\mathcal{D}$-fault tolerant spanner, we added $\mathcal{O}(n)$ Steiner points to have a WSPD of size $\mathcal{O}\left(n / \varepsilon^{2}\right)$ such that the convex hull of each set in the WSPD contains at most four points. Then for each pair $(A, B)$ in the WSPD and for each pair of points on $\mathrm{CH}(A)$ and $\mathrm{CH}(B)$, we added $\mathcal{O}\left(1 / \varepsilon^{3}\right)$ Steiner points and $\mathcal{O}\left(1 / \varepsilon^{4}\right)$ edges between them. Therefore in total we added $\mathcal{O}\left(n / \varepsilon^{5}\right)$ Steiner points and the graph contains $\mathcal{O}\left(n / \varepsilon^{6}\right)$ edges.

### 2.8 Concluding remarks

We introduced the concept of region-fault tolerant spanners for planar point sets, and proved the existence of region-fault tolerant spanners of small size. We showed
that for any set of $n$ points in the plane, we can construct a $\mathcal{C}$-fault tolerant spanner of size $\mathcal{O}(n \log n)$ in $\mathcal{O}\left(n \log ^{2} n\right)$ time.

Our spanner construction for arbitrary point sets uses the SSPD, a relaxation of the WSPD. A similar variant with weaker properties, the SSD, was introduced by Varadarajan [Var98 who used it to compute the min-cost perfect matching for points in the plane. His algorithm runs in $\sqrt{n}$ phases where each phase takes time proportional to the weight of the SSD plus the time it takes to compute the SSD. Since our SSPD satisfies the conditions of Varadarajan's SSD, and we can compute it faster, we can improve the running time of the min-cost perfect matching algorithm from $\mathcal{O}\left(n^{3 / 2} \log ^{5} n\right)$ to $\mathcal{O}\left(n^{3 / 2} \log ^{2} n\right)$.

The main open problem is to determine whether the spanner size for arbitrary point sets can be improved to $\mathcal{O}(n)$.

Another interesting question is how we can improve the $\mathcal{C}$-fault tolerant checking algorithm. Finally, in our approach, we used straight line segments as edges in our spanners. For geodesic spanners, it is interesting to see what happens if we are allowed to add curved edges.

## Dilation-Optimal Edge Augmentation

### 3.1 Introduction

After designing a network, in addition to performing network maintenance, it is sometimes desirable to improve its quality. In this chapter we consider the problem when one is given a (geometric) network and the problem at hand is to extend the network with an additional edge while minimizing the dilation of the resulting graph. More formally the problem is as follows. Given an edge weighted graph $G(V, E)$ with $n$ vertices and $m$ edges, construct a graph $G^{\prime}$ by adding an edge to $G$ such that the dilation of $G^{\prime}$ is minimized. The problem was first stated by Narasimhan Nar02 and, surprisingly, it has not been studied earlier, to the best of our knowledge.

The results presented in this chapter are summarized in Table 3.1 Note that some of the presented bounds hold for any graph with positive edge weights (weighted graphs) while some only hold for Euclidean graphs. Recall from the introduction that we assume that the vertex set of any graph is a subset of a metric space and for each pair of vertices $u$ and $v$ in the graph, $\mathbf{d}(u, v)$ denotes the distance between $u$ and $v$ in the metric space. Throughout this chapter $\mathcal{G}$ denotes a Euclidean graph while $G$ denotes a graph with positive edge weights.

Throughout this chapter we will use $G_{o p t}$ to denote the optimal solution, while $t_{\text {opt }}$ and $t$ denote the dilation of $G_{o p t}$ and the input graph $G$ respectively. Also for each pair of points $u, v \in V, \delta_{G}(u, v)$ denotes the shortest path between $u$ and $v$

| Input graph | Apx. factor | Time complexity | Space | Section |
| :---: | :---: | :---: | :---: | :---: |
| Weighted graph | 1 | $\mathcal{O}\left(n^{3} m+n^{4} \log n\right)$ | $\mathcal{O}(m)$ | Section 3.2.1 |
| Weighted graph | 1 | $\mathcal{O}\left(n^{4}\right)$ | $\mathcal{O}\left(n^{2}\right)$ | Section 3.2.1 |
| Euclidean graph | $1+\varepsilon$ | $\mathcal{O}\left(n^{3} / \varepsilon^{d}\right)$ | $\mathcal{O}\left(n^{2}\right)$ | Section 3.2.2 |
| Weighted graph | 3 | $\mathcal{O}\left(n m+n^{2} \log n\right)$ | $\mathcal{O}(m)$ | Section 3.3 |
| Euclidean graph | $2+\varepsilon$ | $\mathcal{O}\left(n m+n^{2}\left(\log n+\frac{1}{\varepsilon^{3 d}}\right)\right)$ | $\mathcal{O}\left(n^{2}\right)$ | Section 3.4 |
| Euclidean $t$-spanner | $1+\varepsilon$ | $\mathcal{O}\left(\left(\frac{t^{7}}{\varepsilon^{4}}\right)^{d} \cdot n^{2}\right)$ | $\mathcal{O}(n \log (t n))$ | Section 3.5 |

Table 3.1: Complexity bounds for the algorithms presented in this chapter.
in graph $G$ and $\mathbf{d}_{G}(u, v)$ denotes the length of $\delta_{G}(u, v)$.

### 3.2 Three simple algorithms

We consider the problem of computing an optimal solution $G_{\text {opt }}$. That is, we are given a graph $G=(V, E)$, and the aim is to compute a $t_{o p t}$-spanner $G_{o p t}=$ $(V, E \cup\{e\})$.

In this section we present two simple exact algorithms which work for any weighted graph and one fast approximation algorithm for geometric graphs.

### 3.2.1 Exact algorithms

A naïve approach to decide which edge to add is to test every possible candidate edge. The number of such edges is obviously $\left(\frac{n(n-1)}{2}-m\right)=\mathcal{O}\left(n^{2}\right)$. Testing a candidate edge $e$ entails computing the dilation of the graph $G^{\prime}=(V, E \cup$ $\{e\})$, denoted the candidate graph or augmented graph. Therefore we briefly consider the problem of computing the dilation of a given graph with positive edge weights. This problem has recently received considerable attention, see for example EW07, AKK ${ }^{+}$, NS00.

A trivial upper bound for computing the dilation of $G^{\prime}$ is obtained by computing the length of the shortest paths between every pair of vertices in $G^{\prime}$. This can be done by running Dijkstra's algorithm-implemented using Fibonacci heaps-n times, resulting in an $\mathcal{O}\left(m n+n^{2} \log n\right)$ time algorithm using $\mathcal{O}(m)$ space. This approach is quite slow and we would like to be able to compute the dilation more efficiently, but no faster algorithm is known for any graphs except planar graphs, paths, cycles, stars and trees EW07 AKK NS00.

Applying the stated bound gives that $G_{o p t}$ can be computed in time $\mathcal{O}\left(n^{3}(m+\right.$ $n \log n)$ ) using $\mathcal{O}(m)$ space.

A small improvement can be obtained by observing that when an edge $(u, v)$ is about to be tested, we do not have to do all-pairs-shortest path to compute the dilation of the augmented graph. Instead, for each pair of vertices $x, y \in V$, it suffices to check whether there is a shorter path between $x$ and $y$ using the edge $(u, v)$. That is, we only have to compute $\mathbf{d}_{G}(x, u)+\mathbf{d}(u, v)+\mathbf{d}_{G}(v, y)$, $\mathbf{d}_{G}(x, v)+\mathbf{d}(v, u)+\mathbf{d}_{G}(u, y)$ and $\mathbf{d}_{G}(x, y)$, which can be done in constant time since the length of a shortest path between every pair of vertices in $G$ has already been computed (provided that we store this information). So if, as a preprocessing, one computes all-pairs-shortest paths of the input graph $G$ and saves the result in a distance matrix $M$, then the dilation of the augmented graph can be computed in $\mathcal{O}\left(n^{2}\right)$ time. We use Dilation $(G, M, x, y)$ to denote the procedure that, given the matrix $M$ and an edge $(x, y)$, computes the dilation of the graph $G \cup(x, y)$.

See the details of the exact algorithm in Algorithm 3.2.1]

```
Algorithm 3.2.1: ExPANDGRAPH
    Input: Weighted graph \(G=(V, E)\).
    Output: Weighted graph \(G^{\prime}=(V, E \cup\{e\})\).
    \(M:=\) distance matrix of \(G\);
    \(t:=\infty\);
    foreach \((x, y) \in V^{2} \backslash E\) do
        \(t^{\prime}:=\operatorname{Dilation}(G, M, x, y) ;\)
        if \(t^{\prime}<t\) then
            \(t:=t^{\prime}\) and \(e:=(x, y)\)
        end
    end
    return \(G^{\prime}=(V, E \cup\{e\}) ;\)
```

Hence, we have the following result:

Lemma 3.2.1 Given a graph $G$ with positive edge weights, an optimal solution $G_{\text {opt }}$ can be computed in time $\mathcal{O}\left(n^{4}\right)$ using $\mathcal{O}\left(n^{2}\right)$ space.

Proof. Solving the all-pair-shortest-path problem requires cubic time and all the distances are stored in an $n \times n$ matrix. In total $\mathcal{O}\left(n^{2}\right)$ edges are tested for insertion. For each candidate edge we compute the length of the shortest path between every pair of points in $G$, which can be done in constant time per candidate as described above.

### 3.2.2 $\mathbf{A}(1+\varepsilon)$-approximation for Euclidean graphs

In the previous section we showed that an optimal solution can be obtained by testing a quadratic number of candidate edges. Testing each candidate edge entails $\mathcal{O}\left(n^{2}\right)$ distance queries, where a distance query asks for the length of a shortest path in the graph between two query points. One way to speed up the computation is to compute an approximate dilation. The problem of computing an approximate dilation of a geometric graph was considered by Narasimhan and Smid in NS00. They showed the following fact, which states that the WSPD of the vertex set of any Euclidean graph $\mathcal{G}$ can be used to approximate the dilation of $\mathcal{G}$-see also Section 13.2 of NS07.

Fact 3.2.2 Let $V$ be a set of $n$ points in $\mathbb{R}^{d}$ and let $\left\{\left(A_{i}, B_{i}\right)\right\}_{i=1}^{m}$ be a WSPD for $V$ with respect to separation constant $s:=4(2+\varepsilon) / \varepsilon$. For each $j$ with $1 \leq j \leq m$, let $a_{j}$ be an arbitrary point in $A_{j}$, and let $b_{j}$ be an arbitrary point in $B_{j}$. For any connected Euclidean graph $\mathcal{G}$ with vertex set $V$, the following holds: For each $j$ with $1 \leq j \leq m$, let $\mathfrak{D}_{\mathcal{G}}\left(a_{j}, b_{j}\right)$ be the dilation between $a_{j}$ and $b_{j}$ in $\mathcal{G}$, and let

$$
t:=\max _{1 \leq j \leq m} \mathfrak{D}_{\mathcal{G}}\left(a_{j}, b_{j}\right)
$$

Then $\mathfrak{D}_{\mathcal{G}} /(1+\varepsilon) \leq t \leq \mathfrak{D}_{\mathcal{G}}$, or equivalently $t \leq \mathfrak{D}_{\mathcal{G}} \leq(1+\varepsilon) t$, where $\mathfrak{D}_{\mathcal{G}}$ denotes the dilation of $\mathcal{G}$.

Thus, in order to approximate the dilation of a Euclidean graph, it is sufficient to compute the dilation between $\mathcal{O}\left(n / \varepsilon^{d}\right)$ pairs of vertices. Moreover, the choice of these vertices depends only on the vertex set of the graph, it does not depend on the edges of the graph. As a result the time to compute the dilation decreases from $\mathcal{O}\left(n^{2}\right)$ to $\mathcal{O}\left(n / \varepsilon^{d}\right)$, thus the total running time decreases from $\mathcal{O}\left(n^{4}\right)$ to $\mathcal{O}\left(n^{3} / \varepsilon^{d}\right)$.

Theorem 3.2.3 Given a Euclidean graph $\mathcal{G}=(V, E)$ and a real constant $\varepsilon>0$, one can in $\mathcal{O}\left(n^{3} / \varepsilon^{d}\right)$ time, using $\mathcal{O}\left(n^{2}\right)$ space, compute a $t^{\star}$-spanner $\mathcal{G}^{\prime}=(V, E \cup\{e\})$ such that $t_{o p t} \leq t^{\star} \leq(1+\varepsilon) \cdot t_{o p t}$.
Proof. The time bound follows from the above discussion. Obviously the dilation of $\mathcal{G}^{\prime}$, denoted by $t^{\star}$, reported by the algorithm is at least $t_{\text {opt }}$. It remains to prove that $t^{\star}$ is bounded by $(1+\varepsilon) \cdot t_{o p t}$.

Assume that $t$ is the approximate dilation of $\mathcal{G}^{\prime}$ and for each candidate graph $\mathcal{G}_{i}$, let $t_{i}$ be its approximate dilation as computed by the algorithm and let $\mathfrak{D}_{\mathcal{G}_{i}}$ be its exact dilation. Based on the algorithm $t=\min _{i} t_{i}$ and from Fact 3.2.2 it follows that for each candidate graph $\mathcal{G}_{i}, t_{i} \leq \mathfrak{D}_{\mathcal{G}_{i}} \leq(1+\varepsilon) \cdot t_{i}$. Assume that $t_{\text {opt }}=\mathfrak{D}_{\mathcal{G}_{j}}$. Therefore

$$
t^{\star} \leq(1+\varepsilon) \cdot t \leq(1+\varepsilon) \cdot t_{j} \leq(1+\varepsilon) \cdot \mathfrak{D}_{\mathcal{G}_{j}}=(1+\varepsilon) \cdot t_{o p t}
$$

which complete the proof.

### 3.3 Adding a bottleneck edge

Consider a graph $G=(V, E)$ with positive edge weights and dilation $t$. In this section we analyze the following simple algorithm: Add an edge between a pair of vertices in $G$ with dilation $t$. This edge is called a bottleneck edge of $G$. We show that this gives us a 3 -approximation of the optimal solution.

Let $G_{\mathcal{B}}$ be a graph obtained from $G$ by adding a bottleneck edge, and let $t_{\mathcal{B}}$ be the dilation of $G_{\mathcal{B}}$. Note that $G_{\mathcal{B}}$ can be computed in the same time as the dilation of $G$ can be decided, i.e., in $\mathcal{O}\left(m n+n^{2} \log n\right)$ time for graphs with positive edge weights.

Lemma 3.3.1 Given a graph $G$ with positive edge weights it holds that $t_{\mathcal{B}}<3 t_{\text {opt }}$.
Proof. Recall that $t$ denotes the dilation of $G$ and that $G_{o p t}$ denotes the optimal graph. Let $(x, y)$ be the edge added to $G$ to obtain $G_{\text {opt }}$, and let $(u, v)$ be the edge added to $G$ to obtain $G_{\mathcal{B}}$, i.e., $(u, v)$ is a bottleneck edge of $G$, as illustrated in Figure 3.1


Figure 3.1: $(x, y)$ is the optimal edge added to $G$ and $(u, v)$ is a bottleneck edge of $G$.
First note that if $t_{o p t}>t / 3$ then the lemma holds and we are done. Thus we may assume that $t_{\text {opt }} \leq t / 3$. The proof of the lemma is done by considering a pair of vertices, denoted $(a, b)$, that are endpoints of a bottleneck edge of $G_{\mathcal{B}}$. Fix a path $\delta_{G_{\text {opt }}}(a, b)$. If this path does not include the edge $(x, y)$ then

$$
\mathbf{d}_{G_{o p t}}(a, b)=\mathbf{d}_{G}(a, b) \geq \mathbf{d}_{G_{\mathcal{B}}}(a, b)
$$

and we are done. Therefore, we may assume that the path $\delta_{G_{\text {opt }}}(a, b)$ includes $(x, y)$. Also, we will assume without loss of generality that a shortest path in $G_{\text {opt }}$ from $a$ to $b$ goes from $a$ to $x$ and then to $b$ via $y$, otherwise the labels $a$ and $b$ may be switched. Note that $\delta_{G_{\text {opt }}}(u, v)$ must pass through $(x, y)$ otherwise we have

$$
t_{\text {opt }} \geq \mathbf{d}_{G_{\text {opt }}}(u, v) / \mathbf{d}(u, v)=\mathbf{d}_{G}(u, v) / \mathbf{d}(u, v)=t
$$

which means that $t=t_{\text {opt }}$, which contradicts the assumption that $t_{\text {opt }} \leq t / 3$. Furthermore, we assume that a shortest path in $G_{o p t}$ from $u$ to $v$ goes from $u$ to $x$ and then to $v$ via $y$, otherwise the labels $u$ and $v$ may be switched.

As a first step we bound the distance between the endpoints of the bottleneck edge $u$ and $v$. This is done by bounding the length of the path in $G$ between $x$ and $y$ as follows, see Figure 3.1

$$
\begin{aligned}
\mathbf{d}_{G}(u, v) & \leq \mathbf{d}_{G_{o p t}}(u, v)-\mathbf{d}(x, y)+\mathbf{d}_{G}(x, y) \\
& \leq t_{o p t} \cdot \mathbf{d}(u, v)-\mathbf{d}(x, y)+t \cdot \mathbf{d}(x, y) \\
& \leq \frac{t}{3} \cdot \mathbf{d}(u, v)-\mathbf{d}(x, y)+t \cdot \mathbf{d}(x, y) \\
& <\frac{t}{3} \cdot \mathbf{d}(u, v)+t \cdot \mathbf{d}(x, y)
\end{aligned}
$$

Since $\mathbf{d}_{G}(u, v)=t \cdot \mathbf{d}(u, v)$ it follows that

$$
\begin{equation*}
\mathbf{d}(u, v)<3 / 2 \cdot \mathbf{d}(x, y) \tag{3.1}
\end{equation*}
$$

Also,

$$
\begin{aligned}
t \cdot \mathbf{d}(u, v) & =\mathbf{d}_{G}(u, v) \\
& \leq \mathbf{d}_{G}(u, a)+\mathbf{d}_{G}(a, b)+\mathbf{d}_{G}(b, v) \\
& \leq \mathbf{d}_{G}(u, a)+t \cdot \mathbf{d}(a, b)+\mathbf{d}_{G}(b, v)
\end{aligned}
$$

which implies that

$$
\begin{equation*}
t \cdot(\mathbf{d}(u, v)-\mathbf{d}(a, b)) \leq \mathbf{d}_{G}(u, a)+\mathbf{d}_{G}(b, v) \tag{3.2}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbf{d}_{G}(a, u)+2 \mathbf{d}(x, y)+\mathbf{d}_{G}(v, b) \leq & \mathbf{d}_{G}(a, x)+\mathbf{d}_{G}(x, u)+2 \mathbf{d}(x, y) \\
& +\mathbf{d}_{G}(v, y)+\mathbf{d}_{G}(y, b) \\
= & \mathbf{d}_{G_{o p t}}(a, b)+\mathbf{d}_{G_{o p t}}(u, v) \\
\leq & t_{o p t}(\mathbf{d}(a, b)+\mathbf{d}(u, v)) \tag{3.3}
\end{align*}
$$

which gives that

$$
\begin{equation*}
\mathbf{d}_{G}(a, u)+\mathbf{d}_{G}(v, b) \leq t_{o p t}(\mathbf{d}(a, b)+\mathbf{d}(u, v))-2 \mathbf{d}(x, y) \tag{3.4}
\end{equation*}
$$

By putting together (3.2) and (3.4) we have

$$
\begin{aligned}
t(\mathbf{d}(u, v)-\mathbf{d}(a, b)) & \leq \mathbf{d}_{G}(a, u)+\mathbf{d}_{G}(v, b) \\
& \leq t_{\text {opt }}(\mathbf{d}(a, b)+\mathbf{d}(u, v))-2 \mathbf{d}(x, y) \\
& <t_{o p t}(\mathbf{d}(a, b)+\mathbf{d}(u, v))
\end{aligned}
$$

which implies that

$$
\mathbf{d}(a, b)\left(t_{o p t}+t\right)>\mathbf{d}(u, v)\left(t-t_{o p t}\right)
$$

and

$$
\begin{equation*}
\mathbf{d}(a, b)>\frac{t-t_{o p t}}{t_{o p t}+t} \cdot \mathbf{d}(u, v)>\frac{t-\frac{t}{3}}{\frac{t}{3}+t} \cdot \mathbf{d}(u, v)=\frac{1}{2} \cdot \mathbf{d}(u, v) . \tag{3.5}
\end{equation*}
$$

Now we are ready to put together the results:

$$
\begin{array}{rlrl}
t_{\mathcal{B}} \cdot \mathbf{d}(a, b) & =\mathbf{d}_{G \mathcal{B}}(a, b) & & \\
& \leq \mathbf{d}_{G}(a, u)+\mathbf{d}(u, v)+\mathbf{d}_{G}(v, b) & \\
& <\mathbf{d}_{G}(a, u)+\frac{3}{2} \mathbf{d}(x, y)+\mathbf{d}_{G}(v, b) & & \text { (from (3.1)) } \\
& <\mathbf{d}_{G}(a, u)+2 \mathbf{d}(x, y)+\mathbf{d}_{G}(v, b) & & \\
& \leq t_{o p t}(\mathbf{d}(a, b)+\mathbf{d}(u, v)) & & (\text { from (3.3) }) \\
& <3 t_{\text {opt }} \cdot \mathbf{d}(a, b) . & & \text { (from (3.5) }
\end{array}
$$

This completes the proof of the lemma since $t_{\mathcal{B}}<3 t_{\text {opt }}$.

We conclude by stating the main result of this section followed by a lower bound for the bottleneck approach.

Theorem 3.3.2 Given a graph $G=(V, E)$ with positive edge weights, a $t_{\mathcal{B}}$-spanner $G^{\prime}=(V, E \cup\{e\})$ with $t_{\mathcal{B}}<3 t_{\text {opt }}$ can be computed in $\mathcal{O}\left(m n+n^{2} \log n\right)$ time using $\mathcal{O}(m)$ space.

The following observation by Grüne Grü05 shows that the upper bound stated in Lemma 3.3.1 is tight, even for Euclidean graphs.

Observation 3.3.3 (Grü05]) For for any $0<\varepsilon<2$, there exists a Euclidean graph $\mathcal{G}$ such that $(3-\varepsilon) \cdot t_{\text {opt }} \leq t_{\mathcal{B}}$.

Proof. Choose the value of $\alpha$ such that $\sin \left(\frac{\alpha}{2}\right)=\varepsilon^{\prime}=\varepsilon /(4-\varepsilon)$. We construct a graph $\mathcal{G}$ which includes seven points $p_{1}, \ldots, p_{7}$ along two line segments $\left(p_{1}, p_{4}\right)$ and $\left(p_{4}, p_{7}\right)$, where the angle between the two segments is $\alpha$. Put two point $p_{2}$ and $p_{3}$ on segment $\left(p_{1}, p_{4}\right)$ such that $\left\|p_{1} p_{2}\right\|=d,\left\|p_{2} p_{3}\right\|=\ell$ and $\left\|p_{3} p_{4}\right\|=1$, where

$$
d:=\frac{2\left(1-\varepsilon^{\prime}\right)}{\left(1+\varepsilon^{\prime}\right)\left(3-\varepsilon^{\prime}\right)} \quad \text { and } \quad \ell:=\frac{\left(1-\varepsilon^{\prime}\right)^{2}}{\left(1+\varepsilon^{\prime}\right)\left(3-\varepsilon^{\prime}\right)}
$$

Also we put points $p_{5}$ and $p_{6}$ on segment $\left(p_{4}, p_{7}\right)$ with similar interdistances-see Figure 3.2(a)

Now consider the graph $\mathcal{G}$ on $V:=\left\{p_{1}, \ldots, p_{7}\right\}$ with edge set

$$
E:=\left\{\left(p_{i}, p_{i+1}\right), i=1, \ldots, 6\right\} .
$$

We have the following observations.


Figure 3.2: The graph $\mathcal{G}$, where $t_{\mathcal{B}} / t_{\mathcal{P}}$ gets arbitrarily close to 3 .

1. The dilation of $\mathcal{G}$ is $1 / \varepsilon^{\prime}$ which is attained by pairs $\left(p_{1}, p_{7}\right),\left(p_{2}, p_{6}\right)$ and $\left(p_{3}, p_{5}\right)$. So we can choose $\left(p_{1}, p_{7}\right)$ as a bottleneck edge. Note that by moving $p_{2}$ and $p_{3}$ a little bit the dilation between $p_{2}$ and $p_{6}$ and the dilation between $p_{3}$ and $p_{5}$ will decrease and $\left(p_{1}, p_{7}\right)$ will be the only bottleneck edge.
2. If we insert the bottleneck edge $\left(p_{1}, p_{7}\right)$ in $\mathcal{G}$, see Figure 3.2(b) the dilation of $\mathcal{G}_{\mathcal{B}}$ does not change because the length of the new path connecting $p_{3}$ and $p_{5}$ passing through $p_{1}$ and $p_{7}$ is equal to

$$
\begin{aligned}
2(\ell+d+(1+\ell+d) \sin (\alpha / 2)) & =2\left(\frac{1-\varepsilon^{\prime}}{1+\varepsilon^{\prime}}+\left(1+\frac{1-\varepsilon^{\prime}}{1+\varepsilon^{\prime}}\right) \cdot \varepsilon^{\prime}\right) \\
& =2
\end{aligned}
$$

which is the same as $\mathbf{d}_{\mathcal{G}}\left(p_{3}, p_{5}\right)$. So $t_{\mathcal{G}}=t_{\mathcal{B}}=1 / \varepsilon^{\prime}$.
3. If $\mathcal{G}^{\prime}$ attained by adding the edge $\left(p_{2}, p_{6}\right)$ to the graph $\mathcal{G}$, see Figure $3.2(\mathrm{c})$ then the dilation of $\mathcal{G}^{\prime}$ is taken by the pairs $\left(p_{1}, p_{7}\right)$ and $\left(p_{3}, p_{5}\right)$ which is equal to

$$
t_{\mathcal{G}^{\prime}}=\frac{\ell+(1+\ell) \varepsilon^{\prime}}{\varepsilon^{\prime}}=\frac{d+(1+\ell) \varepsilon^{\prime}}{(1+\ell+d) \varepsilon^{\prime}}=\frac{\varepsilon^{\prime}+1}{\varepsilon^{\prime}\left(3-\varepsilon^{\prime}\right)}
$$

Since $t_{\text {opt }} \leq t_{\mathcal{G}^{\prime}}$ we have

$$
\begin{aligned}
\frac{t_{\mathcal{B}}}{t_{\text {opt }}} & \geq \frac{t_{\mathcal{B}}}{t_{\mathcal{G}^{\prime}}} \\
& =\frac{1 / \varepsilon^{\prime}}{\left(\varepsilon^{\prime}+1\right) /\left(\varepsilon^{\prime}\left(3-\varepsilon^{\prime}\right)\right)} \\
& =\frac{3-\varepsilon^{\prime}}{\varepsilon^{\prime}+1} \\
& =3-\varepsilon \quad\left(\text { since } \varepsilon^{\prime}=\frac{\varepsilon}{4-\varepsilon}\right)
\end{aligned}
$$

which implies the observation.

## 3.4 $\mathbf{A}(2+\varepsilon)$-approximation for Euclidean graphs

In the remainder of the chapter we will develop approximation algorithms for Euclidean graphs. In this section we present a fast approximation algorithm which guarantees an approximation factor of $(2+\varepsilon)$. The algorithm is similar to the algorithms presented in Section 3.2 in the sense that it tests candidate edges. Testing a candidate edge entails computing the dilation of the input graph augmented with the candidate edge. The main difference is that we will show, in Section 3.4.1] that only a linear number of candidate edges need to be tested to obtain a solution that gives a $(2+\varepsilon)$-approximation, instead of a quadratic number of edges.

Moreover, in Section 3.4.2 we show that the same approximation bound can be achieved by performing only a linear number of shortest path queries for each candidate edge. The candidate edges are selected by using the well-separated pair decomposition-see Section 2.3.

### 3.4.1 Linear number of candidate edges

In this section we show how to obtain a $(2+\varepsilon)$-approximation in cubic time. As mentioned above, the algorithm is similar to the algorithm presented in Section 3.2 in the sense that it tests candidate edges. Here we will show that only a linear number of candidate edges is needed to be tested to obtain a solution that gives a $(2+\varepsilon)$-approximation.

The approach is straight-forward, see Algorithm 3.4.1 First the algorithm computes the length of the shortest path in $\mathcal{G}$ between every pair of points in $V$. The distances are saved in a matrix $M$. Next, the well-separated pair decomposition of $V$ is computed. Note that, in line 5, the candidate edges will be chosen using the well-separated pair decomposition. In line 6] the function Dilation returns the dilation of the graph $\mathcal{G}_{i}\left(V, E \cup\left\{\left(a_{i}, b_{i}\right)\right\}\right)$, i.e., in lines $5-8$, a candidate edge is tested by computing the dilation of $\mathcal{G}$ with the candidate edge $\left(a_{i}, b_{i}\right)$ added to $\mathcal{G}$. Recall that Dilation uses the distance matric $M$ to answer such a query in quadratic time. Next, we bound the running time of the approximation algorithm and then prove the approximation bound.

Lemma 3.4.1 Algorithm 3.4.1 requires $\mathcal{O}\left(n^{3} / \varepsilon^{2 d}\right)$ time and $\mathcal{O}\left(n^{2}\right)$ space.
Proof. The complexity of all lines of the algorithm is straight-forward to calculate. Recall that line 1 requires $\mathcal{O}\left(m n+n^{2} \log n\right)$ time and quadratic space, and line 2 requires $\mathcal{O}\left(n / \varepsilon^{2 d}+n \log n\right)$ time according to Section 2.3 Because $k=\mathcal{O}\left(n / \varepsilon^{2 d}\right)$, the time needed for lines $4-10$ is $\mathcal{O}\left(n / \varepsilon^{2 d}\right)$ times the complexity of Dilation which is $\mathcal{O}\left(n^{2}\right)$. Thus summing up we get $\mathcal{O}\left(\frac{n}{\varepsilon^{2 d}} \cdot n^{2}\right)$, as stated in the lemma.

```
Algorithm 3.4.1: Approximate ExpandGraph
    Input: Euclidean graph \(\mathcal{G}=(V, E)\) and a real constant \(\varepsilon>0\).
    Output: Euclidean graph \(\mathcal{G}^{\prime}=(V, E \cup\{e\})\).
    \(M:=\) distance matrix of \(\mathcal{G}\);
    \(\left\{\left(A_{i}, B_{i}\right)\right\}_{i=1}^{k}:=\) WSPD of the point set \(V\) with respect to \(s=256 / \varepsilon^{2}\);
    \(t:=\infty\);
    for \(i:=1,2, \ldots, k\) do
        Select arbitrary points \(a_{i} \in A_{i}\) and \(b_{i} \in B_{i}\);
        \(t_{i}:=\) Dilation \(\left(\mathcal{G}_{i}, M, a_{i}, b_{i}\right)\);
        if \(t_{i}<t\) then
            \(t:=t_{i}\) and \(e:=\left(a_{i}, b_{i}\right)\)
        end
    end
    return \(\mathcal{G}^{\prime}=(V, E \cup\{e\}) ;\)
```

It remains to analyze the quality of the solution obtained from algorithm 3.4.1. We need to compare the graph resulting from adding an optimal edge to $\mathcal{G}$ and the graph $\mathcal{G}^{\prime}$ resulting from Approximate ExpandGraph. Let $e=(a, b)$ be an optimal edge and let $\left(A_{i}, B_{i}\right)$ be the well-separated pair such that $a \in A_{i}$ and $b \in B_{i}$. At first sight, it seems that the edge $\left(a_{i}, b_{i}\right)$ tested by the algorithm should be a good candidate. However, the separation constant of our well-separated pair decomposition only depends on $\varepsilon$ which implies that the shortest path between $a$ and $a_{i}$, and between $b$ and $b_{i}$ could be very long compared to the distance between $a$ and $b$. In Lemma 3.4.2 we show the existence of a "short" edge $e^{\prime}$ that is a good approximation of the optimal edge and then, in Lemma 3.4.3 we show that Approximate ExpandGraph computes a good approximation of $e^{\prime}$.

Let $\Delta_{\mathcal{G}}(p, q)$ denote the set of point pairs $(u, v)$ in $V$ such that

$$
(p, q) \in \delta_{\mathcal{G} \cup\{(p, q)\}}(u, v)
$$

That is, $\Delta_{\mathcal{G}}(p, q)$ is the set of point pairs for which a shortest path between them in $\mathcal{G} \cup\{(p, q)\}$ passes through $(p, q)$. When it is clear which graph we are talking about, we use $\Delta(p, q)$ instead of $\Delta_{\mathcal{G}}(p, q)$.

Lemma 3.4.2 For any given constant $0<\lambda \leq 1$, there exists a pair $p, q \in V$ of the graph $\mathcal{G}$ such that for every pair $(u, v) \in \Delta(p, q)$ it holds that $\|u v\| \geq \frac{\lambda}{2}\|p q\|$, and the dilation of $\mathcal{G} \cup\{(p, q)\}$ is bounded by $(2+\lambda) \cdot t_{\text {opt }}$.

Proof. The proof is done in two steps. First a point pair $p_{j}, q_{j} \in V$ is selected that fulfills the first requirement of the lemma. Then, we prove the second requirement, i.e., the dilation of $\mathcal{G} \cup\left\{\left(p_{j}, q_{j}\right)\right\}$ is bounded by $(2+\lambda) \cdot t_{o p t}$.

Consider an optimal solution $\mathcal{G}_{1}=\mathcal{G} \cup\left\{\left(p_{1}, q_{1}\right)\right\}$, with dilation $t_{1}=t_{\text {opt }}$. If $\|u v\| \geq \frac{\lambda}{2} \cdot\left\|p_{1} q_{1}\right\|$ for every point pair $(u, v) \in \Delta\left(p_{1}, q_{1}\right)$ then $j=1$, i.e., we have
found the point pair we are searching for. Otherwise, let $e_{2}=\left(p_{2}, q_{2}\right)$ denote the closest pair in $\Delta\left(p_{1}, q_{1}\right)$, and continue the search for $\left(p_{j}, q_{j}\right)$. See Figure 3.3 for an illustration. Note that there exists a point pair $(u, v) \in \Delta\left(p_{1}, q_{1}\right)$ such that $\|u v\|<\frac{\lambda}{2} \cdot\left\|p_{1} q_{1}\right\|$, otherwise $j=1$. And since $\left\|p_{2} q_{2}\right\| \leq\|u v\|$ for every $(u, v) \in \Delta\left(p_{1}, q_{1}\right)$ we have $\left\|p_{2} q_{2}\right\|<\frac{\lambda}{2} \cdot\left\|p_{1} q_{1}\right\|$.

We define $e_{3}$ in a similar way, that is, if for each point pair $(u, v) \in \Delta\left(p_{2}, q_{2}\right)$ it holds that $\|u v\| \geq \frac{\lambda}{2} \cdot\left\|p_{2} q_{2}\right\|$ then we have found the point pair $\left(p_{j}=p_{2}, q_{j}=q_{2}\right)$ that we are searching for. Otherwise, let $e_{3}=\left(p_{3}, q_{3}\right)$ denote the closest pair in $\Delta\left(p_{2}, q_{2}\right)$.

We continue to define the vertex pairs $e_{4}, \ldots, e_{j}$ and the corresponding graphs $\mathcal{G}_{4}, \ldots, \mathcal{G}_{j}$ until we find a point pair $\left(p_{j}, q_{j}\right)$ for which there is no vertex pair $e_{j+1}$ such that $\left(p_{j+1}, q_{j+1}\right) \in \Delta\left(p_{j}, q_{j}\right)$ and $\left\|p_{j+1} q_{j+1}\right\|<\frac{\lambda}{2} \cdot\left\|p_{j} q_{j}\right\|$. Based on the construction we have one basic property: for each $i$,

$$
\left\|p_{i+1} q_{i+1}\right\|<\frac{\lambda}{2} \cdot\left\|p_{i} q_{i}\right\|
$$

This complete the first part of the proof.


Figure 3.3: Illustrating the proof of Lemma 3.4.2
For the second part, we claim that $\mathcal{G}_{j}$ has dilation at most $(2+\lambda) \cdot t_{\text {opt }}$. Before we continue we need to prove:

$$
\begin{equation*}
\mathbf{d}_{\mathcal{G}_{i}}\left(p_{i+1}, q_{i+1}\right) \leq t_{o p t} \cdot\left\|p_{i+1} q_{i+1}\right\| \tag{3.6}
\end{equation*}
$$

The inequality is obviously true for $i=1$. For $i>1$ it holds that

$$
\left\|p_{i+1} q_{i+1}\right\|<\left\|p_{2} q_{2}\right\|
$$

which implies that $\left(p_{i+1}, q_{i+1}\right) \notin \Delta\left(p_{1}, q_{1}\right)$ since $\left(p_{2}, q_{2}\right)$ is the closest pair in $\Delta\left(p_{1}, q_{1}\right)$. This, in turn, implies that

$$
\mathbf{d}_{\mathcal{G}}\left(p_{i+1}, q_{i+1}\right)=\mathbf{d}_{\mathcal{G}_{1}}\left(p_{i+1}, q_{i+1}\right) \leq t_{o p t} \cdot\left\|p_{i+1} q_{i+1}\right\| .
$$

Since $\mathcal{G}$ is a subgraph of $\mathcal{G}_{i}$, the length of the shortest path in $\mathcal{G}_{i}$ between $p_{i+1}$ and $q_{i+1}$ must be bounded by the length of the shortest path in $\mathcal{G}$ between $p_{i+1}$ and $q_{i+1}$, which is bounded by $t_{o p t} \cdot\left\|p_{i+1} q_{i+1}\right\|$. Thus, inequality (3.6) holds.

We continue with the second part of the proof. It will be shown that for every pair $u, v \in V$ it holds that

$$
\frac{\mathbf{d}_{\mathcal{G}_{j}}(u, v)}{\|u v\|}<(2+\lambda) \cdot t_{o p t}
$$

Note that $\mathcal{G}_{1}$ is the graph $\mathcal{G}$ augmented by the optimal edge.
If $(u, v) \notin \Delta\left(p_{1}, q_{1}\right)$ then we are done since $\mathbf{d}_{\mathcal{G}_{j}}(u, v) \leq \mathbf{d}_{\mathcal{G}}(u, v)=\mathbf{d}_{\mathcal{G}_{1}}(u, v)$. Otherwise, if $(u, v) \in \Delta\left(p_{1}, q_{1}\right)$, the following holds (see Figure 3.3 for an illustration):

$$
\begin{aligned}
& \mathbf{d}_{\mathcal{G}_{j}}(u, v) \leq \mathbf{d}_{\mathcal{G}_{1}}(u, v)-\left\|p_{1} q_{1}\right\|+\left(\mathbf{d}_{\mathcal{G}_{1}}\left(p_{2}, q_{2}\right)-\left\|p_{1} q_{1}\right\|\right)+\cdots \\
& +\left(\mathbf{d}_{\mathcal{G}_{j-1}}\left(p_{j}, q_{j}\right)-\left\|p_{j-1} q_{j-1}\right\|\right)+\left\|p_{j} q_{j}\right\| \\
& <t_{\text {opt }} \cdot\|u v\|-\left\|p_{1} q_{1}\right\|+\left(t_{\text {opt }} \cdot\left\|p_{2} q_{2}\right\|-\left\|p_{1} q_{1}\right\|\right)+\cdots \\
& +\left(t_{\text {opt }} \cdot\left\|p_{j} q_{j}\right\|-\left\|p_{j-1} q_{j-1}\right\|\right)+\left\|p_{j} q_{j}\right\| \\
& \text { (cf. (3.6) ) } \\
& =t_{\text {opt }} \cdot\|u v\|-2\left\|p_{1} q_{1}\right\|+\left(\left(t_{\text {opt }}-1\right) \cdot\left\|p_{2} q_{2}\right\|\right)+\cdots \\
& +\left(\left(t_{o p t}-1\right) \cdot\left\|p_{j} q_{j}\right\|\right)+2\left\|p_{j} q_{j}\right\| \\
& <t_{\text {opt }} \cdot\|u v\|+\left(t_{\text {opt }}-1\right)\left(\left\|p_{2} q_{2}\right\|+\ldots+\left\|p_{j} q_{j}\right\|\right) \\
& \text { (since }\left\|p_{j} q_{j}\right\|<\left\|p_{1} q_{1}\right\| \text { ) } \\
& <t_{\text {opt }} \cdot\|u v\|+t_{\text {opt }} \cdot \sum_{i=2}^{j}\left(\frac{\lambda}{2}\right)^{i-2}\left\|p_{2} q_{2}\right\| \\
& \text { (since }\left\|p_{i+1} q_{i+1}\right\| \leq\left(\frac{\lambda}{2}\right) \cdot\left\|p_{i} q_{i}\right\| \text { ) } \\
& \leq t_{\text {opt }} \cdot\|u v\|+t_{\text {opt }} \cdot\|u v\| \cdot \sum_{i=0}^{j-2}\left(\frac{\lambda}{2}\right)^{i} \quad\left(\text { since }\left\|p_{2} q_{2}\right\| \leq\|u v\|\right) \\
& =2 t_{\text {opt }} \cdot\|u v\|+t_{\text {opt }} \cdot\|u v\| \cdot \sum_{i=1}^{j-2}\left(\frac{\lambda}{2}\right)^{i} \\
& \leq 2 t_{\text {opt }} \cdot\|u v\|+t_{\text {opt }} \cdot\|u v\| \cdot \lambda \cdot \sum_{i=1}^{j-2} \frac{1}{2^{i}} \quad(\text { since } \lambda \leq 1) \\
& <(2+\lambda) \cdot t_{o p t} \cdot\|u v\|
\end{aligned}
$$

This concludes the lemma.

In the previous lemma we showed the existence of a "short" candidate edge $(p, q)$ for which the resulting graph has small dilation. Note that algorithm Approximate ExpandGraph might not test $(p, q)$. However, in the following lemma
it will be shown that algorithm Approximate ExpandGraph will test an edge $(a, b)$ that is almost as good as $(p, q)$.

Lemma 3.4.3 For any given constant $0<\varepsilon \leq 1$ it holds that the graph $\mathcal{G}^{\prime}$ returned by algorithm Approximate ExpandGraph has dilation at most $(2+\varepsilon) \cdot t_{\text {opt }}$.

Proof. According to Lemma 3.4.2, for each $0<\lambda \leq 1$ there exists an edge ( $p, q$ ) such that for every pair $(u, v) \in \Delta(p, q)$ it holds that $\|u v\| \geq \frac{\lambda}{2}\|p q\|$, and the dilation $t_{H}$ of $H=\mathcal{G} \cup\{(p, q)\}$ is bounded by $(2+\lambda) \cdot t_{\text {opt }}$. Let $\left(A_{i}, B_{i}\right)$ be the well-separated pair computed in line 2 of the algorithm such that $p \in A_{i}$ and $q \in B_{i}$. According to Definition [2.3.3] such a well-separated pair must exist. Next, consider the candidate edge $\left(a_{i}, b_{i}\right)$ tested by the algorithm, such that $a_{i}, p \in A_{i}$ and $b_{i}, q \in B_{i}$. For simplicity of writing we will use $a$ and $b$ to denote $a_{i}$ and $b_{i}$ respectively.

Our claim is that the dilation of $\mathcal{G}^{\prime}:=\mathcal{G} \cup\{(a, b)\}$ is bounded by $(1+\varepsilon / 4) \cdot t_{H}$. Before we continue to prove the claim, we show that

$$
\begin{equation*}
\mathbf{d}_{\mathcal{G}}(a, p)=\mathbf{d}_{H}(a, p) \quad \text { and } \quad \mathbf{d}_{\mathcal{G}}(b, q)=\mathbf{d}_{H}(b, q) . \tag{3.7}
\end{equation*}
$$

Lemma 3.4.2 states that if $\left(x^{\prime}, y^{\prime}\right) \in \Delta(p, q)$ then

$$
\left\|x^{\prime} y^{\prime}\right\| \geq(\varepsilon / 8)\|p q\| .
$$

But by Lemma 2.3.2 the distances $\|a p\|$ and $\|b q\|$ are less than

$$
\frac{2}{s}\|p q\|=\frac{\varepsilon^{2}}{128}\|p q\|
$$

which is less than $(\varepsilon / 8)\|p q\|$ since $\varepsilon \leq 1$. As a consequence $(a, p) \notin \Delta(p, q)$ and $(b, q) \notin \Delta(p, q)$, thus $(p, q) \notin \delta_{H}(a, p)$ and $(p, q) \notin \delta_{H}(b, q)$. Hence, the equation (3.7) holds, which we will need below.

To prove the claim, we show that the dilation between any pair of points in $\mathcal{G}^{\prime}$ is bounded by $(1+\varepsilon / 4) \cdot t_{H}$. Let $x$ and $y$ be arbitrary points of $V$. We have two cases:

Case 1: $(x, y) \notin \Delta(p, q)$.
In this case we are done, since

$$
\mathbf{d}_{\mathcal{G}^{\prime}}(x, y) \leq \mathbf{d}_{\mathcal{G}}(x, y)=\mathbf{d}_{H}(x, y)
$$

Case 2: $(x, y) \in \Delta(p, q)$.
Consider the length of the path in $\mathcal{G}^{\prime}$ between $x$ and $y$ as illustrated in Fig-


Figure 3.4: Illustrating the proof of Lemma 3.4.3
ure 3.4. Without loss of generality we have:

$$
\begin{array}{rlr}
\mathbf{d}_{\mathcal{G}^{\prime}}(x, y) & \leq \mathbf{d}_{\mathcal{G}}(x, p)+\mathbf{d}_{\mathcal{G}}(p, a)+\|a b\|+\mathbf{d}_{\mathcal{G}}(b, q)+\mathbf{d}_{\mathcal{G}}(q, y) \\
& =\mathbf{d}_{\mathcal{G}}(x, p)+\mathbf{d}_{H}(p, a)+\|a b\|+\mathbf{d}_{H}(b, q)+\mathbf{d}_{\mathcal{G}}(q, y) & \text { (cf. (3.7)) } \\
& \leq \mathbf{d}_{\mathcal{G}}(x, p)+\|a b\|+\mathbf{d}_{\mathcal{G}}(q, y)+t_{H} \cdot(\|p a\|+\|b q\|) & \\
& \leq \mathbf{d}_{\mathcal{G}}(x, p)+\left(1+\frac{4}{s}\right) \cdot\|p q\|+\mathbf{d}_{\mathcal{G}}(q, y)+\frac{4 t_{H}}{s} \cdot\|p q\| & \text { (Lemma 2.3.2) } \\
& \leq \mathbf{d}_{H}(x, y)+\frac{8 t_{H}}{s} \cdot\|p q\| & \\
& \leq \mathbf{d}_{H}(x, y)+\frac{64 t_{H}}{\varepsilon s} \cdot\|x y\| & \\
& =\mathbf{d}_{H}(x, y)+\frac{\varepsilon}{4} \cdot t_{H} \cdot\|x y\| . & \text { (Lemma 3.4.2) }
\end{array}
$$

Therefore the dilation between $x$ and $y$ in $\mathcal{G}^{\prime}$ is:

$$
\frac{\mathbf{d}_{\mathcal{G}^{\prime}}(x, y)}{\|x y\|} \leq \frac{\mathbf{d}_{H}(x, y)}{\|x y\|}+\frac{(\varepsilon / 4) t_{H}\|x y\|}{\|x y\|} \leq\left(1+\frac{\varepsilon}{4}\right) \cdot t_{H}
$$

Finally, according to Lemma 3.4.2 and by setting $\lambda:=\varepsilon / 4$ it holds that

$$
t_{H} \leq(2+\varepsilon / 4) \cdot t_{o p t}
$$

This completes the lemma since $(2+\varepsilon / 4)(1+\varepsilon / 4)<(2+\varepsilon)$.

We may now conclude this section with the following theorem.
Theorem 3.4.4 Given a Euclidean graph $\mathcal{G}=(V, E)$ in $\mathbb{R}^{d}$ one can in $\mathcal{O}\left(n^{3} / \varepsilon^{2 d}\right)$ time, using $\mathcal{O}\left(n^{2}\right)$ space, compute a $t^{\prime}$-spanner $\mathcal{G}^{\prime}=(V, E \cup\{e\})$, where $t^{\prime} \leq(2+\varepsilon) \cdot t_{o p t}$.

### 3.4.2 Speeding up algorithm 3.4.1

In the previous section we showed that a $(2+\varepsilon)$-approximate solution can be obtained by testing a linear number of candidate edges. Testing each candidate edge entails $\mathcal{O}\left(n^{2}\right)$ shortest path queries for computing the dilation of the candidate graph. One way to speed up the computation is to compute an approximate dilation. As in Section 3.2.2 we will use Fact 3.2 .2 by Narasimhan and Smid NS00.

We will use their idea to speed up line 6 of Approximate Expandgraph from $\mathcal{O}\left(n^{2}\right)$ to $\mathcal{O}\left(n / \varepsilon^{d}\right)$, i.e., we check a linear number of pairs in order to compute an approximate dilation using Fact 3.2.2 There will be two main changes in the Approximate ExpandGraph algorithm; two well-separated pair decompositions will be computed and the computation of the dilation will be different, see Algorithm 3.4.2 Instead of computing the exact dilation of $\mathcal{G}$ with the candidate edge $\left(a_{i}, b_{i}\right)$ added to $\mathcal{G}$, we compute the approximate dilation. This is done by a call to Approximate Dilation, or ApproxDilation for short, with parameters $M, \mathcal{S}$ and $\left(a_{i}, b_{i}\right)$. The ApproxDilation algorithm is stated in more detail below. Note that the number of point pairs in $\mathcal{S}$ is bounded by $\mathcal{O}\left(n / \varepsilon^{d}\right)$.

```
Algorithm 3.4.2: Approximate ExpandGraph2 \((\mathcal{G}, \varepsilon)\)
    Input: Euclidean graph \(\mathcal{G}=(V, E)\) and a real constant \(\varepsilon>0\).
    Output: Euclidean graph \(\mathcal{G}^{\prime}=(V, E \cup\{e\})\).
    \(M:=\) distance matrix of \(\mathcal{G}\);
    \(\left\{\left(C_{j}, D_{j}\right)\right\}_{j=1}^{\ell}:=\mathrm{WSPD}\) of the set \(V\) with respect to \(s^{\prime}=4(1+\varepsilon) / \varepsilon\);
    \(\mathcal{S}:=\emptyset ;\)
    for \(j:=1,2, \ldots, \ell\) do
        Select an arbitrary point \(c_{j}\) of \(C_{j}\) and an arbitrary point \(d_{j}\) of \(D_{j}\);
        \(\operatorname{Add}\left(c_{j}, d_{j}\right)\) to \(\mathcal{S} ;\)
    end
    \(t:=\infty\);
    \(\left\{\left(A_{i}, B_{i}\right)\right\}_{i=1}^{k}:=\) WSPD of the set \(V\) with respect to \(s=256 / \varepsilon^{2}\);
    for \(i:=1,2, \ldots, k\) do
        Select an arbitrary point \(a_{i}\) of \(A_{i}\) and an arbitrary point \(b_{i}\) of \(B_{i}\);
        \(t_{i}:=\operatorname{ApproxDilation}\left(M, \mathcal{S}, a_{i}, b_{i}\right)\);
        if \(t_{i}<t\) then
            \(t:=t_{i}\) and \(e:=\left(a_{i}, b_{i}\right) ;\)
        end
    end
    return \(\mathcal{G}^{\prime}=(V, E \cup\{e\}) ;\)
```

Theorem 3.4.5 Given a Euclidean graph $\mathcal{G}=(V, E)$ and a real constant $\varepsilon>0$ one can in $\mathcal{O}\left(n m+n^{2}\left(\log n+1 / \varepsilon^{3 d}\right)\right)$ time, using $\mathcal{O}\left(n^{2}\right)$ space, compute a $t^{\prime}$-spanner $\mathcal{G}^{\prime}=(V, E \cup\{e\})$ such that $t^{\prime} \leq(2+\varepsilon) \cdot t_{\text {opt }}$.

```
Algorithm 3.4.3: ApproxDilation
    Input: Distance matrix \(M\), a set \(\mathcal{S}\) of point pairs and point pair \((a, b)\).
    Output: Approximate dilation.
    foreach \((x, y) \in \mathcal{S}\) do
        \(d_{x, y}:=\min \{M[x, y], M[x, a]+\|a b\|+M[b, y], M[x, b]+\|b a\|+M[a, y]\} ;\)
        \(t_{x, y}:=d_{x, y} /\|x y\| ;\)
    end
    return \(\max _{x, y} t_{x, y}\);
```

Proof. The complexity of all lines of the algorithm 3.4.2, except line 12 is as in Lemma 3.4.1 Lines $1-9$ require $\mathcal{O}\left(m n+n^{2} \log n+n / \varepsilon^{2 d}\right)$ time. It remains to consider line 12 of the algorithm. Note that the number of times line 12 is executed is $\mathcal{O}\left(n / \varepsilon^{2 d}\right)$. Procedure ApproxDilation performs $\mathcal{O}\left(n / \varepsilon^{d}\right)$ shortestpath queries, instead of $\mathcal{O}\left(n^{2}\right)$, thus the total time needed by line 12 is $\mathcal{O}\left(\frac{n}{\varepsilon^{2 d}} \cdot \frac{n}{\varepsilon^{d}}\right)$. Summing up the running times gives the stated time complexity.

In Lemma 3.4.3 it was proven that the solution returned by algorithm ApProximate ExpandGraph had a dilation that was at most a factor $(2+\varepsilon)$ worse than the dilation of an optimal solution. Since the modified algorithm does not compute the exact dilation of a candidate graph, but instead computes a $(1+\varepsilon)^{2}$-approximate dilation it is not hard to verify that the same arguments as in Lemma 3.4 .3 can be applied to prove that the algorithm Approximate ExPandGraph2 returns a graph with dilation at most $(1+\varepsilon)^{2} \cdot(2+\varepsilon) \cdot t_{\text {opt }}$. Setting $\varepsilon=\min \{\varepsilon / 10,1\}$, concludes the proof of the theorem.

### 3.5 A special case: $\mathcal{G}$ has constant dilation

In the special case when the dilation of the graph $\mathcal{G}$ is known to be constant there are well-known tools that we can use to decrease both the time complexity and the space complexity of the algorithms and improve the approximation factor. The main idea is to use the following fact by Gudmundsson et al. GLNS02b which enable us to compute an approximate dilation of a candidate graph in linear time.

Fact 3.5.1 (GLNS02b]) Let $V$ be a set of $n$ points in $\mathbb{R}^{d}$, let $t>1$ and $0<\varepsilon \leq 1$ be real numbers, and let $\mathcal{G}=(V, E)$ be a $t$-spanner for $V$. In

$$
\mathcal{O}\left(m+\frac{n t^{5 d}}{\varepsilon^{2 d}}\left(\log n+(t / \varepsilon)^{d}\right)\right)
$$

time, we can preprocess $\mathcal{G}$ into a data structure of size $\mathcal{O}\left(\left(t^{3 d} / \varepsilon^{2 d}\right) n \log (t n)\right)$ such that for any two distinct points $p$ and $q$ in $V$, a $(1+\varepsilon)$-approximation to the
shortest-path distance between $p$ and $q$ in $\mathcal{G}$ can be computed in time $\mathcal{O}\left(\left(t^{5} / \varepsilon^{2}\right)^{d}\right)$.
The query structure in Fact 3.5 .1 is denoted $M^{\prime}$ and is constructed by algorithm QueryStructure. We have to use a modified version of ApproxDilation, denoted ApproxDilation2, that takes the query structure $M^{\prime}$ as input instead of the matrix $M$. The (exact) shortest path distance queries using $M$ in ApproxDiLation are replaced in ApproxDilation2 by performing approximate shortest path distance queries using $M^{\prime}$.

Next we state the main algorithm. Recall that the parameter $t$ is a constant and an upper bound on the dilation of the input graph $\mathcal{G}$. Also note that this algorithm only needs one well-separated pair decomposition.

```
Algorithm 3.5.1: Approximate ExpandGraph3 \((\mathcal{G}, t, \varepsilon)\)
    Input: Euclidean \(t\)-spanner \(\mathcal{G}=(V, E)\) and two real constants \(t>1\) and
                \(\varepsilon>0\).
    Output: Euclidean graph \(\mathcal{G}^{\prime}=(V, E \cup\{e\})\).
    \(M^{\prime}:=\operatorname{QueryStructure}(\mathcal{G}, t, \varepsilon)\) using Fact 3.5.1
    \(\left\{\left(A_{i}, B_{i}\right)\right\}_{i=1}^{k}:=\) WSPD of \(V\) with respect to \(s=8(t+1) / \varepsilon\);
    \(\mathcal{S}:=\emptyset ;\)
    for \(j:=1,2, \ldots, k\) do
        Select an arbitrary point \(a_{j}\) of \(A_{j}\) and an arbitrary point \(b_{j}\) of \(B_{j}\);
        \(\operatorname{Add}\left(a_{j}, b_{j}\right)\) to \(\mathcal{S}\);
    end
    \(t:=\infty\);
    for \(i:=1,2, \ldots, k\) do
        \(t_{i}:=\operatorname{ApproxDilation} 2\left(M^{\prime}, \mathcal{S}, a_{i}, b_{i}\right) ;\)
        if \(t_{i}<t\) then
            \(t:=t_{i}\) and \(e:=\left(a_{i}, b_{i}\right) ;\)
        end
    end
    return \(\mathcal{G}^{\prime}=(V, E \cup\{e\}) ;\)
```

Lemma 3.5.2 Approximate ExpandGraph3 runs in $\mathcal{O}\left(\left(t^{7} / \varepsilon^{4}\right)^{d} \cdot n^{2}\right)$ time and uses $\mathcal{O}\left(\left(t^{3} / \varepsilon^{2}\right)^{d} n \log (t n)\right)$ space.

Proof. The time complexity of lines $1-3$ is dominated by line 1 , thus $\mathcal{O}(m+$ $\left.n\left(t^{5} / \varepsilon^{2}\right)^{d}\left(\log n+(t / \varepsilon)^{d}\right)\right)$ time. Lines $10-13$ is executed $\mathcal{O}\left((t / \varepsilon)^{d} n\right)$ times, and each iteration requires $\mathcal{O}\left((t / \varepsilon)^{d} n \cdot\left(t^{5 d} / \varepsilon^{2 d}\right)\right)$ time according to Facts 3.2.2 and 3.5.1] Summing up the time bounds gives the time bound stated in the lemma.

The space bound follows since the approximate distance oracle stated in Fact 3.5.1 only uses $\mathcal{O}\left(\left(t^{3} / \varepsilon^{2}\right)^{d} n \log (t n)\right)$ space, instead of the quadratic space needed earlier.

Now, we show that this algorithm computes a $(1+\varepsilon)$-approximation of the optimal solution. Note that in Approximate ExpandGraph3 the separation constant depends both on $\varepsilon$ and $t$ which is the main difference compared to the previous algorithms. This allows us to improve the approximation factor.

Lemma 3.5.3 Let $\mathcal{G}=(V, E)$ be a Euclidean graph with constant dilation $t$ and a positive real constant $\varepsilon$, and let $\left\{\left(A_{i}, B_{i}\right)\right\}_{i=1}^{k}$ be a well-separated pair decomposition of $V$ with respect to $s=8(t+1) / \varepsilon$. For every pair $\left(A_{i}, B_{i}\right)$ and any elements $a_{1}, a_{2} \in A_{i}$ and $b_{1}, b_{2} \in B_{i}$, let $\mathcal{G}_{1}=\left(V, E \cup\left\{\left(a_{1}, b_{1}\right)\right\}\right)$ and $\mathcal{G}_{2}=\left(V, E \cup\left\{\left(a_{2}, b_{2}\right)\right\}\right)$, and let $t_{1}$ and $t_{2}$ denote the dilation of $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$, respectively. It holds that $t_{1} \leq(1+\varepsilon) t_{2}$.
Proof. It suffices to prove that for every pair of points $(u, v) \in \Delta\left(a_{2}, b_{2}\right)$ there exists a path in $\mathcal{G}_{1}$ of length at most $(1+\varepsilon) \cdot \mathbf{d}_{\mathcal{G}_{2}}(u, v)$. Recall that $\Delta(p, q)$ is the set of point pairs for which a shortest path between them in $\mathcal{G} \cup\{(p, q)\}$ passes through $(p, q)$. Without loss of generality we may assume that the shortest path between $u$ and $v$ in $\mathcal{G}_{2}$, goes from $u$ to $a_{2}$ and to $v$ via $b_{2}$. We have:

$$
\begin{aligned}
\mathbf{d}_{\mathcal{G}_{1}}(u, v) & \leq \mathbf{d}_{\mathcal{G}}\left(u, a_{2}\right)+\mathbf{d}_{\mathcal{G}}\left(a_{2}, a_{1}\right)+\left\|a_{1} b_{1}\right\|+\mathbf{d}_{\mathcal{G}}\left(b_{1}, b_{2}\right)+\mathbf{d}_{\mathcal{G}}\left(b_{2}, v\right) \\
& \leq \mathbf{d}_{\mathcal{G}}\left(u, a_{2}\right)+t\left\|a_{2} a_{1}\right\|+\left\|a_{1} b_{1}\right\|+t\left\|b_{1} b_{2}\right\|+\mathbf{d}_{\mathcal{G}}\left(b_{2}, v\right) \\
& \leq \mathbf{d}_{\mathcal{G}}\left(u, a_{2}\right)+\frac{4 t}{s}\left\|a_{2} b_{2}\right\|+(1+4 / s) \cdot\left\|a_{2} b_{2}\right\|+\mathbf{d}_{\mathcal{G}}\left(b_{2}, v\right) \\
& <\mathbf{d}_{\mathcal{G}}\left(u, a_{2}\right)+\left\|a_{2} b_{2}\right\|+\mathbf{d}_{\mathcal{G}}\left(b_{2}, v\right)+\frac{8 t}{s}\left\|a_{2} b_{2}\right\| \\
& =\mathbf{d}_{\mathcal{G}_{2}}(u, v)+\frac{t \varepsilon}{t+1}\left\|a_{2} b_{2}\right\| \\
& <(1+\varepsilon) \cdot \mathbf{d}_{\mathcal{G}_{2}}(u, v) .
\end{aligned}
$$

In the second inequality we used Lemma 2.3.2 in the fifth inequality we used the fact that $s=8(t+1) / \varepsilon$ and in the final step we used that $\mathbf{d}_{\mathcal{G}_{2}}(u, v) \geq\left\|a_{2} b_{2}\right\|$ since $(u, v) \in \Delta\left(a_{2}, b_{2}\right)$. The lemma follows.

Lemma 3.5.4 Algorithm Approximate ExpandGraph3 returns a graph with dilation at most $(1+\varepsilon)^{3} \cdot t_{\text {opt }}$.
Proof. Assume that $t_{\text {opt }}$ is the dilation of an optimal solution $\mathcal{G} \cup\{(p, q)\}$, and let $\mathcal{G}^{\prime}$ with dilation $t_{\mathcal{C}}$ be the output of the algorithm 3.5.1]

We will use the same notations as in the algorithm. For each $i$ let $t_{i}^{*}$ be the (exact) dilation of $\mathcal{G}_{i}=\mathcal{G} \cup\left\{\left(a_{i}, b_{i}\right)\right\}$. According to Fact 3.2.2 for each $i$,

$$
t_{i}^{*} \leq t_{i} \leq(1+\varepsilon)^{2} \cdot t_{i}^{*} .
$$

Let $\left(A_{j}, B_{j}\right)$ be the pair in the well-separated pair decomposition such that $p \in A_{j}$ and $q \in B_{j}$, or $p \in B_{j}$ and $q \in A_{j}$. From Lemma 3.5.3 it follows that
$t_{j}^{*} \leq(1+\varepsilon) \cdot t_{\text {opt }}$. As a result it follows that

$$
t_{\mathcal{C}} \leq t_{j} \leq(1+\varepsilon)^{2} \cdot t_{j}^{*} \leq(1+\varepsilon)^{3} \cdot t_{o p t}
$$

Therefore $t_{\text {opt }} \leq t_{\mathcal{C}} \leq(1+\varepsilon)^{3} \cdot t_{\text {opt }}$ which completes the lemma.

The following theorem follows by setting $\varepsilon=\min \{\varphi / 15,1\}$ and combining Lemmas 3.5.2 and 3.5.4

Theorem 3.5.5 Let $V$ be a set of $n$ points in $\mathbb{R}^{d}$, let $t>1$ and $\varphi>0$ be real numbers, and let $\mathcal{G}=(V, E)$ be a geometric $t$-spanner of $V$. One can in $\mathcal{O}\left(\left(t^{7} / \varphi^{4}\right)^{d} \cdot n^{2}\right)$ time, using $\mathcal{O}\left(\left(t^{3} / \varphi\right)^{d} n \log (t n)\right)$ space, compute a $t^{\prime}$-spanner $\mathcal{G}^{\prime}=(V, E \cup\{e\})$ such that $t^{\prime} \leq(1+\varphi) \cdot t_{\text {opt }}$.

### 3.6 Concluding remarks

We considered the problem of adding an edge to a Euclidean graph such that the dilation of the resulting graph is minimized, and gave several algorithms. Our main result is a $(2+\varepsilon)$-approximation algorithm with running time

$$
\mathcal{O}\left(n m+n^{2}\left(\log n+1 / \varepsilon^{3 d}\right)\right)
$$

using $\mathcal{O}\left(n^{2}\right)$ space.
Several problems remain open.

1. Is there an exact algorithm with running time $o\left(n^{4}\right)$ using linear space?
2. Can we achieve a $(1+\varepsilon)$-approximation within the same time bound as in Theorem 3.4.5?
3. A natural extension is to allow more than one edge to be added. Can we generalize our results to this case?
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## Dilation-Optimal Edge Deletion

### 4.1 Introduction

Given a (geometric) network, a natural question to ask is what happens to the quality of the network when some connections are removed. In case some links in a traffic network have to be shut down (e.g., due to budget considerations), we may want to know which edges of the network should be removed so as to not decrease the quality of the new network too much. Alternatively, we may want to know the most critical edge in the network, i.e., the edge whose removal causes the largest possible decrease in the quality of the new network.

In this chapter, we consider a simple variant of this problem: The initial network is a polygonal cycle $\mathfrak{C}$ in the plane, and we have to remove one single edge from $\mathfrak{C}$. We measure the quality of the resulting polygonal path $\Pi$ by its dilation (or stretch factor) $\mathfrak{D}_{\Pi}$.

Recall that the dilation between two distinct vertices $x$ and $y$ of the path $\Pi$ is defined as

$$
\mathfrak{D}_{\Pi}(x, y):=\frac{\mathbf{d}_{\Pi}(x, y)}{\|x y\|}
$$

where $\mathbf{d}_{\Pi}(x, y)$ denotes the Euclidean length of the subpath of $\Pi$ connecting $x$ and $y$, and $\|x y\|$ denotes the Euclidean distance between $x$ and $y$. For convenience we define $\mathfrak{D}_{\Pi}(x, x):=1$. The dilation between two sets $X$ and $Y$ of vertices of $\Pi$ is
defined as

$$
\mathfrak{D}_{\Pi}(X, Y):=\max \left\{\mathfrak{D}_{\Pi}(x, y) \mid x \text { is a vertex of } X, y \text { is a vertex of } Y\right\}
$$

the dilation of a set $X$ of vertices of $\Pi$ is defined as

$$
\mathfrak{D}_{\Pi}(X):=\mathfrak{D}_{\Pi}(X, X)
$$

and the dilation of the path $\Pi$ is defined as

$$
\mathfrak{D}_{\Pi}:=\mathfrak{D}_{\Pi}(\Pi)=\max \left\{\mathfrak{D}_{\Pi}(x, y) \mid x \text { and } y \text { are vertices of } \Pi\right\}
$$

Recently the problem of constructing minimum-dilation networks on a given point set has attracted a lot of attention. Klein and Kutz KK07 showed that constructing a geometric network on a point set in the plane using a given number of edges such that the network has minimum dilation is NP-hard. The problem is NP-hard even for more specific cases like minimum dilation spanning tree or minimum dilation path, see CHL07 and GKM07. Minimum dilation stars is the case which we can construct in polynomial time, see EW07.

All the above problems want to construct a network from scratch but in many applications we already have a network and the problem at hand is to extend/prune the network such that the dilation of the resulting network is minimized. In Chapter 3 we saw that in the case of adding an edge, the optimal edge, i.e. the new edge which minimize the dilation of the network, can be computed in $\mathcal{O}\left(n^{4}\right)$ time, where $n$ is the number of nodes in the network. There are also several approximation algorithms which run faster. However, the problem of computing the edge in the network whose removal minimizes/maximizes the dilation of the resulting network was not studied before, to the best of our knowledge.

The problem we consider is the following: We are given a polygonal cycle $\mathfrak{C}=\left(p_{0}, \ldots, p_{n-1}, p_{0}\right)$ whose $n$ vertices $p_{0}, \ldots, p_{n-1}$ are points in the plane. We want to determine the edge $e$ of $\mathfrak{C}$ for which the dilation of the polygonal path $\mathfrak{C} \backslash\{e\}$ is minimized or maximized. In other words, if we denote by $\Pi_{i}$ (for $0 \leq i<n)$ the polygonal path obtained by removing the edge $\left(p_{i}, p_{i+1}\right)$ from $\mathfrak{C}$ (where indices are to be read modulo $n$ ), then our goal is to compute

$$
\mathfrak{D}_{\mathbb{C}}^{\min }:=\min _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}
$$

and

$$
\mathfrak{D}_{\mathfrak{C}}^{\max }:=\max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}
$$

It is known that computing the dilation of a path, or even approximating it, need $\Omega(n \log n)$ time, see NS07, Theorem 13.1.3]. Therefore using a naïve algorithm which checks all the edges of the cycle takes $\Omega\left(n^{2} \log n\right)$ time to compute the optimal edge in the cycle.

A summary of our results and the organization of the rest of this chapter are in the following.

In Section 4.2 we consider the dilation-minimal edge deletion problem and present a randomized algorithm for the problem. We start in Section 4.2.1 by describing an approach of $\mathrm{AKK}^{+}$to estimate the dilation of a polygonal path. These ideas will play a central role in the algorithm we give in Section 4.2 .2 for solving a decision problem associated with the problem of computing $\mathfrak{D}_{\mathfrak{C}}^{m i n}$; the algorithm solving this decision problem runs in $\mathcal{O}\left(n \log ^{2} n\right)$ expected time. In Section 4.2.3 we give a simple randomized approach which reduces the problem of computing $\mathfrak{D}_{\mathfrak{C}}^{\min }$ to an expected number of $\mathcal{O}(\log n)$ decision problems of Section 4.2.2 Thus, this reduction incurs a logarithmic slowdown of the decision procedure.

In Section 4.3 we consider the dilation-maximal edge deletion problem and present a $\mathcal{O}(n \log n)$ time algorithm for the problem. We first show that for two fixed vertices $x$ and $y$ of $\mathfrak{C}$, it is easy to determine the largest possible dilation between them if one edge is removed from $\mathfrak{C}$. We then show that, in order to compute $\mathfrak{D}_{\mathfrak{C}}^{\max }$, it suffices to consider pairs $(x, y)$ of vertices whose distance is at most twice the closest-pair distance in the vertex set of $\mathfrak{C}$. Since there are only $\mathcal{O}(n)$ such pairs $(x, y)$, this leads to an efficient algorithm for computing $\mathfrak{D}_{\mathfrak{C}}^{\max }$.

Finally, we present an algorithm that computes in $\mathcal{O}(n \log n)$ total time an approximation to the dilation of each path $P_{i}$, as well as an approximation of $\mathfrak{D}_{\mathfrak{C}}^{\min }$ in Section 4.4 The algorithm uses Fact 3.2 .2 which states that the well-separated pair decomposition can be used to reduce the problem of approximating the dilation of a Euclidean graph to the problem of computing the shortest-path distances between $\mathcal{O}(n)$ pairs of vertices. This result, together with the observation that for any two vertices $x$ and $y$ of $\mathfrak{C}$, the sequence $\mathfrak{D}_{\Pi_{0}}(x, y), \ldots, \mathfrak{D}_{\Pi_{n-1}}(x, y)$ contains only two distinct values, leads to an $\mathcal{O}(n \log n)$-time algorithm that approximates the dilation of each path $\Pi_{i}$ as well as the minimum dilation $\mathfrak{D}_{\mathfrak{C}}^{\min }$.

### 4.2 Dilation-minimal edge deletion in a cycle

In this section, we give an algorithm which given a polygonal cycle $\mathfrak{C}$, computes the edge whose removal generates a path which has minimum dilation among all the paths generated by removing an edge from $\mathfrak{C}$. The algorithm starts with removing a random edge from $\mathfrak{C}$ and computes the dilation $\kappa$ of the generated path. Then it uses a decision algorithm which for each edge $e$ in the cycle $\mathfrak{C}$, decides whether the dilation of the path $\mathfrak{C} \backslash\{e\}$ is less than $\kappa$. Then it picks one of the edges whose removal generates a path with dilation less than $\kappa$ and assigns the dilation of the path to $\kappa$. It repeats the procedure until no edge in the cycle generates a path with dilation less than $\kappa$.

### 4.2.1 Estimating the dilation of a polygonal path

Our algorithm for computing the edge of a polygonal cycle whose removal minimizes the dilation of the resulting path uses as a subroutine parts of the algorithm of $\mathrm{AKK}^{+}$that decides if the dilation of a polygonal path is less than some given threshold $\kappa>1$. We describe those parts of this algorithm which are relevant for us.

Let $\Pi=\left(p_{0}, \ldots, p_{n-1}\right)$ be a polygonal path whose $n$ vertices are points in the plane and let $\kappa \geq 1$ be a real number. Without loss of generality we assume $p_{0}$ is the origin. The idea is to use a lifting transformation that rephrases the decision problem, i.e., the problem of deciding if $\mathfrak{D}_{\Pi}<\kappa$, into a point-cone incidenceproblem in $\mathbb{R}^{3}$.

We denote the first and last vertices of a polygonal path $\Pi$ by $f(\Pi)$ and $l(\Pi)$, respectively. Thus, $f(\Pi)=p_{0}$. For each vertex $p$ of $\Pi$, we define the weight of $p$ to be

$$
\omega_{\Pi}(p):=\mathbf{d}_{\Pi}(p, f(\Pi)) / \kappa
$$

We map each vertex $p=\left(x_{p}, y_{p}\right)$ of $\Pi$ to the point

$$
h_{\Pi}(p):=\left(x_{p}, y_{p}, \omega_{\Pi}(p)\right) \in \mathbb{R}^{3} .
$$

Let $C$ denote the three-dimensional cone

$$
C:=\left\{(x, y, z) \in \mathbb{R}^{3} \mid z=\sqrt{x^{2}+y^{2}}\right\}
$$

We map each vertex $p$ of $\Pi$ to the cone

$$
C_{\Pi}(p):=C \oplus h_{\Pi}(p)=\left\{c+h_{\Pi}(p) \mid c \in C\right\}
$$

Note that we can reformulate the definition of $C_{\Pi}(p)$ as

$$
\begin{equation*}
C_{\Pi}(p):=\left\{(x, y, z) \mid z-\omega_{\Pi}(p)=\sqrt{\left(x-x_{p}\right)^{2}+\left(y-y_{p}\right)^{2}}\right\} \tag{4.1}
\end{equation*}
$$

and therefore $C_{\Pi}(p)$ is the graph of the bivariate function $f_{p}(q)=\|p q\|+\omega_{\Pi}(p)$ for $q \in \mathbb{R}^{2}$. If $p$ and $q$ are vertices of $\Pi$, then we say that $p$ is before $q$ on $\Pi$, if

$$
\mathbf{d}_{\Pi}(p, f(\Pi))<\mathbf{d}_{\Pi}(q, f(\Pi))
$$

this will be denoted as $p<_{\Pi} q$. We then get the following lemma.
Lemma 4.2.1 For any two vertices $p$ and $q$ of $\Pi$ with $p<_{\Pi} q$, we have

$$
\mathfrak{D}_{\Pi}(p, q)<\kappa \text { if and only if } h_{\Pi}(q) \text { lies below } C_{\Pi}(p) .
$$

Proof. By straightforward algebraic manipulation, see Figure 4.1 for an illustration, we have

$$
\begin{align*}
\mathfrak{D}_{\Pi}(p, q)<\kappa & \Longleftrightarrow \frac{\mathbf{d}_{\Pi}(q, p)}{\|q p\|}<\kappa \\
& \Longleftrightarrow \frac{\mathbf{d}_{\Pi}(f(\Pi), q)-\mathbf{d}_{\Pi}(f(\Pi), p)}{\|q p\|}<\kappa \\
& \Longleftrightarrow \frac{\mathbf{d}_{\Pi}(f(\Pi), q)}{\kappa}-\frac{\mathbf{d}_{\Pi}(f(\Pi), p)}{\kappa}<\|q p\| \\
& \Longleftrightarrow \omega_{\Pi}(q)-\omega_{\Pi}(p)<\|q p\| \\
& \Longleftrightarrow \omega_{\Pi}(q)-\omega_{\Pi}(p)<\sqrt{\left(x_{q}-x_{p}\right)^{2}+\left(y_{q}-y_{p}\right)^{2}} . \tag{4.2}
\end{align*}
$$

By combining Equations 4.1 and 4.2 complete proof of the lemma.


Figure 4.1: Illustration of the Lemma 4.2.1
If $X$ and $Y$ are subsets of the vertex set of $\Pi$, then we say that $X$ is before $Y$ on $\Pi$, if $\mathbf{d}_{\Pi}(x, f(\Pi))<\mathbf{d}_{\Pi}(y, f(\Pi))$ for all $x \in X$ and all $y \in Y$; this will be denoted as $X<\Pi Y$. For any subset $X$ of the vertex set of $\Pi$, we define $C_{\Pi}(X):=\left\{C_{\Pi}(p) \mid p \in X\right\}$ and $h_{\Pi}(X):=\left\{h_{\Pi}(p) \mid p \in X\right\}$.

The lower envelope of a set $S$ of bi-variate functions is defined as the point-wise minimum of all functions that belong to $S$. Namely, the lower envelope of the set $S=\left\{f_{1}, \ldots, f_{n}\right\}$ can be defined as the following function:

$$
\mathcal{L}_{S}(x, y):=\min _{1 \leq k \leq n} \overline{f_{k}}(x, y)
$$

where

$$
\overline{f_{k}}(x, y):= \begin{cases}f_{k}(x, y) & \text { if }(x, y) \text { belongs to the domain of } f_{k} \\ +\infty & \text { otherwise. }\end{cases}
$$

Lemma 4.2.1 immediately gives the following result.
Lemma 4.2.2 For any two subsets $X$ and $Y$ of the vertex set of $\Pi$ with $X<_{\Pi} Y$, we have

$$
\mathfrak{D}_{\Pi}(X, Y)<\kappa \text { if and only if } h_{\Pi}(Y) \text { lies below } \mathcal{L}_{C_{\Pi}(X)}
$$

The minimization diagram of $C_{\Pi}(X)$, i.e., the projection of the lower envelope $\mathcal{L}_{C_{\Pi}(X)}$ onto the $x y$-plane, is the additively weighted Voronoi diagram ${ }^{11} V_{\Pi}(X)$ of $X$ with respect to the weight function $\omega_{\Pi}$. If the point $y$ of $Y$ is located in the Voronoi region of the point $x$ of $X$, then $h_{\Pi}(y)$ is below $\mathcal{L}_{C_{\Pi}(X)}$ if and only if $h_{\Pi}(y)$ is below $C_{\Pi}(x)$.

This yields an efficient algorithm to verify if $\mathfrak{D}_{\Pi}(X, Y)<\kappa$ for two subsets $X$ and $Y$ of the vertex set of $\Pi$ having the property that $X<_{\Pi} Y$ : The Voronoi diagram $V_{\Pi}(X)$ can be computed in $\mathcal{O}(|X| \log |X|)$ time, c.f. For87. Within the same time bound, this diagram can be preprocessed into a linear size data structure that supports $\mathcal{O}(\log |X|)$-time point-location queries, c.f. Kir83]. This structure can now be queried with each point $y$ of $Y$ to determine which point $x$ of $X$ contains $y$ in its Voronoi cell. Once this is known, the check if $h_{\Pi}(y)$ is below $C_{\Pi}(x)$ can be performed in $\mathcal{O}(1)$ time. The total running time of this algorithm is $\mathcal{O}((|X|+|Y|) \log |X|)$.

### 4.2.2 The decision problem

Let $\mathfrak{C}$ be a polygonal cycle on a set of $n$ vertices in the plane and let $\kappa>1$ be a real number. In this section, we present an algorithm that decides for each edge $e$ of $\mathfrak{C}$, whether or not the dilation of the polygonal path $\mathfrak{C} \backslash\{e\}$ is less than $\kappa$. We first describe the overall approach. Then, we give two implementations that yield running times of $\mathcal{O}\left(n \log ^{3} n\right)$ and $\mathcal{O}\left(n \log ^{2} n\right)$, respectively.

For a cycle $\mathfrak{C}=\left(p_{0}, p_{1}, \ldots, p_{n-1}, p_{0}\right)$, we call $p_{i+1}$ the successor of $p_{i}$ in $\mathfrak{C}$ (where indices are to be read modulo $n$ ) and denote it by $\operatorname{succ}\left(p_{i}\right)$. If $R=\left(r_{1}, \ldots r_{m}\right)$ and $Q=\left(q_{1}, \ldots, q_{n}\right)$ are two polygonal paths having the property that $q_{1}=f(Q)$ is the successor of $l(R)=r_{m}$ in $\mathfrak{C}$, then we denote the concatenation of $R$ and $Q$ by $R \oplus Q$. Thus, $R \oplus Q$ is the polygonal path $\left(r_{1}, \ldots, r_{m}, q_{1}, \ldots, q_{n}\right)$.

In order to facilitate a recursive approach, we will consider the following more general problem: Assume that (the vertex set of) $\mathfrak{C}$ is partitioned into two polygonal paths $T$ (the top) and $B$ (the bottom) such that $\mathfrak{D}_{T}<\kappa$. We want to decide

[^2]for each edge $e$ of $B$, i.e., any edge $e$ on the cycle $\mathfrak{C}$ with both endpoints in $B$, whether or not the dilation of $\mathfrak{C} \backslash\{e\}$ is less than $\kappa$. If we take $T=\emptyset$ then we obtain the original problem.

The details of the decision algorithm are presented in Algorithm 4.2.1.

```
Algorithm 4.2.1: DECISION-AlGORITHM
    Input: Paths \(T\) and \(B\) and \(\kappa>1\).
    Output: yes or no for every edge of \(B\).
    if \(|B|=2\) then
        return yes for the edge in \(B\);
    else
        \(l:=\) the last vertex of \(B ; \quad / *\) in counterclockwise order along \(\mathfrak{C}\) */
        \(r:=\) the first vertex of \(B ; \quad / *\) in counterclockwise order along \(\mathfrak{C}\) */
        \(m:=\) the middle vertex of \(B\);
        \(B^{r}:=\) the part of the path \(B\) between \(r\) and \(m\);
        \(B^{l}:=\) the part of the path \(B\) between \(\operatorname{succ}(m)\) and \(l\);
        if \(\mathfrak{D}_{T \oplus B^{r}}<\kappa\) then Decision-Algorithm \(\left(T \oplus B^{r}, B^{l}, \kappa\right)\);
        else return no for each edge \(e\) of \(B^{l}\);
        if \(\mathfrak{D}_{B^{l} \oplus T}<\kappa\) then Decision-Algorithm \(\left(B^{l} \oplus T, B^{r}, \kappa\right)\);
        else return no for each edge \(e\) of \(B^{r}\);
    end
```

The correctness of the algorithm is obvious. We will show below that after a preprocessing step taking $\mathcal{O}\left(n \log ^{2} n\right)$ expected time, we can decide in $\mathcal{O}(|B| \log n)$ time if $\mathfrak{D}_{T \oplus B^{r}}<\kappa$ and $\mathfrak{D}_{B^{l} \oplus T}<\kappa$, where $|B|$ denotes the number vertices on $B$. The expected running time $t(n)$ of the algorithm can therefore be written as $t(n)=\mathcal{O}\left(n \log ^{2} n\right)+r(n)$ where the function $r$ satisfies the recurrence

$$
r(b) \leq 2 \cdot r(b / 2)+\mathcal{O}(b \log n)
$$

This implies that $t(n)=\mathcal{O}\left(n \log ^{2} n\right)$.
Figure 4.2 illustrates the recursion tree of the algorithm. The nodes of the tree are labeled according to a breadth-first search (BFS) numbering where the first (left) child of a node corresponds to the recursive call in line 11 and the second (right) child corresponds to the recursive call in line 9. Later, we will refer to a recursive call corresponding to the node with BFS-number $i$ as the $i$-th step of the recursion. For each node $i$, the current top and bottom paths are denoted by $T_{i}$ and $B_{i}$, respectively. These paths can be computed as follows. Assume that the polygonal cycle $\mathfrak{C}$ is given by the array $\mathfrak{C}[0, \ldots, n]$ and that $B$ consists of $b$ vertices. Then $B_{1}=\mathfrak{C}[0, \ldots, b-1]$ and $T_{1}=T$. For $i \geq 1$, if $B_{i}=\mathfrak{C}[l, r]$, then $B_{2 i}:=\mathfrak{C}\left[l, l+\left\lfloor\frac{r-l}{2}\right\rfloor\right], B_{2 i+1}:=\mathfrak{C}\left[l+\left\lfloor\frac{r-l}{2}\right\rfloor+1, r\right], T_{2 i}:=B_{2 i+1} \oplus T_{i}$, and


Figure 4.2: The recursion tree. Note that $G_{2 i}:=B_{2 i+1}$ and $G_{2 i+1}:=B_{2 i}$.
$T_{2 i+1}:=T_{i} \oplus B_{2 i}$. Observe that each top chain $T_{j}$ is the concatenation of $\mathcal{O}(\log n)$ many bottom chains.

## A first implementation

We will show that after an $\mathcal{O}\left(n \log ^{2} n\right)$-time preprocessing, we can decide if (i) $\mathfrak{D}_{T \oplus B^{r}}<\kappa$ and (ii) $\mathfrak{D}_{B^{l} \oplus T}<\kappa$ in $\mathcal{O}\left(|B| \log ^{2} n\right)$ time. Later, we will give a faster implementation. Since (ii) is symmetric to (i), we only show how to decide whether or not (i) holds.

Suppose we have a polygonal path $T^{\prime}$ with $\mathfrak{D}_{T^{\prime}}<\kappa$ that is given as a list of $k$ polygonal paths $\left(B_{1}^{\prime}, \ldots, B_{k}^{\prime}\right)$ such that $f\left(B_{i+1}^{\prime}\right)$ is the successor of $l\left(B_{i}^{\prime}\right)$ in the cycle $\mathfrak{C}$, for $1 \leq i<k$. Thus, we have $T^{\prime}=B_{1}^{\prime} \oplus \ldots \oplus B_{k}^{\prime}$. Given a new polygonal path $B^{\prime}$ with $f\left(B^{\prime}\right)=\boldsymbol{\operatorname { s u c }}\left(l\left(T^{\prime}\right)\right)$ in $\mathfrak{C}$, we want to decide if $\mathfrak{D}_{T^{\prime} \oplus B^{\prime}}<\kappa$.

Observe that $\mathfrak{D}_{T^{\prime} \oplus B^{\prime}}<\kappa$ if and only if
(a) $\mathfrak{D}_{T^{\prime}}<\kappa$,
(b) $\mathfrak{D}_{B^{\prime}}<\kappa$, and
(c) $\mathfrak{D}_{T^{\prime} \oplus B^{\prime}}\left(T^{\prime}, B^{\prime}\right)<\kappa$.

We are given that (a) holds. Using the algorithm of AKK ${ }^{+}$we can decide in $\mathcal{O}\left(\left|B^{\prime}\right| \log \left|B^{\prime}\right|\right)$ expected time whether or not (b) holds. Thus, it remains to show how to verify whether or not (c) holds.

Obviously, $\mathfrak{D}_{T^{\prime} \oplus B^{\prime}}\left(T^{\prime}, B^{\prime}\right)<\kappa$ if and only if $\mathfrak{D}_{T^{\prime} \oplus B^{\prime}}\left(B_{i}^{\prime}, B^{\prime}\right)<\kappa$ for each $i$
with $1 \leq i \leq k$. Since $B_{i}^{\prime}<T_{T^{\prime} \oplus B^{\prime}} B^{\prime}$, we know from Lemma 4.2.2 that

$$
\mathfrak{D}_{T^{\prime} \oplus B^{\prime}}\left(B_{i}^{\prime}, B^{\prime}\right)<\kappa \text { if and only if } h_{T^{\prime} \oplus B^{\prime}}\left(B^{\prime}\right) \text { lies below } \mathcal{L}_{C_{T^{\prime} \oplus B^{\prime}}\left(B_{i}^{\prime}\right)} .
$$

Assume that for each path $B_{i}^{\prime}$, we have the total accumulated scaled length

$$
\ell_{i}:=\sum_{j=1}^{i} \mathbf{d}_{B_{j}^{\prime}}\left(l\left(B_{j}^{\prime}\right), f\left(B_{j}^{\prime}\right)\right) / \kappa
$$

and the additively weighted Voronoi diagram $V_{B_{i}^{\prime}}\left(B_{i}^{\prime}\right)$ that has been augmented with a data structure to support point-location queries in $t_{l o c}$ time per query. Recall that $V_{B_{i}^{\prime}}\left(B_{i}^{\prime}\right)$ is the projection of the lower envelope $\mathcal{L}_{C_{B_{i}^{\prime}}\left(B_{i}^{\prime}\right)}$ onto the $x y$-plane. It is defined with respect to the weights

$$
\omega_{B_{i}^{\prime}}(p)=\mathbf{d}_{B_{i}^{\prime}}\left(p, f\left(B_{i}^{\prime}\right)\right) / \kappa .
$$

Since

$$
\omega_{T^{\prime} \oplus B^{\prime}}(p)=\omega_{B_{i}^{\prime}}(p)+\ell_{i-1}
$$

for all $p \in B_{i}^{\prime}$, we have

$$
\omega_{T^{\prime} \oplus B^{\prime}}(p)-\omega_{T^{\prime} \oplus B^{\prime}}(q)=\omega_{B_{i}^{\prime}}(p)-\omega_{B_{i}^{\prime}}(q)
$$

for all $p, q \in B_{i}^{\prime}$. It follows that the diagram $V_{B_{i}^{\prime}}\left(B_{i}^{\prime}\right)$ is also the projection of the lower envelope $\mathcal{L}_{C_{T^{\prime} \oplus B^{\prime}}\left(B_{i}^{\prime}\right)}$.

The associated point-location structure of $B_{i}^{\prime}$ can therefore be used to determine for each point $b^{\prime}$ in $B^{\prime}$, the point $t$ in $B_{i}^{\prime}$ that contains $b^{\prime}$ in its Voronoi cell in $V_{T^{\prime} \oplus B^{\prime}}\left(B_{i}^{\prime}\right)$. Once this is known for each point $b^{\prime}$ in $B^{\prime}$, we can check if $h_{T^{\prime} \oplus B^{\prime}}\left(b^{\prime}\right)$ is below $C_{T^{\prime} \oplus B^{\prime}}(t)$. To this end, we compute the weights $\omega_{T^{\prime} \oplus B^{\prime}}(t)=\omega_{B_{i}^{\prime}}(t)+\ell_{i-1}$ and $\omega_{T^{\prime} \oplus B^{\prime}}\left(b^{\prime}\right)=\omega_{B^{\prime}}\left(b^{\prime}\right)+\ell_{k}$.

The overall running time of this approach (excluding the preprocessing time) is $\mathcal{O}\left(k\left|B^{\prime}\right| t_{l o c}\right)$.

In our application, the relevant paths $B_{i}^{\prime}$ are the bottom paths $B_{i}$ that appear in the recursive calls (see Figure 4.2 and the discussion after that). As a consequence, $k=\mathcal{O}(\log n),\left|T^{\prime} \oplus B^{\prime}\right| \leq n$, and we can precompute the required information in $\mathcal{O}\left(n \log ^{2} n\right)$ time by computing all the diagrams $V_{B_{i}}\left(B_{i}\right)$ along with the pointlocation data structures. Since $t_{l o c}=\mathcal{O}(\log n)$, it follows that the overall running time of this approach (after $\mathcal{O}\left(n \log ^{2} n\right)$ preprocessing time) is $\mathcal{O}\left(\left|B^{\prime}\right| \log ^{2} n\right)$. With this implementation, Algorithm 4.2.1 runs in $\mathcal{O}\left(n \log ^{3} n\right)$ expected time.

## A faster implementation

In the $i$-th step of the recursion, we split $B_{i}$ (almost evenly) into $B_{2 i}$ and $B_{2 i+1}$, and compute the diagrams $V_{B_{2 i}}\left(B_{2 i}\right)$ and $V_{B_{2 i+1}}\left(B_{2 i+1}\right)$. We then locate each
point $b$ of $B_{2 i}$ in $V_{B_{2 i+1}}\left(B_{2 i+1}\right)$ to determine which point $t$ of $B_{2 i+1}$ contains $b$ in its Voronoi cell in $V_{B_{2 i+1}}\left(B_{2 i+1}\right)$. We store $t$ in a table $\mathcal{T}_{b}$ associated with $b$ under the key $2 i+1$ that identifies the set $B_{2 i+1}$. In the same way, we locate each point $b$ of $B_{2 i+1}$ in $V_{B_{2 i}}\left(B_{2 i}\right)$ and store the corresponding point $t$ of $B_{2 i}$ in a table $\mathcal{T}_{b}$ associated with $b$ under the key $2 i$.

Since we perform exactly one point-location query for each point $b$ of $B_{1}$ on each level of the recursion tree, the table $\mathcal{T}_{b}$ has $\mathcal{O}(\log n)$ entries. We can therefore use the construction of [FKS84] to store $\mathcal{T}_{b}$ in a perfect-hash table of size $\mathcal{O}(\log n)$ that supports $\mathcal{O}(1)$ access time. Note that in the complexity model of FKS84, it is assumed that the entries come from a finite universe and the algorithm is able to randomly access each memory location in constant time. Recall that the construction of FKS84 is randomized and builds the hash table in $\mathcal{O}(\log n)$ expected time.

The total time we spend on each level of the recursion tree is $\mathcal{O}(n \log n)$, so the total expected preprocessing time is $\mathcal{O}\left(n \log ^{2} n\right)$ and the total time we spend for answering point-location queries is $\mathcal{O}\left(n \log ^{2} n\right)$.

In order to determine for a point $b^{\prime}$ of $B^{\prime}$, where $B^{\prime} \subseteq B_{1}$, which point $t$ of $B_{i}^{\prime}$ contains $b^{\prime}$ in its Voronoi cell, we find the index $j$ for which $B_{i}^{\prime}=B_{j}$. Then we retrieve the entry with the key $j$ from $\mathcal{T}_{b^{\prime}}$. This is exactly the point $t$ of $B_{j}$ that contains $b$ in its Voronoi cell in $V_{B_{j}}\left(B_{j}\right)$.

It follows that $t_{l o c}=\mathcal{O}(1)$, so that the overall running time of this approach (after $\mathcal{O}\left(n \log ^{2} n\right)$ preprocessing time) is $\mathcal{O}\left(\left|B^{\prime}\right| \log n\right)$. With this implementation, Algorithm 4.2.1 runs in $\mathcal{O}\left(n \log ^{2} n\right)$ expected time.

### 4.2.3 The optimization algorithm

We now present our algorithm that computes, for a given polygonal cycle $\mathfrak{C}$ on a set of $n$ points in the plane, the value of $\mathfrak{D}_{\mathfrak{C}}^{\min }$ in $\mathcal{O}\left(n \log ^{3} n\right)$ expected time. Clarkson and Shor CS88 used a similar randomized approach to compute the diameter of a point set. The main idea is to check all the edges in the cycle in a random order. We start with a random edge $e_{1} \in \mathfrak{C}$ and compute the dilation of the path $\mathfrak{C} \backslash\left\{e_{1}\right\}$, using the algorithm of $\mathrm{AKK}^{+}$, and assign this value to $\kappa$. Then we run Algorithm 4.2.1 to see for each edge $e$ of the cycle $\mathfrak{C}$ whether the dilation of the path $\mathfrak{C} \backslash\{e\}$ is less than $\kappa$. We store with each edge $e$ of $\mathfrak{C}$ a Boolean flag, denoted by flag(e), which is true if and only if the dilation of the path $\mathfrak{C} \backslash\{e\}$ is less than $\kappa$. For any edge $e$ with $\operatorname{flag}(e)=$ true, we compute and assign the dilation of $\mathfrak{C} \backslash\{e\}$ to $\kappa$ and update flags same as before. For more details see algorithm 4.2.2

The correctness of the algorithm follows from the fact that it returns

$$
\kappa=\min _{1 \leq i \leq n} \mathfrak{D}_{\Pi_{i}}=\mathfrak{D}_{\mathfrak{C}}^{\min }
$$

```
Algorithm 4.2.2: Optimization Algorithm
    Input: A cycle \(\mathfrak{C}\) on a set of \(n\) points.
    Output: \(\mathfrak{D}_{\mathfrak{C}}^{\min }\).
    \(\left\{e_{i}\right\}_{i}:=\) random permutation of the edges of \(\mathfrak{C}\);
    \(\kappa:=\) the dilation of the path \(\mathfrak{C} \backslash\left\{e_{1}\right\}\);
    Run Algorithm 4.2.1 and for each edge \(e\) of \(\mathfrak{C}\), update flag(e);
    for \(i=2,3, \ldots, n\) do
        if \(\operatorname{flag}\left(e_{i}\right)=\) true then
                \(\kappa:=\) the dilation of the path \(\mathfrak{C} \backslash\left\{e_{i}\right\} ;\)
                Run Algorithm 4.2.1 and for each edge \(e\) of \(\mathfrak{C}\), update flag \((e)\);
        end
    end
    return \(\kappa\);
```

where $\Pi_{i}$ is the polygonal path obtained by removing $e_{i}$ from $\mathfrak{C}$.
Clearly, line 1 takes $\mathcal{O}(n)$ time. The algorithm of $\mathrm{AKK}^{+}$and, therefore, line 2, takes $\mathcal{O}(n \log n)$ expected time. Each time we run Algorithm 4.2.1 we spend $\mathcal{O}\left(n \log ^{2} n\right)$ expected time. Observe that we run this algorithm once in line 3 and, moreover, in lines $4-9$ each time the dilation of $\Pi_{i}$ is less than the current value of $\kappa$. In the latter case, we also spend $\mathcal{O}(n \log n)$ expected time to compute the dilation of $\Pi_{i}$. Since the edges of $\mathfrak{C}$ are in random order, the values $\mathfrak{D}_{\Pi_{1}}, \ldots, \mathfrak{D}_{\Pi_{n}}$ are in random order as well. At the start of the $i$-th iteration of lines $4-9$, the value of $\kappa$ is equal to $\min _{1 \leq j<i} \mathfrak{D}_{\Pi_{j}}$. Thus, $\mathfrak{D}_{\Pi_{i}}<\kappa$ if and only if $\mathfrak{D}_{\Pi_{i}}$ is the minimum of the set $\left\{\mathfrak{D}_{\Pi_{j}} \mid 1 \leq j \leq i\right\}$. It follows that $\mathfrak{D}_{\Pi_{i}}<\kappa$ with probability $1 / i$. Using the linearity of expectation, it follows that the expected number of times that lines 6 and 7 are performed is equal to $\sum_{i=2}^{n} 1 / i=\mathcal{O}(\log n)$. Thus, the overall expected running time of our algorithm is $\mathcal{O}\left(n \log ^{3} n\right)$.

Theorem 4.2.3 Given a polygonal cycle $\mathfrak{C}$ on $n$ vertices in the plane, we can compute $\mathfrak{D}_{\mathfrak{C}}^{\min }$ in $\mathcal{O}\left(n \log ^{3} n\right)$ expected time.

### 4.3 Dilation-maximal edge deletion in a cycle

Let $\mathfrak{C}=\left(p_{0}, \ldots, p_{n-1}, p_{0}\right)$ be a polygonal cycle whose vertices $p_{0}, \ldots, p_{n-1}$ are points in the plane. Recall from Section 4.1 that $\Pi_{i}$ (for $0 \leq i<n$ ) denotes the polygonal path obtained by removing the edge $\left(p_{i}, p_{i+1}\right)$ from $\mathfrak{C}, \mathbf{d}_{\Pi_{i}}(x, y)$ denotes the length of the subpath of $\Pi_{i}$ between $x$ and $y, \mathfrak{D}_{\Pi_{i}}(x, y)=\mathbf{d}_{\Pi_{i}}(x, y) /\|x y\|$ denotes the dilation between $x$ and $y$ in $\Pi_{i}$, and $\mathfrak{D}_{\Pi_{i}}$ denotes the dilation of $\Pi_{i}$. In this section, we will give an algorithm that computes

$$
\mathfrak{D}_{\mathfrak{C}}^{\max }=\max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}} .
$$

Let $L$ be the total length of the edges of $\mathfrak{C}$. We define $\Delta\left(p_{0}\right):=0$ and

$$
\Delta\left(p_{i}\right):=\Delta\left(p_{i-1}\right)+\left\|p_{i-1} p_{i}\right\| \text { for } 1 \leq i<n .
$$

Thus, $\Delta\left(p_{i}\right)$ is the length of the path $\left(p_{0}, \ldots, p_{i}\right)$ and the shortest-path distance $\mathbf{d}_{\mathfrak{C}}\left(p_{i}, p_{j}\right)$ between $p_{i}$ and $p_{j}$ in the cycle $\mathfrak{C}$ is given by

$$
\mathbf{d}_{\mathfrak{C}}\left(p_{i}, p_{j}\right)=\min \left(\left|\Delta\left(p_{i}\right)-\Delta\left(p_{j}\right)\right|, L-\left|\Delta\left(p_{i}\right)-\Delta\left(p_{j}\right)\right|\right) .
$$

Consider two distinct vertices $x$ and $y$ of $\mathfrak{C}$. We obtain the largest dilation between $x$ and $y$ in any path $\Pi_{i}$, by deleting an arbitrary edge on the shorter of the two paths in $\mathfrak{C}$ between $x$ and $y$. Thus, the following lemma holds.

Lemma 4.3.1 Let $x$ and $y$ be two distinct vertices of $\mathfrak{C}$. Then

$$
\max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}(x, y)=\frac{\max (|\Delta(x)-\Delta(y)|, L-|\Delta(x)-\Delta(y)|)}{\|x y\|} \geq \frac{L}{2\|x y\|} .
$$

The next lemma states that the closest pair in the vertex set of $\mathfrak{C}$ can be used to obtain a 2 -approximation to $\mathfrak{D}_{\mathfrak{C}}^{\max }$.

Lemma 4.3.2 Let $(p, q)$ be a closest pair in the vertex set of $\mathfrak{C}$. Then

$$
\mathfrak{D}_{\mathbb{C}}^{\max } \leq 2 \cdot \max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}(p, q) .
$$

Proof. Let $j$ be an index such that $\mathfrak{D}_{\mathbb{C}}^{\max }=\mathfrak{D}_{\Pi_{j}}$ and let $x$ and $y$ be two vertices of $\mathfrak{C}$ such that $\mathfrak{D}_{\Pi_{j}}=\mathfrak{D}_{\Pi_{j}}(x, y)$. Then

$$
\mathfrak{D}_{\mathbb{C}}^{\max }=\frac{\mathbf{d}_{\Pi_{j}}(x, y)}{\|x y\|} \leq \frac{L}{\|p q\|} .
$$

By Lemma 4.3.1] we have

$$
\frac{L}{\|p q\|} \leq 2 \cdot \max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}(p, q) .
$$

Thus, by computing the closest pair $(p, q)$ in the vertex set of $\mathfrak{C}$ and then using Lemma 4.3.] to compute $\max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}(p, q)$, we obtain a 2 -approximation to $\mathfrak{D}_{\mathbb{C}}^{\max }$. We now show that a simple extension leads to an algorithm that computes the exact value of $\mathfrak{D}_{\mathbb{C}}^{\text {max }}$.

Let $S$ be the set of all pairs $(x, y)$ in the vertex set of $\mathfrak{C}$ for which $x \neq y$ and $\|x y\| \leq 2\|p q\|$. The following lemma states that it suffices to consider the elements of $S$ to compute $\mathfrak{D}_{\mathscr{C}}^{\max }$.

Lemma 4.3.3 We have

$$
\mathfrak{D}_{\mathfrak{C}}^{\max }=\max _{(x, y) \in S} \max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}(x, y)
$$

Proof. It is clear that

$$
\mathfrak{D}_{\mathfrak{C}}^{\max }=\max _{x, y \text { vertices of } \mathfrak{C}} \max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}(x, y) \geq \max _{(x, y) \in S} \max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}(x, y)
$$

Let $j$ be an index such that $\mathfrak{D}_{\mathfrak{C}}^{\max }=\mathfrak{D}_{\Pi_{j}}$ and let $x$ and $y$ be two vertices of $\mathfrak{C}$ such that $\mathfrak{D}_{\Pi_{j}}=\mathfrak{D}_{\Pi_{j}}(x, y)$. If we can show that $(x, y) \in S$ (i.e., $\left.\|x y\| \leq 2\|p q\|\right)$, then the proof is complete. By Lemma 4.3.1 we have

$$
\frac{L}{2\|p q\|} \leq \max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}(p, q)
$$

It follows that

$$
\begin{aligned}
\frac{L}{2\|p q\|} & \leq \max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}(p, q) \\
& \leq \max _{x, y \text { vertices of } \mathfrak{C} \quad \max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}(x, y)} \\
& =\mathfrak{D}_{\mathfrak{C}}^{\max } \\
& =\mathfrak{D}_{\Pi_{j}}(x, y) \\
& =\frac{\mathbf{d}_{\Pi_{j}}(x, y)}{\|x y\|} \\
& \leq \frac{L}{\|x y\|}
\end{aligned}
$$

This implies that $\|x y\| \leq 2\|p q\|$.

The discussion above leads to Algorithm4.3.1for computing the value of $\mathfrak{D}_{\mathfrak{C}}^{\max }$.
By Lemma 4.3.1 each value computed in line 7 of Algorithm 4.3.1 is equal to $\max _{0 \leq i<n} \mathfrak{D}_{\Pi_{i}}(x, y)$. By Lemma 4.3.3, the largest of the values computed in line 9 is equal to $\mathfrak{D}_{\mathfrak{C}}^{\max }$. This proves the correctness of the algorithm. To analyze the running time of the algorithm, it is clear that lines $1-3$ takes $\mathcal{O}(n)$ time. The closest-pair computation in line 4 takes $\mathcal{O}(n \log n)$ time; see Smi00. In LS95, it is shown that the size of the set $S$ is $\mathcal{O}(n)$. It is also shown there that if the points in the vertex set of $\mathfrak{C}$ are stored in two lists $X$ and $Y$, where the points in $X$ are sorted by $x$-coordinates and the points in $Y$ are sorted by $y$-coordinates, and if there are cross-pointers between these two lists, then the set $S$ can be computed in $\mathcal{O}(n)$ time. Therefore, line 5 takes $\mathcal{O}(n \log n)$ time. In lines $6-8$, the algorithm spends $\mathcal{O}(1)$ time for each element of $S$. Since the size of $S$ is $\mathcal{O}(n)$, the total time for lines $6-8$ is $\mathcal{O}(n)$. Thus, the total time of the algorithm is $\mathcal{O}(n \log n)$.

```
Algorithm 4.3.1: Critical Edge
    Input: A cycle \(\mathfrak{C}=p_{0}, p_{1}, \ldots, p_{n-1}, p_{0}\).
    Output: \(\mathfrak{D}_{\mathfrak{C}}^{\max }\).
    \(\Delta\left(p_{0}\right):=0 ;\)
    for \(i:=1,2, \ldots, n-1\) do \(\Delta\left(p_{i}\right):=\Delta\left(p_{i-1}\right)+\left\|p_{i-1} p_{i}\right\| ;\)
    \(L:=\Delta\left(p_{n-1}\right)+\left\|p_{n-1} p_{0}\right\| ;\)
    \((p, q):=\) the closest pair in the vertex set of \(\mathfrak{C}\);
    \(S:=\) the set of all pairs \((x, y)\) in the vertex set of \(\mathfrak{C}\) for which \(x \neq y\) and
    \(\|x y\| \leq 2\|p q\| ;\)
    6 foreach \((x, y) \in S\) do
    \(\mid t_{x, y}:=\max (|\Delta(x)-\Delta(y)|, L-|\Delta(x)-\Delta(y)|) /\|x y\| ;\)
    8 end
    return \(\max _{x, y} t_{x, y}\);
```

If the cycle $\mathfrak{C}$ is a convex polygon, then we can improve the running time: In LP78, it is shown that the closest pair can be computed in $\mathcal{O}(n)$ time. Since $\mathfrak{C}$ is a convex polygon, we can obtain the lists $X$ and $Y$ in $\mathcal{O}(n)$ time. It follows that the entire algorithm runs in $\mathcal{O}(n)$ time.

The following observations lead to an alternative $\mathcal{O}(n)$-time algorithm for the case when $\mathfrak{C}$ is a convex polygon. The Delaunay triangulation $D T$ of the vertex set of $\mathfrak{C}$ can be computed in $\mathcal{O}(n)$ time, see AGSS89. This implies that the closest pair can be computed in the same time bound. We show that $D T$ can be used to compute the set $S$ in $\mathcal{O}(n)$ time. A proof of the following lemma can be found in DDS92.

Lemma 4.3.4 Consider the Delaunay triangulation $D T$ of the vertex set of $\mathfrak{C}$, and let $x$ and $y$ be two distinct vertices that are not connected by an edge in $D T$. Then there exists a path $\left(x=x_{0}, x_{1}, x_{2}, \ldots, x_{k}=y\right)$ in $D T$, such that

1. for each $i$ with $0 \leq i<k,\left\|x_{i} x_{i+1}\right\|<\|x y\|$ and
2. for each $i$ with $0 \leq i \leq k,\left\|x x_{i}\right\|<\|x y\|$.

Let $(p, q)$ be the closest pair in the vertex set of $\mathfrak{C}$ and let $d:=2\|p q\|$. Let $D T^{\prime}$ be the subgraph of $D T$ consisting of all edges having length at most $d$. Lemma 4.3.4 implies that we obtain the set $S$ (i.e., all pairs of points whose distance is at most $d$ ) by performing a BFS from each vertex $x$ of $D T$ until we reach a vertex $y$ such that $\|x y\|>d$. The total time for this is proportional to the size of $S$, which we know to be $\mathcal{O}(n)$.

Theorem 4.3.5 Given a polygonal cycle $\mathfrak{C}$ on $n$ vertices in the plane, we can compute $\mathfrak{D}_{\mathfrak{C}}^{\max }$ in $\mathcal{O}(n \log n)$ time. If $\mathfrak{C}$ is a convex polygon, $\mathfrak{D}_{\mathfrak{C}}^{\max }$ can be computed in $\mathcal{O}(n)$ time.

## $4.4(1+\varepsilon)$-Approximation algorithm

Consider again the polygonal cycle $\mathfrak{C}=\left(p_{0}, \ldots, p_{n-1}, p_{0}\right)$ whose vertices are points in the plane. Let $\varepsilon>0$ be a constant. In this section, we show that an approximation to the dilation of each path $\Pi_{i}(0 \leq i<n)$, as well as an approximation to $\mathfrak{D}_{\mathfrak{C}}^{\min }$, can be computed in $\mathcal{O}(n \log n)$ total time. We use Fact 3.2.2 to approximate the dilation of the paths. By Fact 3.2.2 in order to approximate the dilation of a Euclidean graph, it is sufficient to compute the dilation between $\mathcal{O}(n)$ pairs of vertices. Moreover, the choice of these vertices depends only on the vertex set of the graph, it does not depend on the edges of the graph.

In a preprocessing step, we compute a $\operatorname{WSPD}\left\{\left(A_{j}, B_{j}\right)\right\}_{j=1}^{m}$, where $m=\mathcal{O}(n)$, for the vertex set $\left\{p_{0}, \ldots, p_{n-1}\right\}$ of the cycle $\mathfrak{C}$, with respect to $s:=4(2+\varepsilon) / \varepsilon$. We can do this in $\mathcal{O}(n \log n)$ time. For each $j$ with $1 \leq j \leq m$, we pick an arbitrary point $a_{j}$ in $A_{j}$, and an arbitrary point $b_{j}$ in $B_{j}$. Our algorithm will compute, for each $i$ with $0 \leq i<n$, the value

$$
t_{i}:=\max _{1 \leq j \leq m} \mathfrak{D}_{\Pi_{i}}\left(a_{j}, b_{j}\right)
$$

Recall that, by Fact 3.2.2 $\mathfrak{D}_{\Pi_{i}} /(1+\varepsilon) \leq t_{i} \leq \mathfrak{D}_{\Pi_{i}}$, which means that $t_{i}$ is a (1+ $)$-approximation of $\mathfrak{D}_{\Pi_{i}}$.

Lemma 4.4.1 Let $t^{*}:=\min \left(t_{0}, t_{1}, \ldots, t_{n-1}\right)$. Then

$$
\frac{\mathfrak{D}_{\mathfrak{C}}^{\min }}{(1+\varepsilon)} \leq t^{*} \leq \mathfrak{D}_{\mathfrak{C}}^{\min }
$$

Proof. Let $i$ be an index such that $t^{*}=t_{i}$ and let $j$ be an index such that $\mathfrak{D}_{\mathfrak{C}}^{\min }=\mathfrak{D}_{\Pi_{j}}$. Then

$$
t^{*}=t_{i} \leq t_{j} \leq \mathfrak{D}_{\Pi_{j}}=\mathfrak{D}_{\mathfrak{C}}^{\min }
$$

and

$$
\mathfrak{D}_{\mathfrak{C}}^{\min }=\mathfrak{D}_{\Pi_{j}} \leq \mathfrak{D}_{\Pi_{i}} \leq(1+\varepsilon) t_{i}=(1+\varepsilon) t^{*}
$$

We remark that, by a similar argument, the value $t^{* *}:=\max \left(t_{0}, t_{1}, \ldots, t_{n-1}\right)$ can be shown to satisfy

$$
\frac{\mathfrak{D}_{\mathfrak{C}}^{\max }}{(1+\varepsilon)} \leq t^{* *} \leq \mathfrak{D}_{\mathfrak{C}}^{\max }
$$

In other words, the algorithm that will be presented below can also be used to compute an approximation to $\mathfrak{D}_{\mathfrak{C}}^{\max }$ in $\mathcal{O}(n \log n)$ time. We have seen in Section 4.3 however, that the exact value of $\mathfrak{D}_{\mathfrak{C}}^{\max }$ can be computed within the same time bound.

As mentioned above, our algorithm computes $t_{i}$ for $i=0,1, \ldots, n-1$. The naïve algorithm takes $\mathcal{O}\left(n^{2}\right)$ time to compute the approximation because we test $\mathcal{O}(n)$ candidate edges and for each one we spend $\mathcal{O}(n)$ time to approximate the dilation of the path. But we can improve the running time using the following algorithm.

The main idea is to maintain, for the current value of $i$, the $m$ dilations $\mathfrak{D}_{\Pi_{i}}\left(a_{j}, b_{j}\right)(1 \leq j \leq m)$ in a balanced binary search tree $\mathcal{T}$. Observe that, for any fixed index $j$, the value of $\mathfrak{D}_{\Pi_{i}}\left(a_{j}, b_{j}\right)$ changes at most twice when $i$ is increased from 0 to $n-1$. More precisely, when we move from testing the edge ( $p_{i-1}, p_{i}$ ) to testing the edge $\left(p_{i}, p_{i+1}\right)$, the value of $\mathfrak{D}_{\Pi_{i}}\left(a_{j}, b_{j}\right)$ is different from $\mathfrak{D}_{\Pi_{i-1}}\left(a_{j}, b_{j}\right)$ only if $a_{j}=p_{i}$ or $b_{j}=p_{i}$. In other words, when we test $\left(p_{i}, p_{i+1}\right)$, the dilation of all pairs remains the same except the pairs for which one of the points in the pair is the same as $p_{i}$. As a result, the total number of updates in $\mathcal{T}$ will be at most $2 m$. So to maintain the search tree $\mathcal{T}$, in total, we need $\mathcal{O}(m \log m)$ time. For the details of the algorithm see Algorithm 4.4.1.

Now we show the correctness and compute the time complexity of the algorithm. Let $\Pi$ denote the path $\left(p_{0}, p_{1}, \ldots, p_{n-1}\right)$. Recall the relation $<_{\Pi}$ of Section 4.2.1. We may assume without loss of generality that $a_{j}<_{\Pi} b_{j}$ for each $j$ with $1 \leq j \leq m$.

In the preprocessing steps, we compute, in $\mathcal{O}(n)$ time, the values

$$
\Delta\left(p_{i}\right)=\mathbf{d}_{\Pi}\left(p_{0}, p_{i}\right) \quad(0 \leq i<n)
$$

and the total length $L$ of the cycle $\mathfrak{C}$. Observe that, for $0 \leq i<n$, the distance $\mathbf{d}_{\Pi_{i}}\left(a_{j}, b_{j}\right)$ between $a_{j}$ and $b_{j}$ in the path $\Pi_{i}$ satisfies

$$
\mathbf{d}_{\Pi_{i}}\left(a_{j}, b_{j}\right)= \begin{cases}\Delta\left(b_{j}\right)-\Delta\left(a_{j}\right) & \text { if } i=n-1 \text { or } p_{i}<_{\Pi} a_{j} \text { or } b_{j}<_{\Pi} p_{i+1}  \tag{4.3}\\ L-\left(\Delta\left(b_{j}\right)-\Delta\left(a_{j}\right)\right) & \text { otherwise }\end{cases}
$$

Using (4.3) we can compute the dilation between each pair of points in constant time. Then, in $\mathcal{O}(n \log n)$ time, we can compute the WSPD and select the representatives for each pair in the WSPD. In the final part of the preprocessing step, we compute, for each $i$ with $0<i<n$, the set

$$
S_{i}:=\left\{j \mid 1 \leq j \leq m, a_{j}=p_{i} \text { or } b_{j}=p_{i}\right\}
$$

Obviously, all these sets can be computed in $\mathcal{O}(m)=\mathcal{O}(n)$ time. Note that $S_{i}$ contains all indices $j$ such that the pairs $\left(a_{j}, b_{j}\right)$ should be updated in step $i$.

The correctness of the algorithm follows from Lemma 4.4.1 and the discussion above. We have seen already that the preprocessing step, i.e. lines $1-10$, takes $\mathcal{O}(n \log n)$ time. Lines $11-16$ take $\mathcal{O}(m \log m)=\mathcal{O}(n \log n)$ time. The total time for lines $17-25$ is proportional to $\sum_{i=1}^{n-1}\left(\left|S_{i}\right|+1\right) \log m \leq(2 m+n) \log m=$ $\mathcal{O}(n \log n)$.

```
Algorithm 4.4.1: Approximate Minimal Deletion
    Input: Cycle \(\mathfrak{C}=p_{0}, p_{1}, \ldots, p_{n-1}, p_{0}\) and a real constant \(\varepsilon>0\).
    Output: Path \(\Pi=\mathfrak{C} \backslash\{e\}\).
    \(\Delta\left(p_{0}\right):=0 ;\)
    for \(i:=1,2, \ldots, n-1\) do \(\Delta\left(p_{i}\right):=\Delta\left(p_{i-1}\right)+\left\|p_{i-1} p_{i}\right\| ;\)
    \(L:=\Delta\left(p_{n-1}\right)+\left\|p_{n-1} p_{0}\right\| ;\)
    \(\left\{\left(A_{i}, B_{i}\right)\right\}_{i=1}^{m}:=\) WSPD of the point set \(P:=\left\{p_{0}, \ldots, p_{n-1}\right\}\) with respect to
    \(s=4(2+\varepsilon) / \varepsilon ;\)
    for \(i:=1, \ldots, m\) do
        Select arbitrary points \(a_{i} \in A_{i}\) and \(b_{i} \in B_{i}\);
        if \(a_{i} \nless_{\Pi} b_{i}\) then switch \(a_{i}\) and \(b_{i}\);
    end
    for \(i:=1,2, \ldots, n-1\) do \(S_{i}:=\left\{j \mid 1 \leq j \leq m, a_{j}=p_{i}\right.\) or \(\left.b_{j}=p_{i}\right\}\);
    Initialize an empty balanced binary search tree \(\mathcal{T}\) (e.g., a red-black tree);
    for \(j=1,2, \ldots, m\) do
        \(D_{j}:=\mathfrak{D}_{\Pi_{0}}\left(a_{j}, b_{j}\right) ; \quad / *\) Using (4.3) */
        Insert \(D_{j}\) into \(\mathcal{T}\);
    end
    \(t_{0}:=\) the maximum element in the tree \(\mathcal{T}\);
    \(t=t_{0} ; e=\left(p_{0}, p_{1}\right) ;\)
    for \(i=1,2, \ldots, n-1\) do
        foreach \(j \in S_{i}\) do
            Delete \(D_{j}\) from the tree \(\mathcal{T}\);
            \(D_{j}:=\mathfrak{D}_{\Pi_{i}}\left(a_{j}, b_{j}\right) ; \quad / *\) Using 4.3 */
            Insert \(D_{j}\) into \(\mathcal{T}\);
        end
        \(t_{i}:=\) the maximum element in the tree \(\mathcal{T}\);
        if \(t_{i}<t\) then \(t:=t_{i} ; e:=\left(p_{i}, p_{i+1}\right) ;\)
    end
    return \(\mathfrak{C} \backslash\{e\} ;\)
```

Theorem 4.4.2 Given a polygonal cycle $\mathfrak{C}=\left(p_{0}, \ldots, p_{n-1}, p_{0}\right)$ on $n$ vertices in the plane and a constant $\varepsilon>0$, in $\mathcal{O}(n \log n)$ time, we can compute a sequence $t_{0}, \ldots, t_{n-1}, t^{*}$ of real numbers, such that

$$
\frac{\mathfrak{D}_{P_{i}}}{(1+\varepsilon)} \leq t_{i} \leq \mathfrak{D}_{P_{i}}
$$

for each $i=0,1, \ldots, n-1$ and

$$
\frac{\mathfrak{D}_{\mathfrak{C}}^{\min }}{(1+\varepsilon)} \leq t^{*} \leq \mathfrak{D}_{\mathfrak{C}}^{\min }
$$

### 4.5 Concluding remarks

Recently, there has been a fair amount of work on the problem of computing the optimal dilation of a given (geometric) graph CHL07, EW07, GKM07, KK07. In this chapter we considered a variation of the problem where we are given a polygonal cycle and are supposed to choose one edge to remove such that the resulting polygonal path gives the smallest (or the largest) possible dilation.

A straightforward and challenging open problem is to generalize the results to more general Euclidean graphs. In that case it is also interesting to see how we can generalize the results when we want to remove more than one edge.
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## Computing Spanner Diameter

### 5.1 Introduction

The diameter of an unweighted undirected graph is the length of the longest shortest path. When studying the diameter of a graph, the length of the path is usually the number of edges/links along the path. More precisely, for a graph $G(V, E)$, the diameter of $G$, denoted by $\operatorname{diam}(G)$, is equal to $\max _{x, y \in V} d_{G}(x, y)$ where $d_{G}(x, y)$ is the shortest path length between $x$ and $y$ in $G$. To compute the diameter of a graph $G$, it is sufficient to compute all-pairs-shortest paths which can be done in $\mathcal{O}\left(m n+n^{2} \log n\right)$ time using $\mathcal{O}(m+n)$ space where $n$ is the number of vertices and $m$ is the number of edges of the input graph.

Now suppose we have a geometric $t$-spanner. Then normally we would measure the length of a path as the sum of its edges lengths. We would then define the diameter of the spanner as the maximum distance between any two points. This, however, is not very useful: in a geometric $t$-spanner, the diameter is at most $t$ times the geometric diameter and since $t$ is small (say $(1+\varepsilon)$ for some $\varepsilon$ close to $0)$ this is not very informative. Sometimes, however, the number of links on a path also plays a role. Consider for instance the network of some airline. We would like to have a short connection between every pair of airports, but we would also like to have as few stopovers as possible. Also in applications involving wireless ad hoc networks it is often desirable to have small spanner diameter since it determines the maximum number of times a message has to be transmitted in a network. This leads us to the following definition of diameter where we consider the number
of links on a path as its length, but we restrict our attention to paths that are relatively short in the weighted sense. More formally, the diameter is defined as follows:

Definition 5.1.1 The diameter (or spanner diameter) of a $t$-spanner $G(V, E)$ is the smallest integer $\mathbb{D}$ such that for every pair of vertices $u$ and $v$ in $V$, there exists a $t$-path between $u$ and $v$ in $G$ which contains at most $\mathbb{D}$ edges.

In other words, we have both an upper bound on the path length and an upper bound on the number of links on the path.

As far as we know there is no known algorithm to compute the spanner diameter of a $t$-spanner. In this chapter we present a dynamic programming approach. In Chapter we will study this quality criterion when building $t$-spanners.

In this chapter we assume that $G(V, E)$ is a $t$-spanner of $V$ where $(V, \mathbf{d})$ is a metric space. Recall that a $t$-path between two vertices $u$ and $v$ in $G$ is a path of length at most $t \cdot \mathbf{d}(u, v)$.

### 5.2 Dynamic programming approach

Let $G(V, E)$ be a $t$-spanner of $V$. For each $p$ and $q$ in $V$, let $\delta_{G}^{\leq k}(p, q)$, or $\delta^{\leq k}(p, q)$ if the graph is clear from the context, denote the shortest path between $p$ and $q$ in $G$ with at most $k$ edges, if such a path exists. In the case when we have more than one such path we consider the path with the smallest number of edges. Also assume that $\mathbf{d}_{\bar{G}}^{\leq k}(p, q)$, or for short $\mathbf{d}^{\leq k}(p, q)$, is the length of $\delta^{\leq k}(p, q)$. If there is no path between $p$ and $q$ which contains at most $k$ links then we set $\mathbf{d}^{\leq k}(p, q)$ to $\infty$. For simplicity we set $\mathbf{d}^{\leq k}(p, p)=0$ for each vertex $p \in V$ and every integer $k$. Note that if $\mathbf{d}^{\leq k}(p, q) \leq t \cdot \mathbf{d}(p, q)$ then there exists a $t$-path between $p$ and $q$ which contains at most $k$ links. So by Definition 5.1.1 the diameter of $G$ is the smallest integer $k$ such that $\mathbf{d}^{\leq k}(p, q) \leq t \cdot \mathbf{d}(p, q)$, for every pair of vertices $p$ and $q$ in $V$.

To compute the diameter of a $t$-spanner it is sufficient to compute $\mathbf{d}^{\leq k}$ for every $k$ and for every pair of vertices in the graph. Obviously for each pair $p$ and $q$ in $V$ we have

$$
\mathbf{d}^{\leq k}(p, q)=\min _{\substack{i+j=k \\ r \in V}}\left\{\mathbf{d}^{\leq i}(p, r)+\mathbf{d}^{\leq j}(r, q)\right\}
$$

In the next lemma we will show how to decrease the number of paths we need to examine.

Lemma 5.2.1 Let $G(V, E)$ be a graph, let $p$ and $q$ be any two vertices of $G$ and let $k \geq 2$ be an integer. If $i^{\prime}$ and $j^{\prime}$ are two arbitrary positive integers such that
$i^{\prime}+j^{\prime}=k$ then

$$
\min _{\substack{i+j=k \\ r \in V}}\left\{\mathbf{d}^{\leq i}(p, r)+\mathbf{d}^{\leq j}(r, q)\right\}=\min _{r \in V}\left\{\mathbf{d}^{\leq i^{\prime}}(p, r)+\mathbf{d}^{\leq j^{\prime}}(r, q)\right\}
$$

Proof. Obviously the left-hand side of the equality is at most equal to the righthand side. To prove the opposite inequality, assume $i$ and $j$ are two arbitrary positive integers such that $i+j=k$. The claim is that for each summation $\mathbf{d}^{\leq i}(p, r)+\mathbf{d}^{\leq j}(r, q)$ there exist $r^{\prime} \in V$ such that

$$
\mathbf{d}^{\leq i}(p, r)+\mathbf{d}^{\leq j}(r, q) \geq \mathbf{d}^{\leq i^{\prime}}\left(p, r^{\prime}\right)+\mathbf{d}^{\leq j^{\prime}}\left(r^{\prime}, q\right)
$$

Without loss of generality we assume $i^{\prime}<i$. So $j^{\prime}>j$ and for each pair of vertices $(x, y)$ we have $\mathbf{d}^{\leq j^{\prime}}(x, y) \leq \mathbf{d}^{\leq j}(x, y)$. Now there are two cases:

Case 1: $\delta^{\leq i}(p, r)$ contains at most $i^{\prime}$ edges. In this case we are done because $\mathbf{d}^{\leq i}(p, r)=\mathbf{d}^{\leq i^{\prime}}(p, r)$ and $\mathbf{d}^{\leq j}(r, q) \geq \mathbf{d}^{\leq j^{\prime}}(r, q)$.

Case 2: $\delta^{\leq i}(p, r)$ contains more than $i^{\prime}$ edges. Let $r^{\prime}$ be the $i^{\prime}$ th node in $\delta^{\leq i}(p, r)$ starting from $p$ and let $\Pi$ be the sub-path of $\delta^{\leq i}(p, r)$ between $r^{\prime}$ and $r$, see Figure 5.1 for an illustration. Note that $\Pi$ is the shortest path between $r^{\prime}$ and $r$ with at most $i-i^{\prime}$ edges and

$$
\mathbf{d}^{\leq i}(p, r)=\mathbf{d}^{\leq i^{\prime}}\left(p, r^{\prime}\right)+\mathbf{d}^{\leq i-i^{\prime}}\left(r^{\prime}, r\right)
$$

Now let $\Pi^{\prime}$ be the path generated by concatenating $\Pi$ and $\delta^{\leq j}(r, q)$. Clearly $\Pi^{\prime}$


Figure 5.1: Illustrating the proof of Lemma 5.2.1
is a path between $r^{\prime}$ and $q$ which contains at most $i-i^{\prime}+j$ edges. Therefore

$$
\begin{aligned}
\mathbf{d}^{\leq i}(p, r)+\mathbf{d}^{\leq j}(r, q) & =\mathbf{d}^{\leq i^{\prime}}\left(p, r^{\prime}\right)+\mathbf{d}^{\leq i-i^{\prime}}\left(r^{\prime}, r\right)+\mathbf{d}^{\leq j}(r, q) \\
& \geq \mathbf{d}^{\leq i^{\prime}}\left(p, r^{\prime}\right)+\mathbf{d}^{\leq i-i^{\prime}+j}\left(r^{\prime}, q\right) \\
& =\mathbf{d}^{\leq i^{\prime}}\left(p, r^{\prime}\right)+\mathbf{d}^{\leq j^{\prime}}\left(r^{\prime}, q\right)
\end{aligned}
$$

The claim and, hence, the lemma follows.

By replacing $i^{\prime}$ by $k-1$ and $j^{\prime}$ by 1 we have the following corollary.
Corollary 5.2.2 Let $G(V, E)$ be a graph and let $p$ and $q$ be two vertices of $G$. For every integer $k \geq 2$ we have

$$
\mathbf{d}^{\leq k}(p, q)=\min _{r \in V}\left\{\mathbf{d}^{\leq k-1}(p, r)+\mathbf{d}^{\leq 1}(r, q)\right\}
$$

To compute the diameter of a $t$-spanner $G$, we compute $\mathbf{d}^{\leq k}(p, q)$ for each $k$ using Corollary 5.2.2 We start with $k=1$. Obviously for all edges $(p, q)$ in the graph $G, \mathbf{d}^{\leq 1}(p, q)=\mathbf{d}(p, q)$ and $\mathbf{d}^{\leq 1}(p, q)=\infty$ otherwise. Then we can compute $\mathbf{d}^{\leq k}$ using $\mathbf{d}^{\leq 1}$ and $\mathbf{d}^{\leq k-1}$. We continue constructing $\mathbf{d}^{\leq k}$, for $k=2,3, \ldots$, until for every pair of vertices $(p, q)$, the value of $\mathbf{d}^{\leq k}(p, q)$ is at most $t \cdot \mathbf{d}(p, q)$. For details see Algorithm 5.2.1.

```
Algorithm 5.2.1: DIAMETER
    Input: \(G(V, E)\) and \(t>1\).
    Output: Spanner diameter of \(G(V, E)\).
    foreach \((p, q) \in V^{2}\) do
        if \((p, q) \in E\) then \(\mathbf{d}^{\leq 1}(p, q):=\mathbf{d}(p, q)\);
        else \(\mathbf{d}^{\leq 1}(p, q):=\infty\);
    end
    \(k:=1 ;\)
    flag:=true;
    while flag =true do
        \(k:=k+1\);
        flag:=false;
        foreach \((p, q) \in V^{2}\) do
            \(\mathbf{d}^{\leq k}(p, q):=\min _{r \in V}\left\{\mathbf{d}^{\leq k-1}(p, r)+\mathbf{d}^{\leq 1}(r, q)\right\} ;\)
            if \(\mathbf{d}^{\leq k}(p, q)>t \cdot \mathbf{d}(p, q)\) then flag:=true;
        end
    end
    return \(k\);
```

The following corollary follows immediately from Algorithm 5.2.1]
Corollary 5.2.3 The diameter of a $t$-spanner $G$ with $n$ vertices can be computed in $\mathcal{O}\left(\mathbb{D} \cdot n^{3}\right)$ time using $\mathcal{O}\left(n^{2}\right)$ space, where $\mathbb{D}$ is the diameter of $G$.

We can improve the running time to $\mathcal{O}\left(\log (\mathbb{D}) \cdot n^{3}\right)$ using the following trick. In Algorithm 5.2.1 we compute $\mathbf{d}^{\leq k+1}$ using $\mathbf{d}^{\leq k}$ and $\mathbf{d}^{\leq 1}$. By Lemma 5.2.1] we can compute $\mathbf{d}^{\leq 2 k}$ using $\mathbf{d}^{\leq k}$. So instead of computing $\mathbf{d}^{\leq k}$, for every $k$ between 1 and
$\mathbb{D}$, we compute $\mathbf{d}^{\leq 2^{i}}$ for $0<i \leq\lceil\log \mathbb{D}\rceil$. Clearly for $i=\lceil\log (\mathbb{D})\rceil$, we have a $t$-path with at most $i$ links between every pair of vertices. To find the exact diameter, we perform a binary search on the interval $\left(2^{i-1}, 2^{i}\right]$. More precisely, we compute $\mathbf{d}^{\leq k}$ for $k=\frac{2^{i}+2^{i-1}}{2^{2}}$, which is the middle point of the interval $\left(2^{i-1}, 2^{i}\right]$, using $\mathbf{d}^{\leq 2^{i-1}}$ and $\mathbf{d}^{\leq 2^{i-2}}$ which have already been computed. If for all pairs $(p, q)$ the value of $\mathbf{d}^{\leq k}(p, q)$ is at most $t$ times $\mathbf{d}(p, q)$ then we limit the new interval to $\left(2^{i-1}, k\right]$ and continue the search. Otherwise, we continue the search on $\left(k, 2^{i}\right]$. We have the diameter when the length of the searching interval is 1. See Algorithm 5.2.2 for more details.

```
Algorithm 5.2.2: DiAMETER2
    Input: \(G(V, E)\) and \(t>1\).
    Output: Spanner diameter of \(G(V, E)\).
    foreach \((p, q) \in V^{2}\) do
        if \((p, q) \in E\) then \(\mathbf{d}^{\leq 1}(p, q):=\mathbf{d}(p, q)\);
        else \(\mathbf{d}^{\leq 1}(p, q):=\infty\);
    end
    \(k:=0 ;\)
    flag:=true;
    while flag =true do
        flag:=false;
        \(k:=k+1\);
        foreach \((p, q) \in V^{2}\) do
            \(\mathbf{d}^{\leq 2^{k}}(p, q):=\min _{r \in V}\left\{\mathbf{d}^{\leq 2^{k-1}}(p, r)+\mathbf{d}^{\leq 2^{k-1}}(r, q)\right\} ;\)
            if \(\mathbf{d}^{\leq 2^{k}}(p, q)>t \cdot \mathbf{d}(p, q)\) then flag:=true;
        end
    end
    \(I_{b}:=2^{i-1} ; I_{e}:=2^{i} ;\)
    while \(I_{e} \neq\left(I_{b}+1\right)\) do
        \(I_{m}:=\left(I_{b}+I_{e}\right) / 2 ; j:=I_{b}-I_{m} ;\)
        foreach \((p, q) \in V^{2}\) do
            \(\mathbf{d}^{\leq I_{m}}(p, q):=\min _{r \in V}\left\{\mathbf{d}^{\leq I_{b}}(p, r)+\mathbf{d}^{\leq j}(r, q)\right\} ;\)
            if \(\mathbf{d}^{\leq I_{m}}(p, q)>t \cdot \mathbf{d}(p, q)\) then flag:=true;
        end
        if flag \(=\) true then \(I_{b}:=I_{m}\) else \(I_{e}:=I_{m} ;\)
    end
    return \(I_{e}\);
```

It is easy to see that Algorithm 5.2 .2 needs to compute $\mathbf{d}^{\leq k}$ for $\mathcal{O}(\log (\mathbb{D}))$ values of $k$ which means the time complexity of the algorithm is $\mathcal{O}\left(\log (\mathbb{D}) \cdot n^{3}\right)$. Note that the space complexity of the algorithm increases to $\mathcal{O}\left(\log (\mathbb{D}) \cdot n^{2}\right)$ since we need to save all the distances $\mathbf{d}^{\leq 2^{i}}$ generated in the first loop of the algorithm. The following corollary immediately follows from Algorithm 5.2.2

Corollary 5.2.4 The diameter of a $t$-spanner $G$ with $n$ vertices can be computed in $\mathcal{O}\left(\log (\mathbb{D}) \cdot n^{3}\right)$ time using $\mathcal{O}\left(\log (\mathbb{D}) \cdot n^{2}\right)$ space, where $\mathbb{D}$ is the diameter of $G$.

### 5.3 Improving the complexity bounds

With some modifications we can reduce the running time to $\mathcal{O}(\mathbb{D} \cdot m n)$ which is much faster for $t$-spanners with a small number of edges. On line 11 of Algorithm 5.2.1 we compute the minimum over all $r \in V$, but if $r$ is not adjacent to $q$, then $\mathbf{d}^{\leq 1}(r, q)=\infty$ and obviously we do not need to check $r$. In the modification, to compute $\mathbf{d}^{\leq k}(p, q)$, we compute the minimum over the vertices which are adjacent to $q$. Therefore for a pair $(p, q)$ we need $\mathcal{O}(\operatorname{deg}(q))$ time to compute the minimum, where $\operatorname{deg}(q)$ is the degree of $q$. Therefore the total running time is

$$
\begin{aligned}
\mathcal{O}\left(\mathbb{D} \cdot \sum_{(p, q) \in V^{2}} \operatorname{deg}(q)\right) & =\mathcal{O}\left(\mathbb{D} \cdot \sum_{p \in V} \sum_{q \in V} \operatorname{deg}(q)\right) \\
& =\mathcal{O}\left(\mathbb{D} \cdot \sum_{p \in V} 2 m\right) \\
& =\mathcal{O}(\mathbb{D} \cdot m n) .
\end{aligned}
$$

Algorithm 5.3.1] uses $\mathcal{O}\left(n^{2}\right)$ space since the path lengths are stored in a matrix. However, by processing one node at a time, we can replace the matrix by an array. More precisely, for each vertex $p \in V$, we compute the radius of $G$ from $p$. The radius of $G$ from a node $p$ is defined as the minimum integer $\mathbb{D}_{p}$ such that for any node $q \in V$, there is a $t$-path between $p$ and $q$ in $G$ which contains at most $\mathbb{D}_{p}$ edges. After all the vertices have been processed, the largest radius will be the diameter of $G$.

Theorem 5.3.1 The diameter of a $t$-spanner $G$ with $n$ nodes and $m$ edges can be computed in $\mathcal{O}(\mathbb{D} \cdot m n)$ time using $\mathcal{O}(n)$ space, where $\mathbb{D}$ is the diameter of $G$.

```
Algorithm 5.3.1: DIAMETER3
    Input: \(G(V, E)\) and \(t>1\).
    Output: Spanner diameter of \(G(V, E)\).
    foreach \((p, q) \in V^{2}\) do
        if \((p, q) \in E\) then \(\mathbf{d}^{\leq 1}(p, q):=\mathbf{d}(p, q)\);
        else \(\mathbf{d}^{\leq 1}(p, q):=\infty\);
    end
    \(k:=1 ;\)
    flag:=true;
    while flag =true do
        \(k:=k+1\);
        flag:=false;
        foreach \((p, q) \in V^{2}\) do
            \(\mathbf{d}^{\leq k}(p, q):=\min _{r \text { is adjacent to } q}\left\{\mathbf{d}^{\leq k-1}(p, r)+\mathbf{d}(r, q)\right\} ;\)
            if \(\mathbf{d}^{\leq k}(p, q)>t \cdot \mathbf{d}(p, q)\) then flag:=true;
        end
    end
    return \(k\);
```


### 5.4 A final approach

In Algorithm 5.3.1 we updated $\mathbf{d}^{\leq k}$ for every pair of vertices $p$ and $q$ in $V$. This was done by computing $\mathbf{d}^{\leq k-1}(p, r)+\mathbf{d}^{\leq 1}(r, q)$ for every vertex $r \in V$ adjacent to $q$. However, the shortest path between $p$ and $r$ of at most $k-1$ edges, $\delta^{\leq k-1}(p, r)$, may contain less than $k-1$ edges. We observe that we do not need to check the path in this case since this will give us the shortest path between $p$ and $q$ containing at most $k-1$ edges - which already has been computed.

In this section we process all pairs $(p, q)$ such that $\delta^{\leq k-1}(p, q)$ contains exactly $k-1$ edges instead of checking all pairs. It is obvious that the rest of the entries of $\mathbf{d}^{\leq k}$ are the same as the corresponding entries in $\mathbf{d}^{\leq k-1}$.

To do this, let $S_{k-1}$ be the set of all pairs $(p, q) \in V^{2}$ such that $\delta^{\leq k-1}(p, q)$ contains exactly $k-1$ links. For each pair $(p, q) \in S_{k-1}$ we check whether we can add an edge to $\delta^{\leq k-1}(p, q)$, from one of its endpoints, such that the resulting path forms a shorter path between its endpoints. More precisely, for each pair $(p, q) \in S_{k-1}$ and for every adjacent node of $p$, say $r$, we check if there is a shorter path between $r$ and $q$ via $p$. In the case that $\mathbf{d}^{\leq k}(q, r)>\mathbf{d}^{\leq k-1}(p, q)+\mathbf{d}(p, r)$, we update $\mathbf{d}^{\leq k}(q, r)$ and add $(q, r)$ to $S_{k}$. We do the same for all adjacent nodes of $q$. For more details see Algorithm 5.4.1

In the worst case the set $S_{k}$ may contain all the pairs of vertices which means we
need $\mathcal{O}(m n)$ time to compute $\mathbf{d}^{\leq k}$. This gives us an algorithm, called Diameter4, with running time $\mathcal{O}(\mathbb{D} m n)$, and space complexity $\mathcal{O}\left(n^{2}\right)$. Note that the space complexity can be improved to $\mathcal{O}(n)$, since the vertices can be processed iteratively. We denote this space improved version of Diameter4 by Diameter4i. Even thought the complexity bounds of DiAmeter4 and Diameter4i are identical to the bounds of the algorithm in Section 5.3 we believe that this approach will be more efficient in practice. This is also supported by the experiments performed in the next section.

```
Algorithm 5.4.1: DiAMETER4
    Input: \(G(V, E)\) and \(t>1\).
    Output: Spanner diameter of \(G(V, E)\).
    foreach \((p, q) \in V^{2}\) do
        if \((p, q) \in E\) then
            \(\mathbf{d}^{\leq 1}(p, q):=\mathbf{d}(p, q) ;\)
            Add \((p, q)\) to \(S_{1}\);
        else \(\mathbf{d}^{\leq 1}(p, q):=\infty ;\)
    end
    \(k:=1\); flag:=true;
    while flag =true do
        \(k:=k+1\);
        foreach \((p, q) \in V^{2}\) do \(\mathbf{d}^{\leq k}(p, q):=\mathbf{d}^{\leq k-1}(p, q) ;\)
        flag:=false;
        foreach \((p, q) \in S_{k-1}\) do
            foreach vertex \(r\) adjacent to \(p\) do
                if \(\mathbf{d}^{\leq k}(r, q)>\mathbf{d}^{\leq k-1}(p, q)+\mathbf{d}(p, r)\) then
                \(\mathbf{d}^{\leq k}(r, q):=\mathbf{d}^{\leq k-1}(p, q)+\mathbf{d}(p, r) ;\)
                Add \((r, q)\) to \(S_{k}\);
                if \(\mathbf{d}^{\leq k}(r, q)>t \cdot \mathbf{d}(r, q)\) then flag:=true;
                end
            end
            foreach vertex \(r\) adjacent to \(q\) do
                if \(\mathbf{d}^{\leq k}(r, p)>\mathbf{d}^{\leq k-1}(p, q)+\mathbf{d}(q, r)\) then
                \(\mathbf{d}^{\leq k}(r, p):=\mathbf{d}^{\leq k-1}(p, q)+\mathbf{d}(q, r) ;\)
                Add \((r, p)\) to \(S_{k}\);
                if \(\mathbf{d}^{\leq k}(r, p)>t \cdot \mathbf{d}(r, p)\) then flag:=true;
                end
            end
        end
    end
    return \(k\);
```


### 5.5 Experimental results

We implemented Diameter2, Diameter3, Diameter4 and Diameter4i-the version of Diameter4 which use linear space-and compared their running times on three different $t$-spanners on planar point sets: greedy-graphs, $\Theta$-graphs and WSPD-graphs. These spanners range from very sparse graphs with constant degree to much denser graphs with linear degree. The theoretical diameter of the spanners are also different. The properties of these spanners are discussed in detail in Chapter 6. The experiments were done on uniformly distributed point sets range from 100 to 10,000 points.

Algorithm Diameter2 (Algorithm 5.2.2) is the slowest algorithm as its $\mathcal{O}\left(\log (\mathbb{D}) \cdot n^{3}\right)$ theoretical bound shows. Since its running time depends on $\mathbb{D}$ it performs better for graphs with small diameter, see Figure 5.2 For example, for a $t$-spanner with 2 K vertices, Diameter2 needs about 4 K seconds to compute the diameter of a greedy-graph. This time decreases to 3 K seconds for $\Theta$-graphs and 1 K seconds for WSPD-graphs. Note that diameter of greedy-graphs, $\Theta$-graphs and WSPD-graphs are 102, 26 and 3 respectively. The experiments also show that the running time of DIAMETER2 is independent of the number of edges of the input graph.


Figure 5.2: Comparing the running times of the diameter algorithms for different graphs.
For Diameter3 the experiments show that the number of edges is the most important variable in the running time. For example for a 2 -spanner on a set of 4 K points, DIAMETER3 needs 1000 seconds to compute the diameter of greedygraphs and the time decreases to roughly 600 seconds for $\Theta$-graphs and WSPDgraphs. For smaller values of $t$, this order changes: for $t=1.1$, the algorithm needs 5 K seconds to compute the diameter of WSPD-graphs and this decreases to 1000 seconds for greedy-graphs and $\Theta$-graphs. Note that, in general, when we

|  | DIAMETER2 |  |  | DIAMETER3 |  |  | DIAMETER4 |  |  | DIAMETER4i |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { (1) } \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \sum_{1}^{\prime} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $$ | $\begin{aligned} & \text { (1) } \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & Z_{1}^{\prime} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \Omega \\ & \stackrel{0}{0} \\ & 0 \\ & < \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \hline 0 \end{aligned}$ | $\begin{aligned} & \mathbb{1} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & z_{1}^{\prime} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \Omega \\ & \stackrel{0}{0} \\ & \stackrel{0}{0} \\ & 0 \\ & 0 \\ & \underset{0}{0} \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathbb{1} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \sum_{u} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |
| 100 | 0.2 | 0.1 | 0.03 | 0.02 | 0.03 | 0.03 | 0.04 | 0.06 | 0.07 | 0.01 | 0.02 | 0.04 |
| 500 | 31 | 9.9 | 4 | 1.5 | 3.1 | 7.5 | 4 | 6.8 | 10.8 | 0.48 | 2.1 | 10 |
| 1000 | 327 | 195 | 59.3 | 12.3 | 29.6 | 69.7 | 31.4 | 52.2 | 83.3 | 3.1 | 15.3 | 67 |
| 2000 | 2702 | 1445 | 254 | 118 | 196 | 471 | 226 | 301 | 484 | 23 | 95 | 413 |
| 4000 |  |  |  | 1057 | 1256 | 5265 | 1544 | 1822 | 4548 | 200 | 576 | 2635 |
| 6000 |  |  |  | 3196.5 | 3848 | 13571 |  |  |  | 510.5 | 1654 | 7603 |
| 8000 |  |  |  | 7228 | 9131 | 65360 |  |  |  | 1192 | 3552 | 16301 |

Table 5.1: The running of diameter algorithms (in seconds) on 1.1-spanners on uniformly distributed point sets.
decrease $t$, the diameter decreases and the size of the graph increases. As one can see in Figure 5.2 by decreasing $t$, the running time of Diameter3 improved slightly on WSPD-graphs but the improvement is considerable for greedy-graphs and $\Theta$-graphs.

Algorithm Diameter4 has the same behavior as Diameter3 and shows a small improvement when we have very dense graphs. However the improvement on the $\mathcal{O}(n)$-space version of the algorithm, or DIAMETER4i, is considerable. It uses roughly one-third of the time needed for DIAMETER4 and, for example, to compute the diameter of a 2 -spanner with 4 K vertices, it needs 75,250 and 430 seconds for greedy-graphs, $\Theta$-graphs and WSPD-graphs, respectively. Note that the algorithm Diameter4 needs 900 seconds to compute the diameter of greedygraphs and this time increases to 1200 seconds for $\Theta$-graphs and WSPD-graphs.

The experiments indicate that the improvements to Algorithm Diameter4 make a considerable difference, see Table 5.1. However, to verify this we would need to perform tests on much larger point sets.

### 5.6 Concluding remarks

In this chapter we gave several algorithms to compute the spanner diameter of a $t$-spanner. The fastest algorithm runs in $\mathcal{O}(\mathbb{D} \cdot m n)$ time using $\mathcal{O}(m+n)$ space, where $\mathbb{D}$ is the diameter, $m$ is the size and $n$ is the number of vertices of the input graph. All the algorithms work for general, not necessarily geometric, $t$-spanners. An obvious open question is if there are faster algorithms for geometric $t$-spanners. Also in the analysis of the last algorithm we used the obvious $\mathcal{O}\left(n^{2}\right)$ bound for the size of $S_{k}$, the set of point pairs which the shortest path between them with at most $k$ links contains exactly $k$ edges. It would be nice if a more intelligent analysis would show a better bound on the number of such pairs in the graph.
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## Experimental Study of Geometric Spanners

### 6.1 Introduction

The problem of constructing spanners has received considerable attention from a theoretical perspective, see $\mathrm{ADD}^{+} 93$, $\mathrm{ADM}^{+} 95$, AMS99, BGM04 CDNS95 DHN93, DN97, DNS95, GLN02, Kei88, KG92, LL92, LNS02, Sal91, Vai91, the surveys Epp00, GK07 Smi00, and the recent book by Narasimhan and Smid NS07, but almost no attention from a practical or experimental perspective NP03, SZ04.

In this chapter we consider the most well-known algorithms for the construction of $t$-spanners in the plane: variants of greedy spanners, variants of $\Theta$-graphs, spanners constructed from the well-separated pair decomposition (WSPD), skiplist spanners, sink spanners and some hybrid algorithms. The quality measurements used in the literature is the number of edges, the weight, the maximum degree, the spanner diameter and the number of crossings. We study each of the algorithms independently, but also in combination with each other. To the best of our knowledge, this is the first time an extensive experimental study has been performed on the construction of $t$-spanners. Navarro and Paredes [NP03] presented four heuristics for point sets in high-dimensional metric space $(d=20)$ and showed by empirical methods that the running time was $\mathcal{O}\left(n^{2.24}\right)$ and the number of edges in the produced graphs was $\mathcal{O}\left(n^{1.13}\right)$. In [SZ04] Sigurd and Zachariasen considered the problem of constructing a minimum weight $t$-spanner of a given graph, but they only considered sparse graphs of small size, i.e., graphs with at most 64
vertices and with average vertex degree 4 or 8 .
The chapter is organized as follows. We first briefly go through the desirable properties for $t$-spanners. In Section 6.2 we describe the implemented algorithms together with the theoretical bounds and implementation details. Finally, we discuss possible improvements and future research.

Throughout the chapter $t$ will be assumed to be a small constant. In the experiments we used values of $t$ between 1.05 and 2 .

### 6.1.1 Spanner properties

As input we are given a set $P$ of $n$ points in the plane and a real value $t>1$. The aim is to compute a $t$-spanner for $P$ with some good properties. Recall from the introduction that the properties that we consider are:

Size: The number of edges in the graph. This is the most important measurement and all the implemented algorithms produce spanners with $\mathcal{O}(n)$ edges.

Degree: The maximum number of edges incident to a vertex.
Weight: The weight of a Euclidean network $\mathcal{G}$ is the sum of the edge weights. The best that can be achieved is a constant times the weight of the minimum spanning tree, denoted $w t(M S T(P))$.

Spanner Diameter: Defined as the smallest integer $\mathbb{D}$ such that for any pair of vertices $u$ and $v$ in $P$, there is a path of length at most $t \cdot\|u v\|$ between $u$ and $v$ containing at most $\mathbb{D}$ edges. We implemented the algorithm in Chapter 5 to compute the spanner diameter of the $t$-spanners. Throughout the chapter we will simply refer to the spanner diameter, by the diameter.

Recall that some of the above properties are competing, e.g., a graph with constant degree cannot have constant spanner diameter, and a graph with small spanner diameter cannot have a linear number of edges $\mathrm{ADM}^{+} 95$.

### 6.2 Spanner construction algorithms

Here we give a short description of each of the implemented algorithms together with their theoretical bounds. For a detailed description of each of the algorithms considered in this section please refer to the recent book by Narasimhan and Smid NS07. A summary of the theoretical bounds can be found in Table 6.1.

### 6.2.1 The original greedy algorithm and an improvement

The greedy algorithm was discovered independently by Bern in 1989 and Althöfer et al. $\mathrm{ADD}^{+} 93$. Since then the greedy algorithm has been subject to considerable research Cha94, CDNS95, DHN93, DN97, GLN02, Soa94. The original algorithm starts with the complete graph $\mathcal{G}$ while maintaining a partial spanner graph $\mathcal{G}^{\prime}$ of $\mathcal{G}$. All the edges of $\mathcal{G}$ are sorted with respect to their length in increasing order. Next the edges are processed in sorted order. Processing an edge $(u, v)$ entails a shortest path query in $\mathcal{G}^{\prime}$ between $u$ and $v$. If there is no $t$-path between $u$ and $v$ (a path of length at most $t \cdot\|u v\|)$ in $\mathcal{G}^{\prime}$ then $(u, v)$ is added to $\mathcal{G}^{\prime}$ otherwise it is discarded. The time complexity of the original greedy algorithm is $\mathcal{O}\left(n^{3} \log n\right)$ and it uses $\mathcal{O}\left(n^{2}\right)$ space. The graph constructed using the greedy algorithm will be called a greedy graph.

```
Algorithm 6.2.1: ORG. Greedy
    Input: \(P\) and \(t>1\).
    Output: \(t\)-spanner \(\mathcal{G}^{\prime}=\left(P, \mathcal{E}^{\prime}\right)\).
    Construct the complete graph of \(P\), denoted \(\mathcal{G}=(P, \mathcal{E})\);
    Sort the edges in \(\mathcal{E}\) by increasing weight; /*ties are broken arbitrarily */
    \(\mathcal{E}^{\prime}:=\emptyset ;\)
    \(\mathcal{G}^{\prime}:=\left(P, \mathcal{E}^{\prime}\right)\);
    foreach \((u, v) \in \mathcal{E}\) do \(\quad / *\) in sorted order */
        if \(\operatorname{ShortestPath}\left(\mathcal{G}^{\prime}, u, v\right)>t \cdot\|u v\|\) then \(\mathcal{E}^{\prime}:=\mathcal{E}^{\prime} \cup\{(u, v)\} ;\)
    end
    return \(\mathcal{G}^{\prime}=\left(P, \mathcal{E}^{\prime}\right)\);
```

Theorem 6.2.1 The greedy graph is a $t$-spanner of $P$ with $\mathcal{O}\left(\frac{n}{t-1}\right)$ edges, $\mathcal{O}\left(\frac{1}{t-1}\right)$ maximum degree and total weight $\mathcal{O}\left(\frac{1}{(t-1)^{4}} \cdot w t(M S T(P))\right)$, and can be computed in time $\mathcal{O}\left(n^{3} \log n\right)$.

Note that a trivial $\Omega(n)$ lower bound on the diameter of a greedy graph is obtained by placing $n$ points on a line.

The greedy approach can also be used to prune a given $t$-spanner $\mathcal{G}=(P, \mathcal{E})$, that is, instead of considering the edges in the complete graph (see Algorithm 6.2.1), the algorithm only considers the edges in $\mathcal{E}$. In this chapter we also perform experiments using the pruning tool in combination with the other algorithms, see Section 6.3.8.

## Improvement

As mentioned above the running time of the implemented algorithm is $\mathcal{O}\left(n^{3} \log n\right)$, which is very slow when performing experiments with up to 13,000 points. We use
a speed-up strategy that turned out to decrease the running time considerably in practice. The original algorithm performs a shortest path query for each pair of points to check if there is a $t$-path between the two points or not. But there are two simple observations:

1. We only need to know if there is a $t$-path between the two points, we do not need to find a shortest path (or even a path).
2. The algorithm only adds $\mathcal{O}(n)$ edges to the graph in total, so only a small number of changes are made to the graph during the execution.

Therefore, we use a matrix to save the length of the shortest path between each pair of points and update it only when we need to, thus it is not always up to date. Instead of computing a shortest path for each pair (line 6 of Algorithm 6.2.1), we first check the matrix to see if there is a $t$-path or not and if the answer is no, then we do a shortest path query and update the matrix which enables us to answer the distance query correctly, see Algorithm 6.2 .2 for more details.

```
Algorithm 6.2.2: Imp. Greedy
    Input: \(P\) and \(t>1\).
    Output: \(t\)-spanner \(\mathcal{G}^{\prime}=\left(P, \mathcal{E}^{\prime}\right)\).
    foreach \((u, v) \in P^{2}\) do \(W \operatorname{eight}(u, v):=\infty ;\)
    Construct the complete graph of \(P\), denoted \(\mathcal{G}=(P, \mathcal{E})\);
    Sort the edges in \(\mathcal{E}\) by increasing weight; /*ties are broken arbitrarily */
    \(\mathcal{E}^{\prime}:=\emptyset ;\)
    \(\mathcal{G}:=\left(P, \mathcal{E}^{\prime}\right) ;\)
    foreach \((u, v) \in \mathcal{E}\) do
        if Weight \((u, v) \leq t \cdot\|u v\|\) then
            Discard ( \(u, v\) );
        else
            Compute single-source shortest path with source \(u\);
            foreach \(w \in P\) do update \(W \operatorname{eight}(u, w)\) and \(W e i g h t(w, u)\);
            if Weight \((u, v) \leq t \cdot\|u v\|\) then Discard \((u, v)\);
            else \(\mathcal{E}^{\prime}:=\mathcal{E}^{\prime} \cup\{(u, v)\} ;\)
        end
    end
    return \(\mathcal{G}^{\prime}\left(P, \mathcal{E}^{\prime}\right)\);
```

With these changes, the space complexity of the original greedy algorithm increases by a constant factor, but the gain in running time is considerable. We counted the number of shortest path queries that this algorithm performs in the experiments and surprisingly it seems that only $\mathcal{O}(n)$ shortest path queries is performed. More details can be found in Section 6.3.9

Conjecture 6.2.2 Algorithm 6.2.2 performs $\mathcal{O}(n)$ shortest path queries.

## Implementation

The implementations of the two algorithms are straight-forward. The shortest path queries are done by using the Dijkstra function in LEDA.

### 6.2.2 The approximate greedy algorithm

Even though the improved algorithm is faster than the original greedy algorithm the running time is still $\Omega\left(n^{2} \log n\right)$, thus any approach that can speed-up the algorithm would be of great interest. The running time is mainly due to the fact that $\Theta\left(n^{2}\right)$ shortest path queries needed to be answered in a graph with $\mathcal{O}(n)$ edges, each of which could take $\mathcal{O}(n \log n)$ time. Das and Narasimhan DN97 showed how to use clustering to speed up shortest path queries. The approximate greedy algorithm starts with a $\sqrt{t / t^{\prime}}$-spanner $\mathcal{G}^{\prime}$ with $\mathcal{O}(n)$ edges and constant degree generated by an $\mathcal{O}(n \log n)$-time algorithm. Note that this network may not have small weight. Then it computes a $\sqrt{t t^{\prime}}$-spanner of $\mathcal{G}^{\prime}$ using an approximate variant of the greedy algorithm. To obtain $\mathcal{G}=(P, \mathcal{E})$ from $\mathcal{G}^{\prime}$ the approximate greedy algorithm starts with $\mathcal{E}=\emptyset$ and adds all the short edges (i.e. those of length at most $D / n$, where $D$ is the distance between the farthest pair of points) to $\mathcal{E}$. For the remaining edges, the algorithm sorts them by increasing weight and processes them in $\log n$ phases. Processing an edge $e=(u, v)$ entails a shortest path query which is answered by performing an approximate shortest path query on a "cluster graph" $H$, which is simultaneously maintained. The cluster graph $H$ has the following properties:

1. distances in $H$ "closely" approximate distances in the current graph $\mathcal{G}$.
2. every vertex in $H$ has bounded degree, and
3. "specialized" shortest path queries in $H$ can be answered in constant time.

Algorithm 6.2.3 gives a sketch of the approximate greedy algorithm. For more details see DN97 or [NS07. The time complexity of this algorithm is $\mathcal{O}\left(n \log ^{2} n\right)$. Note that the graph generated by this algorithm is an approximate version of the graph generated by the original greedy algorithm since the algorithm prunes a graph with a linear number of edges and answers shortest path queries approximately.

Gudmundsson et al. GLN02 later improved the running time to $\mathcal{O}(n \log n)$ (using the algebraic decision tree model extended with indirect addressing) but the modified version is quite involved and therefore we decided to only implement the above version. The following theorem states the theoretical bounds.

```
Algorithm 6.2.3: ApX. Greedy
    Input: \(P, t>1, t^{\prime} \in(1, t), \mu>1\).
    Output: \(t\)-spanner \(\mathcal{G}=(P, \mathcal{E})\).
    Construct a bounded-degree \(\sqrt{t / t^{\prime}}\)-spanner \(\mathcal{G}^{\prime}\left(P, \mathcal{E}^{\prime}\right)\);
    Sort the edges in \(\mathcal{E}^{\prime}\) by increasing weight; /*ties are broken arbitrarily */
    \(D:=\) maximum length of any edge in \(\mathcal{E}^{\prime}\);
    \(4 \mathcal{E}_{0}:=\) edges of \(\mathcal{E}^{\prime}\) having length in ( \(\left.0, D / n\right]\);
    \({ }_{5} \mathcal{E}:=\mathcal{E}_{0}\);
    6 \(\mathcal{G}:=(P, \mathcal{E})\);
    for \(k:=1\) to \(\left\lceil\log _{\mu} n\right\rceil\) do
        Construct cluster graph \(H\) of \(\mathcal{G}\);
        \(\mathcal{E}_{k}:=\) sorted sequence of edges of \(\mathcal{E}^{\prime}\) having length in \(\left(\mu^{k-1} D / n, \mu^{k} D / n\right] ;\)
        foreach \((u, v) \in \mathcal{E}_{k}\) do /* in sorted order */
            if \(\operatorname{ShortestPath}\left(H, u, v, \sqrt{t t^{\prime}}\|u v\|\right)=\) false then
                \(\mathcal{E}:=\mathcal{E} \cup\{(u, v)\} ;\)
                Update cluster graph \(H\);
            end
        end
    end
    return \(\mathcal{G}=(P, \mathcal{E}) ;\)
```

Theorem 6.2.3 The approximate greedy graph is a $t$-spanner of $P$ with $\mathcal{O}\left(\frac{n}{(t-1)^{3}}\right)$ edges, $\mathcal{O}\left(\frac{1}{(t-1)^{3}}\right)$ maximum degree and weight $\mathcal{O}\left(\frac{1}{(t-1)^{4}} \cdot w t(M S T(P))\right)$, and can be computed in time $\mathcal{O}\left(\frac{n}{(t-1)^{7}} \log n\right)$.

## Implementation

The initial $\sqrt{t / t^{\prime}}$-spanner $\mathcal{G}^{\prime}$ was constructed using the sink-spanner algorithm (Section 6.2.6). This guarantees that the number of edges is $\mathcal{O}(n)$ and that the graph has constant degree. For the ShortestPath procedure we implemented a variant of Dijkstra's algorithm which answers shortest path queries in constant time in the cluster graph. The query time can be achieved since the maximum degree of the cluster graph is constant and there is a constant upper bound $B$ on the number of edges along a shortest path in the cluster graph, thus we may discard any path containing more than $B$ edges in the priority queue. The bound $B$ can be obtained by choosing the size of the clusters in the cluster graph appropriately.

### 6.2.3 The $\Theta$-graph algorithm

The $\Theta$-graph was discovered independently by Clarkson Cla87 and Keil Kei88. Keil only considered the graph in two dimensions while Clarkson extended his construction to also include three dimensions. Later Ruppert and Seidel [RS91] and Althöfer et al. $\mathrm{ADD}^{+93}$ defined the $\Theta$-graph for higher dimensions.

Initially we set $\theta$ such that $t=\frac{1}{\cos \theta-\sin \theta}$. For each point $u \in P$ consider $k$ non-overlapping cones, $C_{i}, 1 \leq i \leq k$, with angle $\theta=2 \pi / k$ and with apex $u$. For each cone $C_{i}$ we add an edge between $u$ and the point within $C_{i}$ whose orthogonal projection onto the bisector of $C_{i}$ is closest to $u$. Note that instead of the bisector of $C_{i}$, we can use any line in the cone passing through the apex of the cone. In our implementation we use one of the boundary lines of the cone instead of the bisector.

```
Algorithm 6.2.4: \(\Theta\)-GRAPH
    Input: \(P\) and \(t>1\).
    Output: \(t\)-spanner \(\mathcal{G}=(P, \mathcal{E})\).
    Set \(\theta\) such that \(t=1 /(\cos \theta-\sin \theta)\);
    \(k:=2 \pi / \theta\);
    \(\mathcal{E}:=\emptyset ;\)
    foreach \(u \in P\) do
        Consider \(k\) non-overlapping cones \(C_{1}, \ldots, C_{k}\) with angle \(\theta\) and with
        apex at \(u\);
        foreach cone \(C_{i}\) do
                \(v:=\) the point within \(C_{i}\) whose orthogonal projection onto the
                bisector of \(C_{i}\) is closest to \(u\);
                \(\mathcal{E}:=\mathcal{E} \cup\{(u, v)\} ;\)
        end
    end
    return \(\mathcal{G}=(P, \mathcal{E}) ;\)
```

Theorem 6.2.4 The $\Theta$-graph is a $t$-spanner of $P$ for $t=\frac{1}{\cos \theta-\sin \theta}$ with $\mathcal{O}(n / \theta)$ edges and can be computed in $\mathcal{O}\left(\frac{n \log n}{\theta}\right)$ time.

Note that even though the "out-degree" of each vertex is bounded by $k$ the "indegree" could be linear. Finally, by placing $n$ points on a line it follows that the diameter of the $\Theta$-graph is $\Omega(n)$. Also by placing $n-1$ points on a circle and one point on the center of the circle, we have a $\Theta$-graph with weight $\Omega(n \cdot w t(M S T(P)))$.

## Implementation

To implement the $\Theta$-graph algorithm, we need a dynamic data structure that, given a cone $C$, can find the point within $C$ whose orthogonal projection onto the bisector of $C$ is closest to the apex of $C$ in $\mathcal{O}(\log n)$ time, see NS07 for more details. This data structure is implemented using red-black trees. Since there is no dependency between the cones, one can work on one cone direction at a time, which means that only $\mathcal{O}(n)$ work space is needed.

The same edge may be computed twice during the execution of the algorithm so one needs to check that an edge is not added twice to the graph. Using the graph data structure of LEDA, we need time proportional to the "out"-degree of the points in the graph to check existence of an edge.

A problem that we do not consider in the $\Theta$-graph implementation is rounding errors, which may cause some edges not to be added. For example, if a point lies on the boundary of an, otherwise empty, cone then a small rounding error may "move" the point outside the cone. One way to get rid of this error is to use exact arithmetic. A different possibility is to allow the cones to slightly overlap.

### 6.2.4 The ordered $\Theta$-graph algorithm

A simple variant of the $\Theta$-graph that has been shown to have good theoretical performance is the ordered $\Theta$-graph by Bose et al. BGM04. An ordered $\Theta$-graph of $P$ is obtained by inserting the points of $P$ in some order. When a point $p$ is inserted, we draw the cones around $p$ and connect $p$ to the previously inserted point with closest orthogonal projection in each cone, like the $\Theta$-graph algorithm.

The order is decided as follows. Initially choose an arbitrary vertex $v_{n} \in P$ and set its order to $n$, i.e. this is the last point that will be added to the graph. Process $v_{n}$ by placing $k=2 \pi / \theta$ cones with apex at $v_{n}$ and then adding the edges as in the $\Theta$-graph algorithm. In a generic step, assume we processed $i-1$ vertices. In the $i$ th step, choose a point with maximum degree from $P \backslash\left\{v_{n}, \ldots, v_{n-(i-1)}\right\}$ and set its order to $n-i$ and then process $v_{n-i}$ assuming that we have the point set $P \backslash\left\{v_{n}, \ldots, v_{n-(i-1)}\right\}$. This decides an order on the point set. See Algorithm6.2.5 for more details.

Theorem 6.2.5 The ordered $\Theta$-graph is a $t$-spanner of $P$ for $t=\frac{1}{\cos \theta-\sin \theta}$ with $\mathcal{O}(n / \theta)$ edges and $\mathcal{O}\left(\frac{\log n}{\theta}\right)$ degree, and can be computed in $\mathcal{O}\left(\frac{n \log n}{\theta}\right)$ time.

## Implementation

For the implementation we use a data structure which is somewhat more complicated than the data structure used for the $\Theta$-graph, since we require the structure

```
Algorithm 6.2.5: ORDERED- \(\Theta\)-GRAPH
    Input: \(P\) and \(t>1\).
    Output: \(t\)-spanner \(\mathcal{G}=(P, \mathcal{E})\).
    Set \(\theta\) such that \(t=1 /(\cos \theta-\sin \theta)\);
    \(k:=2 \pi / \theta\);
    \(\mathcal{E}:=\emptyset ;\)
    \(P^{\prime}:=\emptyset ;\)
    for \(i:=1,2, \ldots,|P|\) do
        Pick an unmarked vertex \(u \in P \backslash P^{\prime}\) with maximum degree in
        \(\mathcal{G}^{\prime}:=(P, \mathcal{E})\);
        \(P^{\prime}:=P^{\prime} \cup\{u\} ;\)
        foreach cone \(C_{i}\) with apex at \(u\) do (See Algorithm 6.2.4)
            \(v:=\) the point in \(P \backslash P^{\prime}\) within \(C_{i}\) whose orthogonal projection onto
            the bisector of \(C_{i}\) is closest to \(u\);
            \(\mathcal{E}:=\mathcal{E} \cup\{(u, v)\} ;\)
        end
    end
    return \(\mathcal{G}=(P, \mathcal{E}) ;\)
```

to allow for deletions. We use $k$ range trees, as suggested by Bose et al. BGM04, one for each cone with apex at the origin. In each range tree we store all points represented in the coordinate system of the two boundaries of the cone. To find the suitable point in a cone with apex at $u$, it is sufficient to perform a range query with coordinates of $u$ as keys and choose the suitable point between the points reported by the query. We add one extra pointer to each node of the range tree which shows the point with minimum $y$ (or $x$ ) coordinate in the subtree. Using this pointer, we can find the suitable point without going through all reported points of the range query. Each range query requires $\mathcal{O}\left(\log ^{2} n\right)$ time, so the total time complexity of the implemented algorithm is $\mathcal{O}\left(n \log ^{2} n\right)$ which is slightly more than the theoretical time bound but much simpler to implement.

In each step of the ordered $\Theta$-graph algorithm the node with maximum degree has to be selected. To find this point, we used a priority queue of all the points. Initially all the nodes have priority $n$. When an edge $(u, v)$ is added to the partial spanner graph, the priority of $u$ and $v$ is decreased by 1 . The point with minimum priority in the queue is the point with maximum degree in the graph.

There is a major difference between the $\Theta$-graph algorithm and the ordered $\Theta$-graph algorithm when it comes to the space complexity. As mentioned in the previous section, one can construct the $\Theta$-graph by working on one cone direction at a time. This is not possible for the ordered $\Theta$-graph, instead we have to keep all the cones (range trees) in memory. This is due to the fact that the order is not
known in advance. During the processing of one node, we need to check all the cones and add edges if necessary, thus $\Theta(k n)$ space is needed. For small values of $t$ this might cause a major problem. To be more precise, the $\Theta$-graph algorithm used roughly $2 \%$ of the memory when constructing a 1.05 -spanner on a set with 10 K points, while the ordered $\Theta$-graph algorithm used almost $85 \%$ of the memory.

### 6.2.5 The random ordered $\Theta$-graph algorithm

The ordered $\Theta$-graph algorithm inserts points into the graph in a specific order. However, if the points are processed in random order then the spanner diameter will be bounded by $\mathcal{O}(\log n)$ with high probability [BGM04]. Unfortunately, the degree bound does not hold in this case. There are two reasons why we implemented the random ordered $\Theta$-graph.

1. Random ordered $\Theta$-graphs, skip-list spanners (Section 6.2.7) and a variant of WSPD-spanner are the only three spanners guaranteed to have bounded spanner diameter. Thus an experimental comparison between the three graphs is interesting.
2. Since the vertices are processed in random order we may fix a random order at the beginning which implies that the algorithm only requires $\mathcal{O}(n)$ space, compared to $\mathcal{O}(k n)$ space needed in order to construct ordered $\Theta$-graphs.

## Implementation.

The implementation is the same as for the ordered $\Theta$-graph. We only make a random permutation on the input point set and then process the points in the order they appear in the permutation.

### 6.2.6 The sink-spanner algorithm

The sink-spanner construction was defined by Arya et al. ADM ${ }^{+} 95$ which construct $t$-spanners with constant degree. The main idea is as follows. We start with a directed $\sqrt{t}$-spanner with bounded out-degree, denoted $\overrightarrow{\mathcal{G}}$. We will use the $\Theta$-graph which easily can be seen to have out-degree $k$, but linear in-degree. For each vertex $q$ in $\overrightarrow{\mathcal{G}}$, replace every "star" (the subgraph consisting of all edges in $\overrightarrow{\mathcal{G}}$ pointing to $q$ ) in $\overrightarrow{\mathcal{G}}$ by a $\sqrt{t}-q$-sink spanner, see Algorithm 6.2.6 for the details. A $\sqrt{t}-q$-sink spanner is a directed graph where each point has a directed $\sqrt{t}$-path to $q$. It can be obtained by processing each node $q$ in $\overrightarrow{\mathcal{G}}$ as follows. Consider all points which have an edge pointing to $q$. Let $A_{q}$ be the set of all such nodes. We replace all the edges pointing to $q$ by a $\sqrt{t}$-path using the partial sink spanner procedure, see Algorithm 6.2.7.

In the partial sink spanner procedure we look at $k$ cones with apex at $q$ and we partition the points in $A_{q}$ based on the cones. Let $S_{i}$ be the points in the $i$ th cone. For each cone $i$, add an edge between $q$ and the closest point in $S_{i}$, say $q_{i}$, and then recurse on the partial sink spanner procedure on $q_{i}$ and $S_{i} \backslash\left\{q_{i}\right\}$. In the case that one cone contains more than half of the points, split the points in the cone to two almost equal parts and do the same thing as above. This guarantees that the subproblems half in size, thus we get:

Theorem 6.2.6 The sink-spanner is a t-spanner for $P$ with $\mathcal{O}(k n)$ edges and $\mathcal{O}\left(\frac{1}{(t-1)^{2}}\right)$ maximum degree, and can be constructed in time $\mathcal{O}(k n \log n)$.

```
Algorithm 6.2.6: SINK-SPANNER
    Input: \(P\) and \(t>1\).
    Output: \(t\)-spanner \(\mathcal{G}=(P, \mathcal{E})\).
    Compute a directed \(\sqrt{t}\)-spanner \(\overrightarrow{\mathcal{G}}(P, \overrightarrow{\mathcal{E}})\) with bounded out-degree;
    \(\mathcal{E}^{\prime}:=\emptyset ; \overrightarrow{\mathcal{G}^{\prime}}:=\left(P, \overrightarrow{\mathcal{E}^{\prime}}\right) ;\)
    foreach \(q \in P\) do
        \(A_{q}:=\) all nodes \(p \in P\) such that \((p, q) \in \overrightarrow{\mathcal{E}}\);
        Call Partial-Sink-Spanner \(\left(\overrightarrow{\mathcal{G}^{\prime}}, q, A_{q}, \sqrt{t}\right)\);
    end
    return \(\mathcal{G}^{\prime}=\left(P, \mathcal{E}^{\prime}\right) ;\)
```


## Algorithm 6.2.7: Partial-Sink-Spanner

Input: $\overrightarrow{\mathcal{G}}(P, \overrightarrow{\mathcal{E}})$, a node $q$, a set of nodes $A_{q}$ and $t>1$.
Output: partial $q$-sink-spanner $\overrightarrow{\mathcal{G}}(P, \overrightarrow{\mathcal{E}})$.
Set $\theta$ such that $t=1 /(\cos \theta-\sin \theta)$;
$k:=2 \pi / \theta$;
Consider $k$ non-overlapping cones $C_{1}, \ldots, C_{k}$ with angle $\theta$ and apex at $q$;
for $i:=1,2, \ldots, k$ do
$S_{i}:=A_{q} \cap C_{i} ;$
$q_{i}:=$ closest point in $S_{i}$ to $q ;$
$\overrightarrow{\mathcal{E}}:=\overrightarrow{\mathcal{E}} \cup\left\{\left(q_{i}, q\right)\right\} ;$
if $\left|S_{i}\right| \leq|P| / 2$ then
Partial-Sink-Spanner $\left(\overrightarrow{\mathcal{G}}, q_{i}, S_{i} \backslash\left\{q_{i}\right\}, t\right)$ else

Split $S_{i} \backslash\left\{q_{i}\right\}$ to two sets $S_{1}$ and $S_{2}$ with almost equal size; Partial-Sink-Spanner $\left(\overrightarrow{\mathcal{G}}, q_{i}, S_{1}, t\right)$;
Partial-Sink-Spanner $\left(\overrightarrow{\mathcal{G}}, q_{i}, S_{2}, t\right)$;
end
end
return $\overrightarrow{\mathcal{G}}=(P, \overrightarrow{\mathcal{E}}) ;$

## Implementation

To construct the first directed $\sqrt{t}$-spanner, we used the $\Theta$-graph algorithm, with the modification that we add directed edges instead of undirected edges.

### 6.2.7 The skip-list spanner algorithm

To obtain a spanner with bounded spanner diameter, one can use skip-list spanners as suggested by Arya et al. AMS99. The idea is to generalize skip-lists and apply them to the construction of $t$-spanners.

To construct a $t$-spanner of $P$, we construct a sequence of subsets of $P$,

$$
P=P_{0} \supseteq P_{1} \supseteq \cdots \supseteq P_{k}=\emptyset .
$$

To construct $P_{i+1}$, we flip a fair coin for each element of $P_{i}$ and then add the point to $P_{i+1}$ if the flip produces heads. The construction ends when the set is empty. Now we construct a $t$-spanner using the $\Theta$-graph algorithm for each $P_{i}$ and the union of all these graphs is the skip-list spanner of $P$, see Algorithm 6.2.8,

```
Algorithm 6.2.8: SkIP-LIST-SPANNER
    Input: \(P\) and \(t>1\).
    Output: \(t\)-spanner \(\mathcal{G}=(P, \mathcal{E})\).
    \(P_{0}:=P ;\)
    \(i:=0\);
    while \(P_{i} \neq \emptyset\) do
        \(P_{i+1}:=\left\{x \in P_{i} \mid\right.\) coin flip for \(x\) produces heads \(\}\);
        \(i:=i+1\);
    end
    \(i:=0\);
    while \(P_{i} \neq \emptyset\) do
        \(\mathcal{G}_{i}\left(P_{i}, \mathcal{E}_{i}\right):=\) a \(t\)-spanner on \(P_{i}\) using the \(\Theta\)-graph algorithm;
    end
    \(\mathcal{E}:=\bigcup_{i} \mathcal{E}_{i} ;\)
    return \(\mathcal{G}=(P, \mathcal{E})\);
```

Theorem 6.2.7 The skip-list spanner is a $t$-spanner for $P$ with $\mathcal{O}(k n)$ edges, $\mathcal{O}(\log n)$ spanner diameter and can be constructed in time $\mathcal{O}(k n \log n)$. All the bounds are expected with high probability.

## Implementation

To construct a skip-list spanner, we construct a $t$-spanner on $P$ using the $\Theta$-graph algorithm. Then for each point in the set we produce a random number between 0 and 10,000 using the random_source type in LEDA and remove the point if the outcome is less than 5,000. Then again we construct the $\Theta$-graph on the remaining points and we add the generated edges to the previous graph. We continue this procedure until we have no remaining points in the set.

### 6.2.8 The WSPD algorithm

Constructing a $t$-spanner using the WSPD, see Section 2.3, is surprisingly easy. It is sufficient to compute a WSPD of $P$ with respect to $s=4(t+1) /(t-1)$ and then for every well-separated pair $(A, B)$ in the WSPD an edge is added between an arbitrary point in $A$ and an arbitrary point in $B$.

```
Algorithm 6.2.9: WSPD-GRAPH
    Input: \(P\) and \(t>1\).
    Output: \(t\)-spanner \(\mathcal{G}=(P, \mathcal{E})\).
    \(\mathcal{W}:=\) the well-separated pair decomposition of \(P\) using \(s:=\frac{4(t+1)}{t-1}\);
    \(\mathcal{E}:=\emptyset ;\)
    foreach \(\left(A_{i}, B_{i}\right) \in \mathcal{W}\) do
        Select an arbitrary node \(u \in A_{i}\) and an arbitrary node \(v \in B_{i}\);
        \(\mathcal{E}:=\mathcal{E} \cup\{(u, v)\} ;\)
    end
    return \(\mathcal{G}=(P, \mathcal{E}) ;\)
```

Theorem 6.2.8 The WSPD-graph is a $t$-spanner for $P$ with $\mathcal{O}\left(\left(\frac{t}{t-1}\right)^{2} n\right)$ edges, $\mathcal{O}(\log n \cdot w t(M S T(P)))$ weight and can be constructed in time $\mathcal{O}\left(\left(\frac{t}{t-1}\right)^{2} n+n \log n\right)$.

An $\Omega(n)$ lower bound on the degree and the spanner diameter of a WSPD-graph can be shown by placing $n$ points on a line with exponentially decreasing inter point distance from left to right.

We also implemented two special versions of the algorithm to improve the degree $\mathrm{ADM}^{+} 95$ and the spanner diameter AMS99.

## Improving the degree

We perform the following modification $\mathrm{ADM}^{+} 95$ to the standard WSPD-algorithm to improve the maximum degree. Instead of adding an arbitrary edge, it selects
the point which has the smallest maximum degree from each set and adds an edge between them. This does not improve the theoretical upper bound but we were hoping to see some improvements in the experimental bounds. Note also that the $\Omega(n)$ lower bound does not hold for the modified WSPD-algorithm. In the experiments one can see a small improvement for graphs with $t>1.5$, for smaller values the difference is negligible. For $t=1.5$ the improvement is roughly a factor 1.5 and increases to about 3 for $t=4$.

Another way to improve the maximum degree is to select the point in each wellseparated pair using a weighted randomization. That is, we assign a weight to each point which is the total number of points minus the number of well-separated pairs that contain the point. In other words, points that appear in a smaller number of well-separated pairs have greater weight and vice versa. Now we simply select a point randomly from each set based on the weight of the points and then we add an edge between them. Unfortunately, we could not see any improvements in the experiments using this approach compared to the standard approach.

## Improving the spanner diameter

Arya et al. AMS99 found a way to bound the spanner diameter of a WSPDgraph. The WSPD is constructed from the so-called fair-split tree, and Arya et al. AMS99 chose a representative point by a search in the fair-split tree. For a node $u$ in the split tree, follow the path down the tree by always choosing the larger subtree. The point stored at the leaf in which the path ends is the representative point for $u$. This approach guarantees that the spanner diameter of the constructed $t$-spanner is bounded by $2 \cdot \log n$.

## Implementation

We used a split tree for the construction of the WSPD. The points stored at a node is partitioned into two sets by partitioning the non-empty bounding box along its longest side into two boxes of equal size. The tree construction only requires a few percent of the total running time in all our tests.

To decide in constant time if two sets are well-separated we save the smallest enclosing circle of the points in each node. As we mentioned in the note after Definition 2.5.1] two sets are well-separated with respect to $s$ if the distance between the smallest enclosing circles is at least $s$ times the maximum radius of the two smallest enclosing circles.

### 6.3 Experimental results

In this section we discuss the experimental results in more detail by considering the properties of the graphs generated by the algorithms and the running times of the algorithms. The known theoretical bounds for the algorithms can be found in Table 6.1 The experiments were done on point sets ranging from 100 to 13,000 points with five different distributions:

- uniform distribution,
- normal distribution with mean 500 and deviation 100 ,
- gamma distribution with shape parameter 0.75 ,
- $n / 100$ uniformly distributed unit squares, each with 100 uniformly distributed points (100-clustered), and
- $\sqrt{n}$ uniformly distributed unit squares, each with $\sqrt{n}$ uniformly distributed points ( $\sqrt{n}$-clustered).

In most cases the difference between the last two distributions is negligible so we will refer to both of them as clustered distributions, and the other point sets will be called the non-clustered point sets.

We produced $t$-spanners using values of $t$ between 1.05 and 2.

| - | Size | $\frac{\text { Weight }}{w t(M S T)}$ | Degree | Diameter | Time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Greedy-graph | $\mathcal{O}\left(\frac{n}{t-1}\right)$ | $\mathcal{O}\left(\frac{1}{(t-1)^{4}}\right)$ | $\mathcal{O}\left(\frac{1}{t-1}\right)$ | $\Theta(n)$ | $\mathcal{O}\left(n^{3} \log n\right)$ |
| Apx. greedy-graph | $\mathcal{O}\left(\frac{n}{(t-1)^{3}}\right)$ | $\mathcal{O}\left(\frac{1}{(t-1)^{4}}\right)$ | $\mathcal{O}\left(\frac{1}{(t-1)^{3}}\right)$ | $\Theta(n)$ | $\mathcal{O}\left(\frac{n}{(t-1)^{7}} \log n\right)^{\dagger}$ |
| $\Theta$-graph | $\mathcal{O}\left(\frac{n}{t-1}\right)$ | $\Theta(n)$ | $\Theta(n)$ | $\Theta(n)$ | $\mathcal{O}\left(\frac{n \log n}{t-1}\right)$ |
| O. $\Theta$-graph | $\Theta\left(\frac{n}{t-1}\right)$ | $\mathcal{O}(n)$ | $\mathcal{O}\left(\frac{\log n}{t-1}\right)$ | $\Theta(n)$ | $\mathcal{O}\left(\frac{n \log n}{t-1}\right)^{\dagger}$ |
| WSPD-graph | $\Theta\left(\frac{n}{(t-1)^{2}}\right)$ | $\mathcal{O}(\log n)$ | $\Theta(n)$ | $\Theta(n)$ | $\mathcal{O}\left(\left(\frac{t}{t-1}\right)^{2} n+n \log n\right)$ |
| Sink-spanner | $\Theta\left(\frac{n}{t-1}\right)$ | $\mathcal{O}(n)$ | $\mathcal{O}\left(\frac{1}{(t-1)^{2}}\right)$ | $\Theta(n)$ | $\mathcal{O}\left(\frac{n \log n}{t-1}\right)$ |
| Skip-list spanner | $\Theta\left(\frac{n}{t-1}\right)^{*}$ | $\Theta(n)^{*}$ | $\Theta(n)$ | $\mathcal{O}(\log n)^{*}$ | $\mathcal{O}\left(\frac{n \log n}{t-1}\right)^{*}$ |

Table 6.1: Summarizing the known bounds for the algorithms presented in the chapter. The entries marked $\left(^{*}\right)$ implies that the values are expected with high probability. The entries marked with ( $\dagger$ ) indicates that the versions implemented in this chapter has an additional $\log n$-factor in their running times.

|  | Size |  |  | Degree |  |  | Weight |  |  | Diameter |  |  | Running time （seconds） |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3 | $\begin{aligned} & \stackrel{\rightharpoonup}{4} \\ & \stackrel{\rightharpoonup}{0} \end{aligned}$ | $\begin{aligned} & 2 \\ & \underset{\sim}{0} \\ & \hline \end{aligned}$ | ？ | ＋ | 華 | ？ | $\xrightarrow{\text { p }}$ | 艺 | 3 | 号 | 艺 | 家 | 号 | 艺 |
|  | $n=8000, t=1.5$ and uniform distribution |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Org．greedy | 15060 | 15100 | 15128 | 7 | 7 | 8 | 3 | 3 | 3 | 103 | 108 | 111 |  |  |  |
| Imp．greedy | 15060 | 15100 | 15128 | 7 | 7 | 8 | 3 | 3 | 3 | 103 | 108 | 111 | 213 | 225 | 231 |
| Apx．greedy | 45879 | 46469 | 47543 | 44 | 47 | 54 | 31 | 32 | 33 | 21 | 22 | 23 | 175 | 182 | 192 |
| $\Theta$－graph | 118402 | 118509 | 118646 | 51 | 55 | 59 | 58 | 58 | 58 | 26 | 27 | 28 | 0.9 | 1 | 1.1 |
| O．$\Theta$－graph | 125162 | 132594 | 147023 | 39 | 44 | 46 | 211 | 259 | 396 | 20 | 22 | 26 | 10 | 12 | 18 |
| R．O．$\Theta$－graph | 164860 | 165064 | 165289 | 169 | 190 | 200 | 135 | 136 | 138 | 7 | 7 | 8 | 6.8 | 6.9 | 7 |
| WSPD | 1695349 | 1716652 | 1734094 | 1242 | 1288 | 1326 | 5657 | 5733 | 5788 | 3 | 3 | 3 | 11.9 | 12 | 12.4 |
| Skip－list | 192203 | 192379 | 192506 | 183 | 192 | 197 | 154 | 156 | 156 | 7 | 5 | 8 | 4.7 | 4.9 | 4.9 |
| Sink－spanner | 115150 | 115333 | 115481 | 44 | 45 | 46 | 58 | 59 | 59 | 24 | 4.6 | 25 | 2.4 | 2.4 | 2.4 |
|  | $n=8000, t=1.1$ and clustered distribution |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Org．greedy | 29603 | 29680 | 29769 | 15 | 16 | 17 | 8.3 | 8.7 | 8.9 | 49 | 55 | 68 |  |  |  |
| Imp．greedy | 29603 | 29680 | 29769 | 15 | 16 | 17 | 8.3 | 8.7 | 8.9 | 49 | 55 | 68 | 531 | 585 | 619 |
| Apx．greedy | 160497 | 162482 | 163208 | 132 | 141 | 151 | 509 | 533 | 573 |  |  |  | 136 | 137 | 137.8 |
| $\Theta$－graph | 361672 | 362557 | 363762 | 1750 | 1933 | 2110 | 5156 | 5376 | 5608 | 6 | 6 | 6 | 3.5 | 5 | 4.1 |
| O．$\Theta$－graph | 346791 | 358055 | 362146 | 119 | 122 | 126 | 8203 | 9384 | 10233 | 6 | 6 | 6 | 90 | 136 | 283 |
| R．O．$\Theta$－graph | 389186 | 394404 | 399675 | 1773 | 2512 | 3012 | 7129 | 7585 | 8012 | 5 | 5 | 5 | 40 | 43 | 46 |
| WSPD | 352487 | 353778 | 355374 | 174 | 179 | 194 | 721 | 766 | 825 | 5 | 5 | 5 | 2.8 | 5 | 6.3 |
| Skip－list | 531298 | 536602 | 541053 | 2347 | 2409 | 2496 | 10692 | 11043 | 11311 | 5 | 5 | 5 | 19 | 20 | 21 |
| Sink－spanner | 215624 | 216324 | 216739 | 121 | 123 | 126 | 340 | 345 | 349 | 7 | 7 | 7 | 9.8 | 10 | 10.4 |

Table 6．2：The minimum，average and maximum values．

To avoid the effect of specific instances，we ran the algorithms on 5－10 different instances and took the average of the results．However，in almost all cases the difference between the minimum value and the maximum value is negligible．Two example are given in Table 6.2

## 6．3．1 Implementation details

The algorithms were implemented in C＋＋using the LEDA 5.01 library MN00． In the cases when LEDA did not contain the required data structure needed for the algorithms，we implemented it ourselves．

The experiments were performed on an AMD Opteron 250 （2．4 GHz），1GB L2 cache and 4GB RAM．The OS was Fedora 3.4 and it used $\mathrm{g}++3.4 .4$ for compiling the program using the－02 option．All sample points sets were generated using the NEWRAN03 Dav05 pseudo random number generator．

### 6.3.2 Size

Overall the algorithms can roughly be divided into three groups with respect to the size of the produced graphs: (1) the greedy algorithms, (2) the (ordered) $\Theta$-graphs together with the skip-list spanner and the sink-spanner, and (3) the WSPD-graph. The size of the WSPD-graph is roughly a factor 7 to 13 times greater than the size of the (ordered) $\Theta$-graph which in turn is roughly a factor 5 to 10 times greater than the size of the greedy graph. For the uniform distribution and for $t=2$ the results can be seen in Figure 6.1.


Figure 6.1: Illustrating the number of edges produced by the algorithms for uniformly distributed point sets.

The number of edges in the produced graphs were all linear with respect to the number of points and, as expected, the greedy graph had the smallest number of edges, see Figure 6.1] For $t=2, t=1.1$ and $t=1.05$ the number of edges in the greedy graph is approximately $2 n, 4 n$ and $6 n$ respectively, which is surprisingly small. For comparison it is interesting to note that the Delaunay triangulation has approximately $3 n$ edges and dilation bounded by 2.42 KG92]. The greedy graph has slightly lower number of edges on clustered point sets, see Table 6.3

The approximate greedy algorithm generates graphs of similar size as the graphs produced by the original greedy algorithm for values of $t$ close to 2 . When $t$ decreases the size of the graphs generated by the approximate greedy algorithm deteriorates rapidly and for $t=1.1$ the size of the approximate greedy graph is almost 24 times the size of the greedy graph, see Table 6.3 The reason for this is that the approximate greedy algorithm approximates the greedy algorithm in two steps (see Section 6.2.3); first the complete graph is approximated using a dense $t^{\prime}$-spanner $\mathcal{G}^{\prime}$ (although of linear size) and then the shortest path queries in $\mathcal{G}^{\prime}$

|  | Uniform | Normal | Gamma | Clustered |
| :---: | :---: | :---: | :---: | :---: |
|  | $t=2$ |  |  |  |
| Original greedy | 11 K | 11 K | 11 K | 11 K |
| Approximate greedy | 16 K | 16 K | 16 K | 18 K |
| $\Theta$-graph | 79 K | 81 K | 78 K | 83 K |
| Skip-list | 128 K | 133 K | 127 K | 128 K |
| Sink-spanner | 79 K | 81 K | 78 K | 69 K |
| O. -graph | 93 K | 89 K | 92 K | 96 K |
| Random O. $\Theta$-graph | 114 K | 117 K | 112 K | 109 K |
| WSPD-graph | 784 K | 870 K | 709 K | 181 K |
|  | $t=1.1$ |  |  |  |
| Original greedy | 36 K | 36 K | 35 K | 30 K |
| Approximate greedy | 852 K | 894 K | 809 K | 162 K |
| $\Theta$-graph | 370 K | 388 K | 364 K | 363 K |
| Skip-list | 587 K | 621 K | 575 K | 537 K |
| Sink-spanner | 413 K | 432 K | 403 K | 216 K |
| O. $\Theta$-graph | 390 K | 402 K | 399 K | 358 K |
| Random O. $\Theta$-graph | 519 K | 545 K | 506 K | 394 K |
| WSPD-graph | 11119 K | 12822 K | 9218 K | 354 K |

Table 6.3: The size of the spanners generated by the algorithms on point set with 8,000 points for different distributions.
are approximated using a cluster graph $H$. This works well for large values of $t$, and in theory for any constant, however, in practice $t$ becomes too small at some point and the error when doing the approximation becomes too large. A notable exception is that it generates graphs of small size on clustered point sets even for small values of $t$, see Figure 6.2 The main reason being that the approximate


Figure 6.2: Size of the graphs generated by the Apx. greedy algorithm for different distributions.
greedy approach heavily relies on the hierarchical cluster graph. Intuitively, the error in a cluster graph is smaller for point sets that are clustered.

This effect can only be seen for small $t$ values. We believe this depends on line 5 of the Algorithm 6.2.3 i.e., all edges that are shorter than $D / n$ are added to the graph, where $D$ is the length of the longest edge. For clustered sets there are many "short" edges thus the number of short edges will dominate the total number of edges.

The $\Theta$-graph and its variants all produced graphs of similar size (within a factor of 2). Furthermore, the differences in size between the graphs produced for different distributions is very small, usually within $10 \%$.

In general the WSPD algorithm produces very dense $t$-spanners, see Table 6.3 but it was expected to perform slightly better on clustered sets since it uses a clustering approach. However, the improvement was greater than predicted, see Figure 6.3(a) On clustered sets the WSPD algorithm produced graphs where the number of edges is comparable, or even smaller, to the number of edges in the (ordered) $\Theta$-graph, see Figure 6.3(b).


Figure 6.3: Size of the generated graphs for $t=1.1$.

### 6.3.3 Degree

As in the previous section the algorithms can roughly be divided into three groups depending on the maximum degree of the generated graphs. The first group produced graphs whose maximum degree has a very small dependency on $n$, or even no dependency. This group contains the (approximate) greedy algorithm, the sinkspanner algorithm and the (ordered) $\Theta$-graph algorithms. Recall from Table 6.1
that the maximum degree of the (approximate) greedy graphs and the sink-spanner is bounded by a function that only depends on $t$. This was also clearly observed in the experiments, see Figure 6.4


Figure 6.4: Maximum degree for uniform distribution point sets and $t=2$.
In the tests the greedy algorithm produced graphs with degree roughly 5,7 and 23 for $t=2, t=1.5$ and $t=1.05$ respectively and the bounds are about the same for all the test sets. The degree of the graphs generated by the approximate greedy algorithm also converge to a constant but it is slightly more than the degree of greedy-graphs for large values of $t$. However for small values of $t$ the degree of the approximate greedy-graph increase rapidly but it still converges to a constant, see Figure 6.4 and Figure 6.5(a) For example, for uniformly distributed point sets with $t=2$ and $t=1.1$ the degree of the graph generated by the approximate greedy algorithm is 12 and 400 respectively, see Table 6.4

Surprisingly, both the ordered $\Theta$-graphs and the $\Theta$-graphs had very low degree on uniformly distributed point sets. For example, for $t=1.5$ the maximum degree for both seems to converge to approximately 50, which is roughly the same as the maximum degree for the approximate greedy and the sink-spanner. For nonclustered sets the degree of the (ordered) $\Theta$-graphs increases very slowly with respect to the number of points, for example for the uniform distribution the ordered $\Theta$-graph has degree 24 for 100 points and the degree then slowly increases to 31 for 10,000 points. The ordered $\Theta$-graph generally performs slightly better than the $\Theta$-graph.

However, for clustered sets the results change unexpectedly. The degree of the $\Theta$-graph deteriorates rapidly and the degree varies highly between different instances, see Table 6.2 The random ordered $\Theta$-graphs and skip-list spanners also have larger degree on clustered point sets, see Figure 6.6. The ordered $\Theta$-graph

|  | Uniform | Normal | Gamma | Clustered |
| :---: | :---: | :---: | :---: | :---: |
|  | $t=2$ |  |  |  |
| Original greedy | 5 | 5 | 5 | 5 |
| Approximate greedy | 11 | 11 | 12 | 12 |
| Є-graph | 38 | 39 | 41 | 357 |
| Skip-list | 132 | 131 | 128 | 421 |
| Sink-spanner | 33 | 32 | 32 | 39 |
| O. $\Theta$-graph | 30 | 31 | 31 | 32 |
| Random O. Є-graph | 131 | 129 | 131 | 430 |
| WSPD-graph | 617 | 589 | 573 | 115 |
| WSPD-graph- Mindeg1 | 590 | 544 | 557 | 115 |
| WSPD-graph- Mindeg2 | 615 | 590 | 575 | 115 |
|  | $t=1.1$ |  |  |  |
| Original greedy | 17 | 16 | 17 | 16 |
| Approximate greedy | 403 | 396 | 399 | 141 |
| $\Theta$-graph | 144 | 145 | 141 | 1933 |
| Skip-list | 470 | 471 | 478 | 2409 |
| Sink-spanner | 142 | 143 | 143 | 124 |
| O. $\Theta$-graph | 130 | 141 | 137 | 122 |
| Random O. $\Theta$-graph | 461 | 439 | 463 | 2512 |
| WSPD-graph | 5192 | 5993 | 4938 | 179 |
| WSPD-graph- Mindeg1 | 5191 | 5991 | 4901 | 179 |
| WSPD-graph- Mindeg2 | 5193 | 5992 | 4941 | 179 |

Table 6.4: The maximum degree of the spanners generated by the algorithms on sets with 8,000 points for different distributions.


Figure 6.5: Maximum degree of the generated graphs for $t=1.1$.
on the other hand performs slightly better than the other distributions, as shown in Figure 6.5(b) It is surprising that the (ordered) $\Theta$-graph and other variants of
it have almost the same size for uniform and clustered point sets but the maximum degree increases rapidly on clustered point sets (except for the sink-spanner). Again it seems that the experiments supports the theory stated in Theorem 6.2.5 since the ordered $\Theta$-graph has $\mathcal{O}(k \log n)$ degree.

The second group of algorithms contains the skip-list spanner and the random order $\Theta$-graph. No sub-linear upper bound is known on the maximum degree of the graphs produced by these algorithms. One can observe that the maximum degree slowly increases when the size of the graphs increases. As an example, for $t=1.5$ the maximum degree starts at approximately 50 for $n=100$ and then steadily increases to roughly 200 for $n=13 K$. Intuitively the expected maximum degree of the skip-list spanner should be $\mathcal{O}(\log n)$ times higher than the maximum degree of the $\Theta$-graph since the expected number of rounds the $\Theta$-graph is produced when constructing the skip-list spanner is $\mathcal{O}(\log n)$.


Figure 6.6: Maximum degree of generated graphs.

The third and final group includes the WSPD-algorithm and its variants. They generated the graphs with the highest degree. For small values of $t$ it almost shows a linear behavior for sets with up to 13 K points. Although for larger values of $t$ it seems to converge slowly, but to be able to draw any distinct conclusions more experiments have to be performed with much larger point sets.

As observed in the previous section, the WSPD-algorithm performs much better on clustered sets and seems to converge to a constant for large point sets. For example for $t=1.05$ and $t=1.1$ the degree is bounded by 350 and 290 respectively, and it does not seem to increase.

In Section 6.2.8 we proposed two modifications to the WSPD-algorithm that we
believed would improve the degree bound in practice. However, the experiments show that the improvements are negligible, see Figure 6.4(a) and Table 6.4

### 6.3.4 Weight

Recall that theoretically the weight of the greedy graph and the approximate greedy graph is bounded by $\mathcal{O}(w t(M S T))$ while the weight of the WSPD-graph is $\mathcal{O}(\log n \cdot w t(M S T))$ and the weight of the (ordered) $\Theta$-graph, sink spanner and skip-list spanner is only bounded by $\mathcal{O}(n \cdot w t(M S T))$. So the fact that the weight of the greedy graphs in our experiments is much less than the weight of the other graphs is hardly surprising. For $t=2$ the weight of the greedy graph is approximately 2 times $w t(M S T)$ and for $t=1.1$ and $t=1.05$ the factors are 10 and 18 respectively, as can be seen in Figure 6.76 .9 For the clustered sets the bounds are even slightly better, see Table 6.5

|  | Uniform | Normal | Gamma | Clustered |
| :---: | :---: | :---: | :---: | :---: |
|  | $t=2$ |  |  |  |
| Original greedy | 2 | 2 | 2 | 2 |
| Approximate greedy | 4 | 4 | 4 | 3 |
| $\Theta$-graph | 32 | 33 | 32 | 359 |
| O. $\Theta$-graph | 165 | 94 | 172 | 1302 |
| Random O. Є-graph | 80 | 77 | 74 | 750 |
| Skip-list | 86 | 86 | 83 | 946 |
| Sink-spanner | 33 | 33 | 32 | 46 |
| WSPD-graph | 1953 | 2033 | 1383 | 233 |
|  | $t=1.1$ |  |  |  |
| Original greedy | 11 | 11 | 10 | 9 |
| Approximate greedy |  |  |  |  |
| $\Theta$-graph | 327 | 327 | 1333 | 311 |
| O. $\Theta$-graph | 840 | 634 | 886 | 9376 |
| Random O. $\Theta$-graph | 727 | 675 | 649 | 7585 |
| Skip-list | 815 | 770 | 738 | 11042 |
| Sink-spanner | 403 | 380 | 357 | 345 |
| WSPD-graph | 70470 | 64810 | 41314 | 766 |

Table 6.5: The weight of the spanners generated by the algorithms for different distributions.

Even though the WSPD-graph has an $\mathcal{O}(\log n \cdot w t(M S T))$ bound the observed weights in the experiments are very large. Its behavior is similar to the degree of the WSPD-graph. For small values of $t$ it shows a linear dependency on $n$ and the weight of the minimum spanning tree, see Figure 6.8(a) and for larger values of $t$ it seems to converge slowly, see Figure 6.7(a) Just as for the degree, the WSPD-algorithm performs very well on clustered sets and its weight almost seems


Figure 6.7: Weight/wt(MST) of the generated graphs.
to converge to a large constant times the weight of the minimum spanning tree for large sets, see Figure 6.9. For example for $t=1.05$ the ratio was bounded by 900 and for $t=2$ it was bounded by 230 . However, to verify the theoretical bounds experimentally much larger points sets would have to be considered.


Figure 6.8: Weight/ $w t(M S T)$ of the generated graphs.
For the non-clustered sets the weight of the $\Theta$-graph was unexpectedly small and the ratio between its weight and the weight of the minimum spanning tree increased very slowly, see Figure 6.8(b). For example for $t=1.1$ it went from 133 for 100 points to 330 for 13 K points. An interesting question that we have


Figure 6.9: Weight/ $w t(M S T)$ for clustered sets and $t=1.1$.
not been able to answer, neither through the experiments nor in theory, is if the expected weight of the $\Theta$-graph for uniform point sets is bounded by a constant times the $w t(M S T)$ ? For clustered sets the weight of the $\Theta$-graph is almost linear with respect to the number of clusters and its weight is highly dependent on the different instances, see Figure 6.9 and Table 6.2

One would expect a similar behavior for the ordered $\Theta$-graph but the weight of the ordered $\Theta$-graph is much higher than both the greedy graph and the $\Theta$-graph. The ratio between the weight of the ordered $\Theta$-graph and the weight of the minimum spanning tree is almost a linear function with respect to the number of points up to 10 K points before it starts to level out. Note that the number of edges produced by the $\Theta$-graph and the ordered $\Theta$-graph is very similar for all values on $t$ and $n$. However, it is easily observed that on average the edges in the ordered $\Theta$-graph are much longer than the edges in the $\Theta$-graph. This follows immediately from the construction since the $\Theta$-graph always adds edges to the closest point in $P$, while the ordered $\Theta$-graph only can add edges to the points in $P$ that have already been processed. Moreover the behavior of the weight of the ordered $\Theta$-graph is unpredictable and seems to be highly dependent on the specific instances, see Figure 6.7(b) and Table 6.2

The weight of the graphs generated by the (random/ordered) $\Theta$-graph and the skip-list spanners increase rapidly on clustered point sets, see Table 6.5

### 6.3.5 Spanner diameter

Due to the high time complexity to compute the spanner diameter of a graph we could only compute the diameter for graphs with up to 8,000 points. To compute the spanner diameter of the graphs we implemented the algorithm suggested in Chapter 5

Note that most of the algorithms that we implemented may produce graphs whose spanner diameter is $\Theta(n)$. The only known algorithms that produce graphs with smaller diameter are the skip-list spanner a variant of WSPD-algorithm with $\mathcal{O}(\log n)$ diameter and the random ordered $\Theta$-graph which was shown to have $\mathcal{O}(\log n)$ diameter with high probability AMS99, BGM04.

As expected the greedy graphs had the highest diameter, see Figure 6.10 This follows from the fact that the greedy graph has fewer edges than the other graphs and the greedy approach favors short edges and avoids adding long edges. The diameter of a 2-spanner generated by the greedy algorithm (uniform distribution) is about 17 for a set with 100 points and it reaches 142 for a set with 8,000 points. The diameter seems to depend linearly on the size of the input set. Also the diameter changes slightly depending on the different distributions, for $t=1.1$ and $n=8,000$ the diameter varies between 54 for the normal distribution to 70 for the gamma distribution.


Figure 6.10: Diameter of generated graphs.

The diameter of the (ordered) $\Theta$-graph is much smaller than that of the greedy graph. A 2 -spanner generated by the (ordered) $\Theta$-graph has diameter approximately 5 for a set with 100 points and it increases to 23 (ordered $\Theta$-graph) and 34 ( $\Theta$-graph), for a set with 8,000 points. The ordered $\Theta$-graph has generally a slightly lower diameter as compared to the $\Theta$-graph. The diameter of the (ordered) $\Theta$-graphs is almost the same for all the distributions except for clustered distributions for which the diameter is roughly half of the diameter of (ordered) $\Theta$-graphs on non-clustered point sets, see Table 6.6.

Because of the tradeoff between the maximum degree and the diameter we expected the graph generated by the sink-spanner algorithm to have a larger diameter compared to the $\Theta$-graph. However, in the experiments the diameters are

|  | Uniform | Normal |  | Gamma | Clustered |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $t=2$ |  |  |  |  |
| Original greedy | 142 | 109 | 155 | 164 |  |
| Approximate greedy | 67 | 51 | 72 | 72 |  |
| $\Theta$-graph | 34 | 28 | 36 | 11 |  |
| O. $\Theta$-graph | 23 | 21 | 23 | 11 |  |
| Random O. $\Theta$-graph | 8 | 8 | 8 | 8 |  |
| Skip-list | 8 | 8 | 8 | 8 |  |
| Sink-spanner | 27 | 25 | 26 | 13 |  |
| WSPD-graph | 4 | 3 | 4 | 7 |  |
| WSPD-graph (Min. diam.) | 6 | 5 | 6 | 8 |  |
|  | $t=1.1$ |  |  |  | 70 |
| Original greedy | 57 | 54 | 7 | 55 |  |
| Approximate greedy |  |  |  |  |  |
| $\Theta$-graph | 14 | 73 | 16 | 6 |  |
| O. $\Theta$-graph | 13 | 12 | 14 | 6 |  |
| Random O. Є-graph | 6 | 6 | 6 | 5 |  |
| Skip-list | 5 | 5 | 6 | 5 |  |
| Sink-spanner | 11 | 11 | 13 | 7 |  |
| WSPD-graph |  |  |  | 5 |  |
| WSPD-graph (Min. diam.) |  |  |  | 5 |  |

Table 6.6: The diameter of the spanners generated by the algorithms on point set with 8,000 points for different distributions.
almost the same and sometimes even lower for non-clustered distributions.
Finally, the WSPD-graph has very low diameter and it converges fast. This follows from the simple fact that the WSPD-graph is very dense, which intuitively implies that it will have a small diameter. The diameter of a 2-spanner on a set with 100 points (uniform distribution) is 3 and it increases to 4 for a point set with 8,000 points. In the clustered sets, the diameter is slightly higher, between 3 and 8 , probably because the number of edges in these graphs are smaller compared to the graphs for the non-clustered sets. An oddity is that the modified WSPD algorithm which improves the spanner diameter of the generated graphs has slightly higher diameter compared with the standard WSPD-graphs, see Figure 6.10(a) or Table 6.6

### 6.3.6 Maximum and average dilation

One of the spanner properties is the real dilation of the generated graphs. In Figure 6.11 one can observe that there is a large discrepancy between the algorithms. The original greedy algorithm generate graphs with maximum dilation equal to $t$, or very close to $t$, for all the tested instances.


Figure 6.11: Maximum dilation of generated graphs.
Since the approximate greedy algorithm approximates the greedy spanner the maximum dilation is slightly smaller than for the greedy. In general we could see that the greedy spanner had a maximum dilation that was roughly $30 \%$ larger than the maximum dilation of the approximate greedy spanner.

The WSPD-graph and the (random/ordered) $\Theta$-graphs produce graphs with considerably smaller dilation, see Table 6.7 For example, for uniformly distributed point sets using $t=1.5$ the (random/ordered) $\Theta$-graphs and the WSPD-graph had maximum dilation 1.25 , while the approximate greedy and the original greedy had maximum dilation 1.36 and 1.5 , respectively.

|  | $t=2$ |  |  |  |  | $t=1.1$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 500 | 1000 | 2000 | 4000 | 8000 | 500 | 1000 | 2000 | 4000 | 8000 |
| Org. greedy | 1.99 | 2 | 2 | 2 | 2 | 1.1 | 1.1 | 1.1 | 1.1 | 1.1 |
| Imp. greedy | 1.99 | 2 | 2 | 2 | 2 | 1.1 | 1.1 | 1.1 | 1.1 | 1.1 |
| Apx. greedy | 1.68 | 1.68 | 1.68 | 1.68 | 1.68 | 1.07 | 1.07 | 1.07 | 1.07 |  |
| $\Theta$-graph | 1.18 | 1.2 | 1.21 | 1.23 | 1.22 | 1.02 | 1.02 | 1.03 | 1.03 | 1.03 |
| O. $\Theta$-graph | 1.37 | 1.4 | 1.43 | 1.46 | 1.47 | 1.06 | 1.07 | 1.07 | 1.07 | 1.07 |
| R. O. $\Theta$-graph | 1.35 | 1.38 | 1.42 | 1.41 | 1.47 | 1.06 | 1.06 | 1.07 | 1.07 | 1.07 |
| Skip-list | 1.17 | 1.18 | 1.21 | 1.21 | 1.21 | 1.02 | 1.02 | 1.03 | 1.03 | 1.03 |
| Sink-spanner | 1.19 | 1.19 | 1.21 | 1.23 | 1.23 | 1.03 | 1.03 | 1.03 | 1.03 | 1.04 |
| WSPD-graph | 1.35 | 1.39 | 1.44 | 1.49 | 1.47 | 1.04 | 1.04 | 1.05 | 1.05 | 1.05 |

Table 6.7: The maximum dilation of graphs generated by different algorithms on uniformly distributed point sets.

Finally, the $\Theta$-graph, skip-list spanner and sink-spanner had the smallest maximum dilation, approximately 1.13 for $t=1.5$. It is interesting to note that even though the size of the WSPD-graph is much greater than the size of the $\Theta$-graph
the maximum dilation of the WSPD-graph is clearly greater than the maximum dilation of the $\Theta$-graph.

The difference between the different approaches is, more or less, the same for all input instances, the results for clustered point sets are shown in Figure 6.11(b)

During the experiments we also measured the average dilation. This is a property that has not been considered previously. However, it might be of interest to know that the average dilation in the graphs is usually extremely small. Even for $t=2$ the average dilation for all graphs, except the (approximate) greedy graph, is less than 1.01. For the greedy graph the average dilation is 1.19 for $t=2$ and 1.1 for $t=1.5$.

### 6.3.7 Crossings

The last property we discuss is the number of crossings in the generated graphs. Obviously this is highly dependent on the number of edges, therefore it is not surprising that the greedy graph is superior to the other graphs and it is the only graph with a reasonable number of crossings. The experiments could only be done on sets with up to 2,000 points since the number of crossings is bounded by $\mathcal{O}\left(m^{2}\right)$ where $m$ is the number of edges in the graph. For $t=1.5$ and $n=2,000$ the number of crossings in the greedy graph is on average 94 . Also the number of crossings seems to increase linearly with respect to the number of points which is surprisingly low. For $t=1.1$ the number of crossings for $n=100,500$ and 2,000 is on average $397,2,750$, and 12,411 .

We did some initial experiments with the other algorithms but the number of crossings were very high. For example for $t=1.1$ and $n=100$ the $\Theta$-graph has 2,437 edges and 300 K crossings! Thus if the number of crossings is a priority to the user then the only option is to use the greedy algorithm.

### 6.3.8 The hybrid algorithms

During the experiments it rapidly became clear that the greedy algorithm produced graphs whose size, weight, maximum degree and number of crossings are superior to the graphs produced from the other approaches. However the running time of the greedy algorithm is $\mathcal{O}(m \cdot n \log n)$, where $m$ is the number of edges in the original graph. Since the input is a set of $n$ points we have to consider the complete graph, thus $m=\Theta\left(n^{2}\right)$. A way to improve the running time while, hopefully, still obtaining high-quality graphs is to first compute a $t^{\alpha}$-spanner $\mathcal{G}$ of the input set and then compute a $\left(t^{1-\alpha}\right)$-spanner of $\mathcal{G}$ using the greedy pruning algorithm with $0<\alpha<1$. The dilation of the resulting graph is bounded by $t^{\alpha} \cdot t^{1-\alpha}=t$. The $t^{\alpha}$-spanner can be constructed using (ordered) $\Theta$-graphs or WSPD-graphs, ensuring that the number of edges is $\mathcal{O}(n)$, and consequently the total running
time would decrease to $\mathcal{O}\left(n^{2} \log n\right)$.
A second reason why we consider hybrid algorithms is the fact that the (ordered) $\Theta$-graphs and the WSPD-graph actually have much smaller dilation than the specified $t$-value. For example for $t=2$ the greedy graph has dilation close to 2 while the ordered $\Theta$-graph and the WSPD-graph has dilation 1.4 and the $\Theta$-graph has dilation 1.2. For $t=1.1$ the $\Theta$-graph has dilation 1.02, the ordered $\Theta$-graph has dilation 1.06 and the WSPD-graph has dilation 1.04, see Figure 6.11 By first producing the (ordered) $\Theta$-graph or the WSPD-graph we use the fact that they can be constructed fast and the number of edges remaining is linear. Since their dilation in practice is very small it leaves a lot of freedom for the greedy algorithm to produce a $t$-spanner with good properties.

This approach has another advantage which is that the parameter $\alpha$ can be adjusted to fit the application. If $\alpha$ is chosen to be close to zero then the resulting graph is very similar to the greedy graph but the gain in running time is small. If $\alpha$ is chosen close to 1 then the algorithm is faster but the quality of the graph is worse. We test three hybrid algorithms, $\Theta$-graph algorithm plus greedy pruning (Hybrid1), ordered $\Theta$-graph algorithm plus greedy pruning (Hybrid2) and WSPD algorithm plus greedy pruning (Hybrid3). The test are performed using three values of $\alpha, 0.1,0.5$ and 0.9 . To optimize the complexity of the hybrid algorithms we used the improved greedy algorithm (see Algorithm 6.2.2) for the pruning step.

Note that the difference between the graphs generated by the (ordered) $\Theta$-graph algorithms and the WSPD algorithm is very big but the pruning step reduces the gap between them. Thus the graphs generated by the hybrid algorithms have almost the same properties no matter which algorithms we use as a first step, see Table 6.8 Therefore, for the rest of this section, we only consider the Hybrid1


Figure 6.12: The performance of the hybrid algorithms for different values of $\alpha$.

| $n=8000$ | $t=2$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Greedy |  |  | Hybrid1 |  | Hybrid2 |  | Hybrid3 |  |
|  | Uni. | Clus. | $\alpha$ | Uni. | Clus. | Uni. | Clus. | Uni. | Clus. |
| Size | 11K | 11K | 0.1 | 12K | 11K |  |  | 12K | 11K |
|  |  |  | 0.5 | 17K | 15K | 17K | 15K | 17K | 15 K |
|  |  |  | 0.9 | 41K | 33K | 38K | 32K | 43K | 35 K |
| Degree | 5.2 | 5.2 | 0.1 | 5.6 | 5 |  |  | 5.6 | 5.8 |
|  |  |  | 0.5 | 8.2 | 7.8 | 8.2 | 7.8 | 8 | 8.2 |
|  |  |  | 0.9 | 19.2 | 18.4 | 17.2 | 16.8 | 18.8 | 18.6 |
| Weight | 2 | 1.8 | 0.1 | 2.1 | 1.9 |  |  | 2.1 | 1.9 |
|  |  |  | 0.5 | 3.5 | 3 | 3.5 | 3 | 3.5 | 3 |
|  |  |  | 0.9 | 12.7 | 10.7 | 12 | 11 | 14.3 | 11.5 |
| Diameter | 142 | 164 | 0.1 | 135 | 143 |  |  | 135 | 100 |
|  |  |  | 0.5 | 100 | 84 | 101 | 79 | 99 | 56 |
|  |  |  | 0.9 | 53 | 26 | 53 | 27 | 46 | 21 |
| Max. dilation | 2 | 2 | 0.1 | 1.9 | 1.9 |  |  | 1.9 | 1.9 |
|  |  |  | 0.5 | 1.5 | 1.4 | 1.57 | 1.55 | 1.55 | 1.53 |
|  |  |  | 0.9 | 1.3 | 1.28 | 1.43 | 1.42 | 1.39 | 1.44 |
| Running time in seconds (Imp. greedy) | 197 | 168 | 0.1 | 108 | 109 |  |  | 208 | 53 |
|  |  |  | 0.5 | 140 | 95 | 148 | 133 | 174 | 61 |
|  |  |  | 0.9 | 428 | 223 | 404 | 262 | 522 | 121 |

Table 6.8: The properties and running time of the hybrid algorithms. Note how the value of $\alpha$ influences the properties and running time of the hybrid algorithms.
algorithm.
One should note that for $\alpha=0.1$, the hybrid algorithms generate graphs which are very close to the greedy graph, see Table6.8. The larger $\alpha$ value we choose the


Figure 6.13: Comparing the construction time of the initial graph with the pruning time (Uniform distribution and $t=2$ and $n=8000$ ).
larger is the difference between the greedy graph and the graph generated by the hybrid algorithms. For example for $t=2$ and $\alpha=0.9$, the generated graph is even worse than the approximate greedy-graph. However for small $t$-values, the hybrid algorithm generates a graph with smaller size than the approximate greedy-graph.

The hybrid algorithms are in general not very sensitive to the distribution of the input points. The running times for the hybrid algorithms are dependent on the value of $\alpha$. For small $\alpha$ values the dependency is almost linear on the number of points and for large $\alpha$ values the dependency on $n$ increases, see Figure 6.12 This is because the largest fraction of the time is needed for the pruning step which increases when we have small $t$ values. By increasing $\alpha$, less time is needed to build the initial graph while more time is needed for the pruning process, see Figure 6.13 However, the added time spent on pruning results in a better quality network, i.e. small size, low degree and low weight.

### 6.3.9 Number of shortest path queries

In Section 6.2.1 we conjectured that the improved greedy algorithm only performs a linear number of shortest path queries. As can be seen in Figure 6.14, the experiments strongly support the conjecture. The number of performed shortest paths queries is even smaller than the number of shortest paths queries performed by the hybrid algorithms. This is important since the hybrid algorithm only performs $\mathcal{O}(n)$ shortest paths queries, one for each edge in the initial graph. By decreasing $t$, the number of shortest path queries increases but it still shows a linear dependency on $n$, and the dependency on $t$ is small.


Figure 6.14: The number of shortest paths queries performed by the improved greedy algorithm and hybrid algorithms.

| $n=8000$ |  | Uniform | Normal | Gamma | Clustered |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $t=2$ |  |  |  |
| Improved greedy |  | 26K | 31K | 32K | 52K |
| Hybrid1 | $\alpha=0.1$ | 26K | 26K | 26K | 42K |
|  | $\alpha=0.5$ | 29K | 29K | 29K | 38K |
|  | $\alpha=0.9$ | 48K | 49K | 48K | 54K |
| Hybrid2 | $\alpha=0.1$ |  |  |  |  |
|  | $\alpha=0.5$ | 29K | 29K | 29K | 37K |
|  | $\alpha=0.9$ | 45K | 45K | 44K | 52K |
| Hybrid3 | $\alpha=0.1$ | 27K |  | 31K | 29K |
|  | $\alpha=0.5$ | 31K |  | 32K | 30K |
|  | $\alpha=0.9$ | 52K |  | 52 K | 45 K |
|  |  | $t=1.1$ |  |  |  |
| Improved greedy |  | 51K | 54K | 55K | 97K |
| Hybrid1 | $\alpha=0.1$ | 26K | 53K | 52K | 86K |
|  | $\alpha=0.5$ | 65K | 66K | 65 K | 104K |
|  | $\alpha=0.9$ | 127K | 130K | 125K | 171K |
| Hybrid2 | $\alpha=0.1$ |  |  |  |  |
|  | $\alpha=0.5$ |  |  |  |  |
|  | $\alpha=0.9$ |  |  |  |  |
| Hybrid3 | $\alpha=0.1$ |  |  |  |  |
|  | $\alpha=0.5$ |  |  |  |  |
|  | $\alpha=0.9$ | 130K |  | 130K | 95K |

Table 6.9: The number of the shortest path queries performed by the improved greedy algorithm and hybrid algorithms.

The number of shortest paths queries increases slightly for clustered point sets but it is still linear, see Figure 6.15(b) This is somewhat surprising since the size of the greedy graph is smaller for clustered point sets than for non-clustered point sets.

For example, to construct a 2-spanner on a set of 8 K uniformly distributed points, the improved greedy algorithm performed approximately 26 K shortest path queries while the original algorithm performs roughly 32 million queries. For clustered point sets with the same size the number of shortest path queries increases to 52 K , see Table 6.9

To see the reason for this, we partition the shortest path queries performed by the improved greedy algorithm into two sets. The first set contains all the queries which results in adding an edge to the graph. The second set contains the remaining queries. That is, these queries occur when the value in the weight matrix (see Algorithm 6.2.2) is not properly updated. Instead a query is performed, but since no edge is added the graph already contains a $t$-path. This means that if the entries in the weight matrix is far from the real shortest paths then the size of the second shortest path query set increases.


Figure 6.15: Comparing the number of shortest paths queries performed by the improved greedy algorithm.

The size of the greedy-graph, and therefore the number of shortest paths queries in the first set, is almost the same for clustered and non-clustered point sets. So the difference in the number of queries between clustered and non-clustered point sets comes from the second set of queries.

In clustered point sets, when an edge connects two points in the same cluster, it changes the path lengths between points which lie within the same cluster. But when it comes to an edge which connect two clusters, especially when the clusters are not connected, it affects the shortest path lengths of a much wider range. This means, in the clustered point sets the size of the second shortest path query set is much larger than in the non-clustered case.

Another interesting observation comes from comparing the size of the greedy graphs with the number of shortest path queries performed by the improved greedy algorithm. For non-clustered point sets with 8 K points and for $t=2$ the number of shortest paths queries is at most a factor 3 times the number of edges and in the clustered points sets, this increases to 5, see Table 6.3 and Table 6.9 By adding an edge to the graph, we actually update the graph and it might change the length of many shortest paths but the experiments show that on average the improved greedy algorithm performs roughly 5 shortest path queries per edge which is surprisingly small.

### 6.3.10 Running time

In this section we study the running times of the implemented algorithms. We first consider their behavior on uniformly distributed sets, and then we point out the differences for different distributions.

## Uniform distribution

The running times of all the implemented algorithms (except the original greedy algorithm) for $t=2$ and $t=1.1$ are depicted in Figure 6.16

We start with the greedy approaches. As the theoretical bounds suggest, the original greedy algorithm has the highest time complexity of all the implemented algorithms and it clearly shows in the experiments, see Table 6.10 As an example, constructing a greedy 2 -spanner on a set of 4 K uniformly distributed points, the original greedy algorithm required 12 K seconds while the improved algorithm only needed roughly 34 seconds.

Using the improved algorithm we are able to construct greedy graphs for much larger points sets. For instance for a set of 10 K points we can construct a 2 -spanner greedy graph in about 300 seconds.

Based on the experiments, the running time of the improved greedy algorithm is comparable to the running times of the hybrid algorithms using $\alpha=0.5$ for $t=2$ and the algorithm performs even better for smaller values of $t$, see Figure 6.12 for

|  | $n=4000$ |  |  |  | $n=8000$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Uni. | Nor. | Gam. | Clus. | Uni. | Nor. | Gam. | Clus. |
|  | $t=2$ |  |  |  |  |  |  |  |
| Org. greedy | 12273 | 12755 | 11844 | 9205 |  |  |  |  |
| Imp. greedy | 34 | 39 | 38 | 28 | 197 | 237 | 214 | 168 |
| Apx. greedy | 26 | 26 | 24 | 12 | 93 | 93 | 84 | 52 |
| $\Theta$-graph | 0.3 | 0.3 | 0.3 | 0.2 | 0.9 | 0.6 | 0.7 | 0.6 |
| O. $\Theta$-graph | 3.4 | 3.4 | 3 | 7 | 13 | 7 | 7 | 19 |
| R. O. $\Theta$-graph | 1.8 | 1.8 | 1.8 | 3 | 4.6 | 4.7 | 4.6 | 8 |
| WSPD-graph | 2.7 | 3.7 | 3 | 0.6 | 11 | 10 | 12 | 1.6 |
| Skip-list | 1.2 | 1.2 | 1.1 | 1 | 2.9 | 2.6 | 2.8 | 2.4 |
| Sink-spanner | 0.7 | 0.7 | 0.7 | 0.6 | 1.4 | 1.4 | 1.4 | 1.2 |
|  | $t=1.1$ |  |  |  |  |  |  |  |
| Org. greedy | 42198 | 45334 | 41810 | 29361 |  |  |  |  |
| Imp. greedy | 103 | 115 | 110 | 111 | 524 | 570 | 519 | 585 |
| Apx. greedy | 515 | 592 | 398 | 28 | 1513 | 1717 | 1271 | 128 |
| $\Theta$-graph | 2.3 | 2.4 | 2.2 | 1.6 | 5.4 | 5.7 | 5.2 | 3.9 |
| O. $\Theta$-graph | 23 | 22.5 | 22 | 42 | 63 | 73 | 64 | 136 |
| R. O. $\Theta$-graph | 10.6 | 11 | 10.8 | 16 | 27.6 | 28.5 | 27.3 | 42 |
| WSPD-graph | 20 | 23 | 21 | 1 | 53 | 66 | 58 | 5 |
| Skip-list | 12 | 13 | 11 | 8 | 28 | 30 | 26 | 20 |
| Sink-spanner | 9.5 | 9.4 | 8 | 3.7 | 19.6 | 21 | 19.7 | 10 |

Table 6.10: The running times are shown in seconds for the algorithms with different distributions.


Figure 6.16: Comparing the running times of the implemented algorithms for uniformly distributed point sets. Note the difference between the approximate greedy algorithm and the improved greedy algorithm for the two values of $t$.
a comparison. Thus, if high quality networks are a priority the improved greedy algorithm is probably the best choice, especially for small values of $t$. Note that the improved greedy algorithm generates the same graph as the original greedy algorithm.

The remaining algorithms all have time complexity $\mathcal{O}\left(n \log ^{2} n\right)$, or even $\mathcal{O}(n \log n)$. However, the difference in their actual running times is quite substantial and for some a bit surprising. The $\Theta$-graph algorithm is superior to the others with respect to the running time. For sets containing 10 K points and for $t$ between 1.5 and 2 the $\Theta$-graph was constructed in less than two seconds. For $t=1.1$ the running time increased to approximately 6 seconds, which is to be expected since its running time is highly dependent on the value of $1 /(t-1)^{2}$. The fastest algorithms after the $\Theta$-graph construction were the sink-spanner algorithm, the skip-list spanner algorithm and the random ordered $\Theta$-graph algorithm which basically are all modified $\Theta$-graph algorithms. Again for 10 K points they required a couple of seconds for $t=2$ and approximately half a minute for $t=1.1$. These algorithms almost show a linear time behavior in our experiments, see Figure 6.17

For uniformly distributed point sets the running times of the ordered $\Theta$-graph algorithm and the WSPD algorithm clearly show a superlinear behavior but they are still fast enough to handle 8 K points with $t=1.1$ in roughly one minute. For smaller values of $t$ and larger point sets the ordered $\Theta$-graph algorithm ran into memory problems. The simplified version that we implemented uses $\Omega\left(\frac{2 \pi}{\theta} n \log n\right)$ space (instead of $\Omega\left(\frac{2 \pi}{\theta} n\right)$ space) and for small values of $t$ and large values of $n$ this function grows rapidly.


Figure 6.17: The running time for the $\mathcal{O}(n \log n)$-time algorithms in the experiments for Uniform distributions.

The approximate greedy algorithm works well for large values of $t$, however, when $t$ decreases the running time deteriorates rapidly. It is comparable to the running time of the improved greedy algorithm for $t=2$ and even slower for $t=1.1$, see Figure 6.16. Thus, even if the theoretical bound on the running time of the implemented algorithm is $\mathcal{O}\left(n \log ^{2} n\right)$ it seems that the constant hidden in the $\mathcal{O}$-notation is so large that for points sets up to 13 K points the actual running time is much worse than what we would expect. Recall that the conjectured running time of the improved greedy algorithm is $\mathcal{O}\left(n^{2} \log n\right)$.

## Other distributions

Most of the algorithms perform slightly better on the clustered point sets, except the WSPD-algorithm and the approximate greedy algorithm which both show a considerable improvement. For example, to construct a 2 -spanner on a uniformly distributed set which contains 8 K points, the WSPD algorithm needs roughly 11 seconds while the corresponding running time for the clustered set is about 1.6 seconds. For $t=1.1$ the improvement is even bigger; 53 seconds compared to 2.5 seconds, see Figure 6.18(a) The WSPD algorithm was expected to perform slightly better for clustered sets since it uses a clustering approach, but the improvement was greater than predicted. Especially for small values of $t$ the algorithm performs better, it is even comparable to the $\Theta$-graph algorithm for the clustered set with 10 K points and $t=1.1$.

As you can see in Figure 6.18(b), a similar observation can be made for the approximate greedy algorithm where the corresponding running times for $t=1.1$ and $n=8 K$ are 1500 seconds and 128 seconds. As for the WSPD-approach the


Figure 6.18: The running time of (a) the WSPD algorithm and (b) the approximate greedy algorithm for $t=1.1$ and with different distributions.
approximate greedy algorithm also uses a clustering approach however the main gain comes from the fact that the algorithm does not process any edges in the initial graph $\mathcal{G}^{\prime}$ of length at most $D / n$ (they are just added to the partial spanner graph), where $D$ is the diameter of the point set. In the clustered case there will be many such edges and thus only "long" edges have to be processed.

An interesting observation that can be seen in Figure6.15(b) is that the number of shortest path queries performed by the improved greedy algorithm on uniformly distributed sets is considerably smaller than for the clustered points set, while the running time is almost the same or even larger for large $t$ 's and for uniformly distributed sets, see Figure 6.19 and Table 6.10 Consider the case when the input contains 10 K points. The number of shortest path queries performed on


Figure 6.19: The running time of the improved greedy algorithm for $t=2$ and with different distributions.
the uniform set is approximately 33 K while it is about 57 K for the clustered set. The number of clusters is 100 , with 100 points per cluster. From the experiments it follows that the number of shortest-path queries performed between two points within the same cluster of uniformly distributed points is approximately 300 . Since there are 100 clusters the number of shortest path queries needed for the "intracluster" edges in the clustered set is approximately 30 K . These queries are all performed on very small graphs and are therefore processed extremely fast. Next approximately 27 K "inter-cluster" queries are performed. We believe that the smaller number of "inter-cluster" queries together with the fact that the 2-spanner of the clustered set is slightly smaller than for the uniform set explains why the running times for the two different distributions are almost identical.

### 6.4 Concluding remarks

In short the conclusions from the experiments are as follows:

- The greedy graph has surprisingly good quality when it comes to the number of edges, the weight, the degree and the number of crossings. The diameter of the greedy graph is considerably higher than the diameter of the other graphs.
- The improved greedy algorithm worked much better than expected and it would be very interesting if one could prove that the improved greedy algorithm has an expected running time of $\mathcal{O}\left(n^{2} \log n\right)$.
- The WSPD-algorithm produces graphs with unexpectedly poor quality for non-clustered sets. For clustered sets the results are much better; the weight and degree of the WSPD-graph are considerably smaller than the weight and degree of the (ordered) $\Theta$-graphs. The weight and the degree of the WSPDgraphs seem to converge for very large data sets. However, to answer this conjecture we need to perform tests on much larger sets.
- The approximate greedy algorithm performs worse than expected in most cases, even though the theoretical bounds are very good.
- The $\Theta$-graph construction algorithm is the fastest algorithm, however if it is important to obtain a high quality network then the improved greedy algorithms seems to be the most suitable choice.
- We also tested three hybrid algorithms each one being a combination of a fast, but with low quality, algorithm and greedy pruning. The graphs generated by these three hybrid algorithms have roughly the same properties as the greedy graph. We also have a parameter $\alpha$ for these algorithms which we can adjust based on the application. The higher $\alpha$ we choose the higher difference
between the greedy graph and the graph generated by hybrid algorithms but lower time to construct the spanner.

The main question that remains to be answered experimentally is the dependency on the number of dimensions, i.e. how the algorithms and the quality of the produced graphs depends on the number of dimensions. Also it is interesting to improve the running time of the improved greedy algorithm. We can obtain an improvement by using algorithms which perform shortest path queries faster. So one parameter which could be used to measure the efficiency of all the algorithms is the number of shortest path queries performed by an algorithm.

The experiments show that the weight of the $\Theta$-graph is very small for nonclustered sets. Proving, or disproving, that the expected weight of the $\Theta$-graph is small for uniform distributions is an interesting and challenging open question.
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Chapter 7

## Conclusions

In this thesis we concentrated on geometric spanner networks. The area attracted a lot of attention in past few years Epp00, GK07, NS07, Smi00 and finds application in several branches like robotics, network topology design, metric space searching and bioinformatics. Below we briefly discuss the most important results from the thesis and the most interesting open problems that remain.

One of the major issues in designing a network is reliability. Reliability is concerned with the fact that in many applications the nodes and/or links in a network may fail. A network is reliable, or fault-tolerant, when it retains its good properties even after some nodes or links fail. With respect to spanners this means there should still be a short path between any two nodes in what remains of the spanner after the fault. The problem of designing $k$-vertex (or: $k$-edge) faulttolerant geometric spanners, faults that can destroy an arbitrary collection of $k$ vertices or edges, was studied before [Z03, LNS98, LNS02, Luk99. For geometric spanners, however, it is natural to consider faults that destroy all vertices and edges intersecting some geometric fault region. This is relevant, for instance, when the spanner models a road network and a natural (or other) disaster makes all the roads in some region inaccessible.

In Chapter 2 we introduced region-fault tolerant spanners and we proved that any planar point set admits a sparse $t$-spanner, of near-linear size, which is fault tolerant under any convex region fault; for several special cases or by adding Steiner points we could improve the size to linear. The main problem which remains open is whether one can improve the spanner size for arbitrary point sets to linear. We also considered fault-tolerant geodesic $t$-spanners: this is a variant where, for any disk $D$, the distance between any two points outside $D$ in the remaining graph is
at most $t$ times the geodesic distance between them in $\mathbb{R}^{2} \backslash D$. We proved that for any point set we can add Steiner points to obtain a fault-tolerant geodesic $t$-spanner of linear size. It would be interesting to generalize the problem to the case when we have curves as the edges in a network instead of lines. It would also be interesting to have a fast algorithm which checks whether a given network is fault tolerant under any convex region fault or not. Using a simple trick we obtain an algorithm which in $\mathcal{O}\left(n^{5}\right)$ time using $\mathcal{O}\left(n^{2}\right)$ space can find the answer for a network with $n$ vertices.

Given a geometric network, natural questions to ask are how we can improve the quality of the network by adding one or more edges. Similarly, one can ask how we can remove an edge from the network such that the quality of the network does not decrease too much. In the case of extending the network, we studied the problem of finding the additional edge while maximizing the improvement, which in our case means minimizing the dilation of the resulting graph. Chapters 3 addressed the problem of optimal edge augmentation of a given geometric network. The main results are an exact algorithm and several approximation algorithms. The main approximation algorithm finds a $(2+\varepsilon)$-approximation of the optimal edge. A challenging open problem is to improve the approximation factor of the approximation algorithms to $1+\varepsilon$ with the same time complexity. Also, is it possible to find an exact algorithm which solves the problem in $o\left(n^{4}\right)$ time using linear space?

In Chapter 4 we considered the problem of finding/deciding an optimal edge deletion in a simple case. We showed that given a polygonal cycle in the plane, in near-linear expected time we can compute the edge of the cycle whose removal results in a polygonal path of smallest possible dilation. It is also shown that the edge whose removal gives a polygonal path of largest possible dilation can be computed in near-linear time; when the cycle is convex then we can find the edge in linear time. Generalizing the results to more general Euclidean graphs is a challenging open problem.

The spanner diameter of a $t$-spanner is the smallest integer $\mathbb{D}$ such that for any pair of vertices, there is a $t$-path in the graph between them containing at most $\mathbb{D}$ edges. As far as we know there is no known algorithm to compute the spanner diameter of a $t$-spanner. In Chapter we presented several algorithms, using a dynamic programming approach, for computing the spanner diameter of a given $t$-spanner. The fastest algorithm computes the spanner diameter of a $t$-spanner with $n$ vertices and $m$ edges in $\mathcal{O}(\mathbb{D} \cdot m n)$ time using $\mathcal{O}(m+n)$ space, where $\mathbb{D}$ is the spanner diameter of the input network. The algorithms are purely combinatorial and do not take advantage of the fact that the graphs are embedded in Euclidean space. An interesting problem is to improve the complexity bounds in the geometric case.

The empirical study of algorithms is a rapidly growing research area. Implementing and doing experiments on algorithms shows their efficiency in practice and brings the algorithms to the practical stage. In Chapter 6 we compared the most well-known geometric $t$-spanner algorithms (in 2-dimension) experimentally. The experiments compared the quality of the generated graphs, like size, weight, maximum degree and diameter as well as the running time. We showed that the greedy algorithm generates graphs with surprisingly good quality when it comes to the number of edges, the weight, the degree and the number of crossings. However, the greedy algorithm is very slow; we gave several speedup strategies for the greedy algorithm. The $\Theta$-graph algorithm is the fastest algorithm for constructing $t$-spanners. The major open problem is to investigate the effect of the number of dimensions on the quality of the graphs and the running time of the algorithms.
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## Summary

## A Theoretical and Experimental Study of Geometric Networks

A geometric network on a set $V$ of points in $d$-dimensional Euclidean space is a weighted undirected graph $G(V, E)$ with vertex set $V$ such that the weight of an edge is the Euclidean distance between its endpoints. We say that the geometric network $G(V, E)$ is a $t$-spanner of $V$, for a $t>1$, if for each pair of points $u$ and $v$ in $V$ there exist a path in $G$ between $u$ and $v$ of length at most $t$ times the Euclidean distance between $u$ and $v$. The dilation, or stretch factor, of a geometric graph $G$ is the minimum $t$ for which $G$ is a $t$-spanner. We can easily extend the definition of a $t$-spanner of a point set to a $t$-spanner of a weighted graph. A graph $G^{\prime}\left(V, E^{\prime}\right)$ on the same vertex set but with edge set $E^{\prime} \subseteq E$ is a $t$-spanner of $G(V, E)$ if for each pair of vertices $u, v \in V$ there exist a path in $G^{\prime}$ between $u$ and $v$ of length at most $t$ times the length of the shortest path between $u$ and $v$ in $G$.

This thesis contains theoretical and experimental results on geometric networks. In the theoretical part, we introduce the concept of region-fault tolerant spanners for planar point sets, and prove the existence of region-fault tolerant spanners of small size. For a geometric graph $G$ on a point set $V$ and a region $F$, we define $G \ominus F$ to be what remains of $G$ after the vertices and edges of $G$ intersecting $F$ have been removed. A $\mathcal{C}$-fault tolerant t-spanner is a geometric graph $G$ on $V$ such that for any convex region $F$, the graph $G \ominus F$ is a $t$-spanner for $G_{\mathrm{c}}(V) \ominus F$, where $G_{\mathrm{c}}(V)$ is the complete geometric graph on $V$. We prove that every set $V$ of $n$ points admits a $\mathcal{C}$-fault tolerant $(1+\varepsilon)$-spanner of size $\mathcal{O}(n \log n)$, for any constant $\varepsilon>0$. If adding Steiner points is allowed then the size of the spanner can be reduced to $\mathcal{O}(n)$, and for several special cases we show how to obtain region-fault tolerant spanners of $\mathcal{O}(n)$ size without using Steiner points. We also consider fault-tolerant geodesic t-spanners; this is a variant where, for any disk $D$, the distance in $G \ominus D$ between any two points $u, v \in V \backslash D$ is at most $t$ times the geodesic distance between $u$ and $v$ in $\mathbb{R}^{2} \backslash D$. We prove that for any point set $V$ we can add $\mathcal{O}(n)$ Steiner points to obtain a fault-tolerant geodesic $(1+\varepsilon)$-spanner of size $\mathcal{O}(n)$.

We also include some results on optimal edge augmentation and optimal edge deletion on geometric networks. The goal is to add/remove an edge to/from a graph such that the dilation of the resulting graph is minimized. In edge augmentation case, we present one exact algorithm and several approximation algorithms. The best approximation algorithm computes a $(2+\varepsilon)$-approximation of the optimal solution in $\mathcal{O}\left(n m+n^{2} \log n\right)$ time using $\mathcal{O}\left(n^{2}\right)$ space, where $n$ is the number of vertices and $m$ is the number of edges in the input network.

For the special case, when the dilation of the input network is constant, we can improve the approximation factor to $1+\varepsilon$ and the running time to $\mathcal{O}\left(n^{2}\right)$. For the problem of dilation optimal edge deletion, we solve the problem in a restricted case, when the network is a simple cycle. A randomized algorithm is presented which, given a cycle on a set of $n$ points, computes in $\mathcal{O}\left(n \log ^{3} n\right)$ expected time, the edge of the cycle whose removal results in a polygonal path of smallest possible dilation. It is also shown that the edge whose removal gives a polygonal path of largest possible dilation can be computed in $\mathcal{O}(n \log n)$ time. If the input cycle is a convex polygon, the latter problem can be solved in $\mathcal{O}(n)$ time. Finally, it is shown that given a cycle $C$, for each edge $e$ of $C$, a $(1-\varepsilon)$-approximation to the dilation of the path $C \backslash\{e\}$ can be computed in $\mathcal{O}(n \log n)$ total time.

Computing the spanner diameter of a $t$-spanner is another problem which is addressed in this thesis. We present an algorithm which computes spanner diameter of a $t$-spanner with $n$ vertices and $m$ edges in $\mathcal{O}(\mathbb{D} \cdot m n)$ time using $\mathcal{O}(m+n)$ space, where $\mathbb{D}$ is the spanner diameter of the input network.

Finally, we experimentally study the performance and quality of the most common $t$-spanner algorithms for points in the Euclidean plane. The experiments are discussed and compared to the theoretical results and in several cases we suggest modifications that are implemented and evaluated. The quality measurements that we consider are the number of edges, the weight, the maximum degree, the spanner diameter and the number of crossings. We compare the running time of the algorithms and suggest some improvements. This is the first time an extensive comparison has been made between the construction algorithms of $t$-spanners.
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 در اين زمينه آن است كه يكى يال به شبكه اضافه يا يكى يال از شبكه حذف شود به نحوى كه تأنير أخير در
 محاسبه يال بهينه ارائه شده است. سريعترين الگُوريتم تقريبى، يك (r + زمان O
 ع در حالت كاهش بهينه يال مسأله در حالتى كه گراف ورودى يك دور (^) در صفحه باشد بر برسى شد آ
 كمترين افزايش در تاخير مسير حاصل ايجاد مى كند را در زمان
 اصلى در اين قسمت الگوريتمى است كه قطر يكى tيوشش با استفاده از ائى




# يك مطالعه نظرى و تجربى روى شبكههاى هندسى 

## محمّد فرشى

## چجكيده

يك شبكه هندسى (1) روى يك مجموعه V از نقاط در فضاى d-بعدى حقيقى ( ${ }^{\text {(1) }}$ ( ${ }^{\text {( }}$ عبارت است از يك گرافِ وزندار غير جهتدار روى مجموعه رئوس V كه وزن هر يال (V)



 براى يك گراف وزندار تعميم داد. گراف (

$$
\text { مىنامند اگر به ازاى هر زوج از رئوس u و v در V، } v \text { د }
$$

اين پاياننامه شامل يك سرى نتايج نظرى و تجربى روى پوششه هاى هندسى است است. در قسمت نظرى، مفهوم پوششهاى پايا تحت خرابىهاى ناحيهاى (د) براى مجموعه نقاط روى صفحه تعريف مى شود و و ثابت


 را يك t يك t-يوشش براى

geometric network ${ }^{(1)}$
$t$-spanner ${ }^{(r)}$ dilation ${ }^{(\Upsilon)}$
stretch factor ${ }^{\left({ }^{(f)}\right)}$
region fault tolerant spanners ${ }^{(\Delta)}$


[^0]:    ${ }^{1}$ The concepts and many of the results carry over to $d$-dimensional Euclidean space. However, we feel the concept is mainly interesting in the plane, so we confine ourselves to the planar case in this chapter.

[^1]:    ${ }^{2}$ It is easy to see that there are no small region-fault tolerant $t$-spanners with respect to nonconvex faults: if $\mathcal{H} \mathcal{H}$ denotes the family of regions that are the union of two half-planes, then $\mathcal{G}_{\mathrm{c}}(P)$ is the only $\mathcal{H} \mathcal{H}$-fault tolerant $t$-spanner for $P$, for any finite $t$.

[^2]:    ${ }^{1}$ It's defined just like the usual Voronoi diagram, but each site has a weight, and the distance to a site is the usual Euclidean distance plus the site weight.

