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PREFACE 

This thesis is divided into three chapters. The first 

chapter contains the basic material which is needed in the 

next two chapters. The sections 1.1- 1.4 are well known, and 

presented here for later reference. In section I .5 a system­

atical outline is given of the Markov processes induced by a 

measurable transformation. In particular, a representation 

theorem for the backward processes is obtained (cf. theorem 

1. 5. I). 

In the second chapter some properties of Markov measures 

on product spaces and of Markov shifts are studied. The first 

section collects some well known facts on conservativity of 

Markov processes, and treats conservativity for backward pro­

cesses induced by ergodic measure preserving transforma'tions 

in a probability space (cf. theorem 2. 1.1). 

Section 2.2 mainly deals with Markov measures on two­

sided product spaces. Using a method due to Kakutani [14], a 

criterion is derived for the singularity of two Markov proba­

bilities for the same process on the two-sided product space 

(cf. theorem 2.2.1 and theorem 2.2.2). 

In section 2.3 the connection between the conservative 

part of a Markov process and the conservative part of the 

corresponding Markov shift is studied. The results, given in 

theorems 2.3.1 and 2.3.2, extend a result of Harris and 

Robbins [7] in the measure preserving case. 

In the last section of chapter II the results of the 

previous sections are applied to shift spaces for the Markov 

processes induced by a transformation. In particular, an 



example is obtained of an invertible transformation in a prob­

ability space for which there exists an algebra of recurrence 

sets, which generates the o-algebra, while nevertheless the 

transformation is dissipative. 

The last chapter is largely independent of chapter II. 

It deals with a general definition of periodicity and aperio­

dicity for Markov processes. Since these concepts depend on 

the class of invariant sets and the so called deterministic 

o-algebra, the first two sections are devoted to a study of 

these subjects. In particular, in section 3.1 a characteriza­

tion of the essential part by means of invariant sets is 

given. 

Section 3.3 collects some facts on Harkov chains. In 

section 3.4 the various existing definitions of periodicity 

are compared. It turns out that May's definition [17] of 

periodicity for irreducible Markov processes does not always 

agree with the definition of periodicity for ergodic trans­

formations, and moreover is not always applicable. Therefore 

another definition of periodicity is given (cf. definition 

3.4.3) which can be applied to all Markov processes and 

reduces to the existing definitions for Harkov chains and 

transformations. Under this definition in general we have to 

distinguish between period I and aperiodicity. Some proper­

ties of periodic Harkov processes are derived. Finally, in 

section 3.5 the limit behaviour of periodic Markov processes 

for which a subinvariant equivalent measure exists is studied. 

The limit theorem 3.5.1 is obtained by a method given by 

Foguel [4] and reduces to the well known limit theorem for 

Markov chains. 



CHAPTER I 

BASIC CONCEPTS 

1. 1. PRELIMINARIES 

Let (X,~) be a measurable space, i.e. ~ is a cr-algebra 

of subsets of a non empty set X. As far as measure theoretic 

concepts are concerned, we shall adhere to the terminology 

used in Halmos [5] and Neveu [18]. In addition, let us agree 

on the following conventions: If not stated otherwise, a mea­

sure will mean a non negative extended real valued cr-additive 

function on ~. Statements about subsets of a measure space 

(X,~.~) will have to be interpreted modulo u-null sets in ~. 

and statements on functions on (X,~,u) will hold ~-almost 

everywhere on X. M+(x,~.~) will stand for the space of 

(equivalence classes of) non negative extended real valued 

~-measurable functions on X. 

For a proof of the following proposition the readet is 

referred to [11], 19.27 and 19.44. 

PROPOSITION l. l. I (Radort•Nikodym). Let (X,~,u) be a cr-flfiite 

measure space. The relation 

v(A) = Jfd~ 
A 

for all A ~ 6?. 

establishes a one-to-one correspondenQe between the class o£ 
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measures on (X,~) which are absolutely continuous with re-
+ spect to~ and the space M (X,~.~). If we denote the func-

tion f E M+ (X,~,~) corresponding to the measure \1 « ~ by 
dv 
d~ , then the following statements hold: 

i) v is finite if and only if 

ii) v is a-finite if and only if d\1 
d~ 

< oo, 

iii) \1 ~ ~ if and only if dv 
d~ > 0. 

iv) If v
0 

<< v1, v1 << ~ and v1 is a-finite, then 

dv0 dv 1 dv0 
dv 1 diJ = d~ 

If Pis a linear operator in £ 1 (x,~.~) then the image of 

a function f E £ 1 (x,~.~) under P will be denoted by fP. 

Similarly, if Q is a linear operator in £ 00 (X,~.~), then the 

image of a function g E £ 00 (X,~.~) will be denoted by Qg. 

Let P be a bounded linear operator in £ 1 (x,~.~). For 

every g E £ 00 (X,~.~) the functional ~g defined by 

I (fP)gd~ 
X 

for all f E £I ex.~.~) 

is a bounded linear functional on £ 1 (x,~.~). It follows from 

[2], IV.8.5 that there exists a unique function PgE£ 00 (X,~.~) 
such that 

(I) JcfP)gd~ for all f E £ 1 (X,~,~) and 

for all g E .C 00 (X,~.~) 



The mapping g + Pg for all g € £ 00 (X,~.~) is said to be the 

adjoint operator of the operator Pin £ 1 (x,~.~), and will 

again be denoted by P, but now written to the left of the 

functions. The adjoint operator in £oo(X,~.~) is bounded and 

linear, but in general not every bounded linear operator in 

£ 00 (X,~.~) is the adjoint of a bounded linear operator in 

£I (X,~.~). 

PROPOSITION 1.1.2. A bounded positive linear operator Pin 

3 

£oo(X,~.~) is the adjoint of a bounded positive linear opera­

tor in £ 1 (x,~.~) if and only if for every sequence (8u):=l in 

£ 00 (X,~.~) such that gn f 0 if n + oo, we have lim Pgn = 0. 

Here and henceforth, by lim f we mean n n+oo 
limit of the sequence of functions (f )

00 

1
• 

n n= 

n+oo 
the pointwise 

We only sketch the proof of this proposition. The neces­

sity of the condition follows from relation (I) and the domi­

nated convergence theorem. Conversely, if a bounded linear 

operator P in £ 00 (X,~.~) satisfies the condition of the pro­

position, then for every f € £ 1 (x,~.~) the set function v 

defined on ~ by 

for all A € ~ 

turns out to be a finite signed measure (cf. [5], § 28) such 

that v << ~. It follows from the Radon-Nikodym theorem that 
dv there exists a unique function fP = d~ € £ 1 (x,~.~) such that 

for all f € £ 1 (X,~,JJ) 

and all A € 6{ , 

from which we easily deduce relation (1). From this relation 
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it follows that the mapping f + fP for all f e: £ 1 (x,~.~) is a 

bounded linear operator in £ 1 (x,~.~). 
Let B(X,~) be the Banach space of the bounded ~-measur­

able functions on X with the supremum norm 11 fll = sup I f(x) I 
xe:X 

(cf. [2], 1V.2.12). 

For every A e: ~ define the operator IA in B(X,~) by 

IA f = lA f for all f € B(X,~) • 

Obviously, IA is a positive linear operator in B(X,~) satis­

fying 11 IA fll ~ 11 fll for all f e: B(X,~). For every measure ~ on 

(XJR) the operator IA induces an operator in £00 (X,~.~), which 

we again denote by IA. This operator IA is the adjoint of an 

operator in £ 1 (x,~.~) given again by 

for all f € £ 1 (X,~,\.l) • 

To conclude this section, we recall the concept of the 

conditional expectation operator. Let (X,~,ll) be a measure 

space and let ~O be a sub a-algebra of ~ such that the mea-
+ sure space (x.~0 .ll) is a-finite. Choose f e: M (X,~,\.1) and 

define the measure v on ~O by 

v(A) for all A E ~O • 

Then v << ll and by proposition 1.1.1 applied to the a-finite 

measure space (X,~0 ,ll) there exists a unique function 

E~ f E M+ (X,~0 , ~) such that for all A € ~O we have 
0 



This equality can be easily extended to 

Jg(E~ f)dll 
A 0 

Jgfdll 
A 

+ for every g e M (X ,tR0 , 1..1) 

and every A E tR0 , 

from which we derive 

E~ (gf) = g(E~ f) 
0 0 

For every f e t 1(x,IR,l1) we define 

where f+ = max(f,O) and f = max(-f,O}. 

For every g E t..,(X,IR,l..l) we define 

Now it is easily verified that the operators E~ defined in 
0 

5 

t 1(X,tR,l1) and t..,(X,tR,ll) are linear, bounded and positive, and 

satisfy 

1. 2. TRANSITION PROBABILITIES 

for all f E t 1(x,tR,l1) 

and all g E £
00

(X,tR,l1) • 

In this section we collect some well known facts on 

transition probabilities. Most of this material can be found 

in Neveu [18], III.2 and V. 
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DEFINITION 1.2.1. Let (X,~) and (X'.~') be measurable spaces. 

A transition probability P from (X,~) to (X'.~') is a func­

tion P on X x ~· such that 

i) for all A E ~· P(•,A) is an ~-measurable function on X; 

ii) for all x EX P(x,·) is a probability on~·. 

PROPOSITION 1.2.1. For every measure~ on (X,~) there exists 

a measure M on (Y,o) = (X,~) x (X'.~') such that 

M(A) = Jv(dx) 

X 

for every A E o. 

J:A(x,x')P(x,dx') 

X' 

PROOF. This proposition is an obvious extension of proposi­

tion III.2.1 in Neveu [181. 

By a transition probability on (X,~) we shall mean a 

transition probability from (X,~) to (X,~). A transition 

probability on (X,~) gives rise to two operators, one acting 

on the class of measures on ex.~). the other one acting in 

B(X,~). 

DEFINITION 1.2.2. Let P be a transition probability on (X,~). 

For every measure u on (X,~) the measure uP is defined for 

every A E ~ by 

(vP)(A) = JP(x,A)~(dx) • 

For every f E B(X,~) the function Pf is defined by 

(Pf)(x) = Jf(y)P(x,dy) for every x E X 

If we interprete P(x,A) as the probability that a process 
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will move in one transition from state x into event A, then 

the measure pP will be the measure on (X,~) at time I , if the 

measure on (X,~) at time 0 was given by ~. 

PROPOSITION 1.2.2. Pis a positive linear operator in B(X,~) 

satisfying PI= I. Moreover, for every sequence (f )
00 

1 
in 

n n= 
B(X,~) for which f ~ 0 if n ~ oo, we have Pf ~ 0 if n ~ oo, 

n n 
For every measure ~ on (X,~) and for every non negative 

function f e B(X,~) we have uP(f) = u(Pf), where u(f) = Jfdu. 

PROOF. The first statement follows from the definition of P 

and the dominated convergence theorem. The second statement 

is by definition true for characteristic functions. The gen­

eral validity then follows by monotone approximation. 

DEFINITION 1.2.3. For every integer t let (Xt,~t) be a copy 

of (X,~), and define 

(Q',Ol') 

For every t let ~· 
-l t 

()(
1 = ~ 1 ~ • For 
t t t 

be the projection of 11 1 on xt, and define 

Q $ n < m S 00 let ex I be the ()'-algebra nm 
generated by the cr-algebras (Xt for n s t $ m. 

The shift S' is the mapping S' 11 1 + n• defined by 

~· S1 w' = ~· w' for all t and all w' € Q'. 
t t+l 

The notation (n,~) without primes will be used to de­

note the two-sided product space, which we shall meet in the 

sequel more frequently than the one-sided product space. 

PROPOSITION 1.2.3 (Ionescu Tulcea). For every x € X let the 

set function P for every rectangle 
X 



8 

only finitely many t) be defined by 

P (; At) = (IA PIA P .•• PIA PIA )(x) 
x t=O 0 I T-1 T 

where T is chosen so large that At = Xt for t > T. Then Px 

can be extended to a probability on ~'. For every A € ut' 
the function P (A) is an ~-measurable function of x. 

X 

PROOF. See Neveu [18], proposition V.J.I. 

A point w' of R' can be considered as a realization of a 

random process. Then Px(A) is the probability that a realiza­

tion of the process of which the transition probabilities are 

time independent and given by P, will be an element of 

A € Ut' , if the process at time 0 is in the state x. 

DEFINITION 1.2.4. For every measure ~O on (X,~) the Markov 

measure H0 on (Q', Ot') is defined by 

for every A € (Jt• • 

The system (R' ,()t' ,u0,s') is said to be the one-sided shift 

space for P with initial measure ~ 0 • 

PROPOSITION 1.2.4. Let (0' ,0(' ,M0,S') be the one-sided shift 

space for P with initial measure ~0 . Let for every n the 

marginal measure ~n be defined by 

-I 
~ (A)= M'(rr' A) 

n 0 n 
for all A € ~ • 

Then the following statements hold: 

i) ~n+l = ~n P for every n ~ 0. 



ii) M0(Q') • u0 (X); 

M0 is a-finite if and only if u
0 

is a-finite. 

iii) P(P5A))(x) = Px(S'- 1A) for all A E Ut'. 

PROOF. 

i) For all A E ~ we have by definition 

u (A)= M'(TI'-J A)= Jpn+ll du = (u0Pn)(PIA) n+l 0 n+l A 0 

by proposition 1.2.2. The statement now easily follows 

by induction on n. 

Assume \.lo 

partition 

Define A! 
l 

is a-finite. Let (A 1,A2 , ... ) be an 61.-measurable 

of X such that u0 (Ai) < oo for every i. 

{w' I n0 (w') E Ai} for every i, then 

(A; ,Az, .•. ) forms a partition of Q' such that 

M0(Ai) = JPx(Ai)du0 = J~A.du0 = u0(Ai) < oo 
l 

for every i. Hence M0 is a-finite. 

If \.lO is not a-finite, then there exists a set A E 61., 

u0 (A) > 0 such that for all B c A, B E ~we have 

9 

Uo(B) 0 or Uo(B) = 00 • Put A' = {w' I 'llo(w') EA}, then 

A' E OC', P x (A') = 1 A (x). It follows that for every 

B' c A', B' E Of' we have P (B') = 0 on X\A, and there­x 
fore Mc)(B') o or M0(B') =""·Since M0(A') 

the measure H0 is not a-finite. 

iii) Let fr• be the class of all sets in (X' for which state­

ment iii) holds. Let (A )
00 

1 be an increasing or de-n n= 
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creasing sequence of sets in ;f,.• converging to A E ex·. 
Then, since for every x P is a probability, the se­

x 
quences (P (A ))

00 

1 x n n= 
and (P (S'-IA ))

00 

converge to 
x n n=l 

P (A) and P (S'- 1A) respectively. 
X X 

For every n define f (x) = P (A), then (f )
00 

1 
is a n x n n n= 

monotone sequence of functions in B(X,~), satisfying 

0 ~ f ~ I for all nand converging toP (A). It easily n x 
follows from proposition 1.2.2 that (Pf )(x) converges 

n -I 
to P(P,(A))(x) for every x. Since (Pf )(x) = P (S' A) n x n 

by hypothesis, we obtain P(P,(A))(x) = Px(S'- 1A), and 

therefore A E ir•. 
Moreover, it is an immediate consequence of the defini­

tions that every rectangle belongs to ~·, and therefore 

also every finite union of pairwise disjoint rectangles 

belongs to /!r'. Therefore if' is a monotone class con­

taining an algebra which generates ot'. It follows by 

the monotone class theorem ([5], § 6 theorem B) that 

-h' = <X.'. 

1. 3. MARKOV PROCESSES 

Throughout this section, (X,~.~) will be a o-finite 

measure space. 

DEFINITION 1.3.1. A Markov operator Pin £ 00 (X,~.~) is a 

positive linear operator such that 

i) Pl ~ I; 

ii) for every sequence (fn):=l in £ 00 (X,~.~) with fn + 0 if 

n -+ oo, we have Pf 
n 

+ 0 if n -+ oo, 
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The operator P in £ 00 (X,~.~) strongly resembles the oper­

ator P in B(X,~) determined by a transition probability as in 

definition 1.2.2. Indeed, if Pis a Markov operator in 

£ 00 (X,~.~), then e.g. for every sequence (An):=! in ~ of pair­

wise disjoint sets with union A E ~. we have 

00 

L PIA (x) = PIA(x) 
n=l n 

for ~-almost all x E X • 

However, the null set for which this relation does not hold, 

in general will depend on the choice of the sequence (An):=!. 

It will therefore in general not be possible to assert the 

existence of a null set N such that for all x outside N 

P1A(x) is a finite measure on~. 

On the other hand, if P is the operator in B(X,~) deter­

mined by a transition probability as in definition I .2.2, 

then P does not automatically induce a Markov operator in 

£ 00 (X,~.~). For later reference we state the following trivial 

technical result here. 

LEMMA I .3. 1. Let P be the operator in B(X,~) determined by a 

transition probability on (X,~). Then P induces a Markov 

operator in £ 00 (X,~.~) if and only if for every set A E ~with 

~(A) = 0 we have ~({x I P(x,A) > 0}) = 0. 

Definition 1.3. I agrees with the definition in Foguel 

[4]. However, for instance Neveu [18], V.4 calls the opera­

tor Pin definition 1.3.1 a sub-Markov operator in £ 00 (X,~.~) 
and he uses the term Markov operator in £ 00 (X,~.~) if the sub­

Markov operator satisfies PI = I. 

We can extend the domain of definition of the Harkov 

operator P in£ (X,~.~) to the space M+(X,~.~) in the 
00 
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following way. 

PROPOSITION 1.3.1. Let P be a Harkov operator in £
00

(X,IR,l.l). 

For every f e M+ (X,IR,l.l) let (fn):=J be a sequence in 

£
00

(X,IR,].l) such that fn t f if n + ""· If we define 

Qf = lim Pf , then the following statements hold. 
n n+m 

Q is a well defined mapping of M+(X,IR,].l) into itself 

such that 

I) Q(af + Bg) = aQf + BQg for all a,B ~ 0 and all 
+ f,g e M (X,IR,Jl). 

Q[ I fn] = 
n=l 

2) 

+ M (X,IR,Jl). 

3) Ql s I. 

00 

I Qf 
n=l n 

for every sequence (f )"" 
1 

in n n= 

+ Uoreover, the restriction of Q to the space £
00

(X,IR,l.l) 
+ coincides with the restriction of P to the space £
00

(X,IR,].l). 

Conversely, if Q is a mapping of M+ (X,IR,].l) into itself 

such that conditions 1), 2) and 3) hold, then there exists a 

unique Markov operator P in £
00

(X,IR,Jl) such that the restric­

tion of P to .t+(X,IR,Jl) coincides with the restriction of Q to 
00 

+ £"'(X,IR,].l). 

PROOF. If (fn)~=J is an increasing sequence in £
00

(X,IR,l.l), 

then by the positivity of P also (Pfn):=l is an increasing 

sequence in£ (X,IR,ll), hence lim Pf exists. 
oo n+oo n 

We first show that the definition of Qf is independent 

of the choice of the sequence in £"'(X,IR,ll), increasing to­

wards f. Indeed, if (f~):=J is another sequence in £
00

(X,IR,].l) 

such that f' t f if n + "'• then for all A e IR with ll(A) < "" 
n 

we have 
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J(lim Pfn)dll lim JPfn dll • lim f (IAP)fn dll • J(lAP)fdll 
A n-+<» n-+<» A n-+«> 

Jclim Pf~)dll lim Jpf~ dll lim I (l AP)f~ dll J (I AP) fdu , 
A n-+«> n-+<» A n-+«> 

hence lim Pfn lim Pf~. Now the properties I) and 3) are 
n-+«> n-+«> 

trivial consequences of the definition of Q, as well as the 
+ fact that Pf = Qf for all f E £ 00 (X,~,u). In order to prove 

2), it suffices to show that for every increasing sequence 

(f ) oo 
1 

in ~.t (X .~.ll) converging to f we have Qf + Qf if 
n~ n 

n ~ oo, We easily construct a sequence (gn): .. 
1 

in £ 00 (X,~,ll) 
such that g + f if n ~ oo, and for all n we have g $ f ~ f. n n n 
Hence Q2 ~ Qf ~ Qf for all n, and since Qg t Qf if n ~ oo, 

~ n n 
we obtain Qf t Qf if n ~ oo, 

n 
Conversely, let the operator Q in M+(X,~,ll) be given 

such that the conditions 1), 2) and 3) are satisfied. Define 

for every f E £ 00 (X,~,ll) Pf = Pf+- Pf-. If also f = f
1 

- f 2 , 

where fiE £:(x,~,ll) fori= 1,2, then f+ + f 2 = f- + f 1, 
+ -hence Pf + Pf2 = Pf + Pf

1 
and Pf = Pf

1 
- Pf2• Now we easily 

verify that P is a positive linear operator in £ 00 (X,~,p) 
• • 00 

sat1sfy1ng PI $ I. Let (fn)n=l be a sequence in £ 00 (X,~,ll) 
such that f + 0 if n ~ oo, For every n we have 

n 

+ Since f 1 - fn E 11 (X,~,u), f 1 - fn t f 1 if n ~ ""• we have 

P(f 1 - fn) t Pf 1 , and because of Pf 1 < oo, we obtain Pfn + 0 

if n ~ ""· Hence Pis a Markov operator in £ 00 (X,~,u). 

The operator Q in M+(X,~,ll) is said to be the extension 
+ to l1 (X,~,ll) of the Markov operator P in £.,(X,~,u). In the 
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sequel, we shall denote this extension also by P. Since it 

originates from an operator in £ 00 (X,~.~) we shall always 

write P to the left of the functions on which it operates. 

Whether we have to consider P as a Markov operator in 

£ 00 (X,~.~) or as the extension to M+(X,~.~) will be clear from 

the given domain of definition. 

DEFINITION 1.3.2. A Markov operator in £ 1 (x,~.~) is a posi­

tive linear contraction in £ 1 (x,~.~). 

Because of proposition 1.1.2 it follows that every 

Markov operator in £ 00 (X,~.~) is the adjoint of a linear oper­

ator in £ 1 (x,~.~). In accordance with the notation introduced 

in section 1.1 we shall denote this operator also by P, but 

we shall write P to the right of the functions on which it 

acts. 

PROPOSITION 1.3.2. The relation 

(I) f(fP)gd~ = Jf(Pg)d~ for all f E £ 1 (x,~.~) and 

for all g E £ 00 (X,~.~) 

establishes a one-to-one correspondence between the Markov 

operators in£ 1 (X,~,ll) and the Harkov operators in £ 00 (X,~,~). 

PROOF. If Pis a Harkov operator in £ 00 (X,~.~), then Pis the 

adjoint of a linear operator Pin £ 1 (x,~.~) such that the 

relation (1) holds. From this relation we easily deduce that 

the linear mapping f ~ fP for all f E £ 1 (x,~.~) must be posi-
+ tive, and for all f E £ 1 (X,~,~) We have 
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Hence the Markov operator P in £ 00 (X,~.~) is the adjoint of a 

Markov operator in £ 1 (x,~.~). 
Conversely, let P be a Harkov operator in £ 1 (x,~.~). 

Then there exists an adjoint linear operator P in £ 00 (X,~,v) 
such that the relation (I) holds. Now it easily follows that 

this adjoint operator actually is a Harkov operator in 

£oo(X,~,Jl). 

As for Markov operators in £ 00 (X,~,Jl), the domain of 

definition of a Markov operator in £ 1 (X,~,Jl) can be extended 
+ to M (X,~,v). The proof of the next proposition is similar to 

the proof of proposition 1.3.1 and is therefore omitted. 

PROPOSITION 1.3.3. Let P be a Markov operator in £ 1 (X,~,Jl). 
For every f e M+(X,~,Jl) let (fn):=l be a sequence in £ 1 (x,~,Jl) 
such that fn t f if n ~ 00 • If we define fQ = lim fnP' then 

n4«> 
the following statements hold. 

Q is a well defined mapping of r-t cx.~.v) into itself 

such that 

I) (af + Bg)Q = afQ + BgQ for all a,B ~ 0 and all 
+ f,g EM cx.~.Jl). 

2) [ I fn)Q = 
n=l 

I f Q 
n=l n 

00 

for every sequence (f ) in 
n n=l 

+ 
M (X,~,v). 

3) JfQ dJ.l = Jtdv + for all f eM (X,~,Jl). 

restriction of + lforeover, the Q to the space £lex.~. V) 

coincides with the restriction of p to the space + 
£1(X,~,Jl). 

if Q is a mapping + into itself Conversely, of H (X,~,JJ) 

such that conditions 1), 2) and 3) hold, then there exists a 
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unique Markov operator Pin £ 1 (x,~.~) such that the restric­

tion of P to £~(X,~.~) coincides with the restriction of Q to 
+ 

£1 (x.~. p). 

The operator Q in M+(X,~,u) is said to be the extension 
+ to H (X,~.~) of the Markov operator P in £ 1 (X,~,].l). In the 

sequel, we shall denote this extension also by P. Since it 

originates from an operator in £ 1 (X,~,p), we shall always 

write P to the right of the functions on which it acts. Again 

we distinguish between a Markov operator in £ 1 (x,~.l1) and the 

extension to M+(X,~,u) by indicating the domain of definition. 

Because of the one-to-one 

Markov operators in £ 00(X,~,p), 
£ 1 (x,~,l1) and their extensions 

speak of a Harkov process ~ on 

correspondence between the 

the Markov operators in 
+ to M (X,~.~), we shall usually 

(X,~.~). It will be clear from 

the notation and the given domain of definition how we have 

to interprete the operator P. It easily follows from the pre-

vious propositions that for a 
+ 

given Uarkov process P on 

(X,~,p) for all f E M (X,~,ll) and for + all g E H (X,~,p) the 

relation J (fP)gdp = Jf(Pg)d~ holds. 

A Markov process P on a o-finite measure space (X,~.~) 

only depends on the class of u-null sets of~. In fact, con­

sider Pas a Markov operator in £ 00 (X,~.~). If we replace the 

measure~ by an equivalent a-finite measure V on (X,~), then 

neither the £"'-space, nor the conditions in definition 1.3.1 

are influenced, and P may also be considered as a Uarkov 

operator in £ 00 (X,~,v). In fact, written to the left Pacts on 

a function in the same way whether it is considered as an 

element of£ (X,~.~) (H+(X,~,Il)) tit of£ (X,~,v) (~I+(X,~,v)). 
00 ® 
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The situation is essentially different if we consider the 

corresponding Markov operators in £ 1 (x,~.~) and £ 1 (X,~,v). 
Actually, for every a-finite measure v equivalent to ~ there 

exists a unique Markov operator Pv in £ 1 (X,~,v) such that the 

adjoint operator in £ro(X,~,v) = £ 00(X,~,u) coincides with P. 

Each of these Markov operators Pv in £ 1 (X,~,v) has an exten-
+ + sion P to M (X,~,v) =M (X,~,~). We shall agree to the con-

v 
vention that if Pis a Markov process on (X,~,u), the opera-

tor P written to the left of the function will be the Markov 

operator in £ .. (X,~,u) or its extension to M+(X,~,Jl) and the 

operator P without subscript written to the right of the 

function will be the Markov operator in £ 1 {x,~.~) or its ex­

tension to M+(X,~,u). 

The next proposition gives the relationship between the 

various operators P • 
V 

PROPOSITION 1.3.4. Let P be a Markov process on a a-finite 

measure space (X,~.~) and let v be a a-finite measure on 

(X,~) equivalent to u. Let P be the Harkov operator in 
V 

£ 1 (X,~,v) corresponding toP. Then the mapping f + f :~ de-

fines an isometry of £1 cx.~.u) onto £1(x,~.v) such that 

fP = ((f dv)P) d!l 
v d'J.I dv 

For the extension of P to H+(X,~,u) we have 
V 

fp 
V 

((f dv)P) d~ 
d~ dv 

+ for all f € M (X,~,u) 

dv PROOF. Because of proposition 1.1.1 we have 0 < du < oo, and 

~~ ~~ = :~ = I. The first statement is now obvious. 

Choose f € £ 1 (X,~,v). Then for every A € ~we have 
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I (fP)dv 

A 

I ( (f ~~)P) I A dll = I((f :~)P) :~ dv 
A 

from which the second statement follows. 

Finally, choose f E M+(X,~,ll) and let (fn):=l be a se­

quence in £~(X,~,v) such that t f if n ~ 00 • Then by pro­

position 1.3.3 we obtain 

fP = lim f P = lim ((f dv)P) du (f dv)P du 
v n v n dv dv .. du dv 

n~ n~ 

For any function f let supp f denote the set 

{x I f(x) :f 0}. 

+ PROPOSITION 1.3.5. For any f EM (X,~,u) put A 2 supp f. Then 

supp Pf = supp PIA and supp fP = supp lAP. 

PROOF. Suppose B = supp Pf \ supp PIA has positive measure. 

Then 

Since supp f = A, we then have 

Contradiction, hence u(B) 0. In the same way we show 

v(supp PIA \ supp Pf) 0, and therefore supp PIA= supp Pf. 

The proof of supp lAP supp fP is analogous. 

DEFINITION 1.3.3. For every A e ~we define 
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-1 
P A = supp PIA , 

While PIA(x) is in general not a transition probability, 

it strongly resembles a transition probability in several 
-1 

respects. With this restriction in mind, the set P A may be 

interpreted as the class of states which have positive proba­

bility to enter the set A in one transition. 

Similarly, the set PA ~an be considered as the class of 

states which we can reach from A in one transition. More pre­

cisely: PIX\PA = 0 on A and for every subset B of PA with 

~(B) > 0 there exists a subset A0 of A, ~(A0 ) > 0 such that 

PIB > 0 on A0 • In fact 

hence PIX\PA = 0 on A and X \ PA cannot be reached in one 

transition from A. Let B be a subset of PA of positive mea­

sure, then 

hence there exists a subset A0 of A of positive measure such 

that PIB > 0 on A0 . 

We now show that the sets P- 1A and PA are not influenced 

when we replace the measure ~ by an equivalent a-finite mea­

sure v. For the set P-IA this is an immediate consequence of 

the fact that a Markov process depends on the class of null 

sets ~ rather than on the measure ~· For the set PA this 

follows from the previous propositions in tbe following way. 

By proposition 1.3.4 we have 
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l p = (( l dv)P) ddvJ.l 
A v A dJ.l 

Now ~~ > 0, ~~ > 0, hence by proposition 1.3.5 

The next proposition is an easy consequence of defini­

tion 1.3.3 and proposition 1.3.5. 

PROPOSITION 1.3.6. For every A E.~ and every n ~ 0 we have 

00 

For every sequence (An)n=l in ~ we have 

[ 00 

An) • 
"' -I [ "' 

An) 

00 

p u u PA p u = u p-IA 
n=l n=l n n=l n=I n 

P[ ~ An) c 
"" 

P-1 ( ~ An) c 
"' 

n PAn n p-IA 
n=l n=l n=l n=l n 

PROPOSITION 1.3. 7. The condition lP > 0 is equivalent to the 

condition \fA€~ (J.l(A) > 0 ~ J.l(P- 1A) > 0). 

The condition PI > 0 is equivalent to the condition 

\(AE~ {J.l(A) > 0 ~ J.l(PA) > 0). 

PROOF. We only prove the first statement, the second state­

ment being proved similarly. 

Suppose lP > 0 and J.l(A) > 0. Then 

0 < JtP d].l = JPIA dJ.l , 
A 
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-I hence ~(P A) > 0. Conversely, suppose for all A E ~we have 

~(A) > 0 ~ ~(P- 1 A) > 0. Put A {x I IP(x) = 0}, then 

-I hence ~(P A) 0. It follows ~(A) O, and therefore lP > 0. 

1.4. BACKWARD AND ADJOINT PROCESSES 

Without further mentioning P will be a Harkov process on 

a a-finite measure space (X,~.~). 

DEFINITION 1.4.1. Let ~O be a measure on (X,~) such that 

~O << ~· For every rectangle A x B in (X,~) x (X,~) we define 

H01 (A x B)= JtA(PtB)d~0 
For every B E ~ the measure ~I on (X,~) is defined by 

Since for every BE~ we have ~ 1 (B) = JPtB d~0 it is 

easily seen that ~I is indeed a measure on (X,~). If Pis 

given by a transition probability on (X,~), then the measure 

~I is the same as the measure ~ 0P in definition I .2.2. 

PROPOSITION 1.4.1. 

i) 

ii) ~I (X) ~ ~ 0 (x). If PI > 0 and ~I is a-finite, then ~O is 

a-finite. 
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iii) If JP > 0 and ~O ~ ~, then ~~ ~ ~. 

PROOF. 

i) 

ii) 

If 11 (A) 0, then PIA= O, and ~ 1 (A) 0. For all A E: IR 

we have 

from which the second assertion in i) follows. 

~~(X) 

Let A E: IR be a set such that for all B c A, B E: IR we 

have 11 0 (B) 0 or ~ 0 (B) oo, Let (A1,A2, ••• ) be an ~H.­

measurable partition of X such that 11 1(Ai) < oo for all i. 

Since 11 1 (Ai) = JPtAid110 , it follows that PIAi = 0 and 

therefore 

00 

I PIA. PI 
i=l ~ 

0 110-almost everywhere on A. 

Since PI > 0 we find 110 (A) 

measure on (X,IR). 

0, hence 110 is a a-finite 

iii) In i) we have shown 11 1 << 11· Now suppose 11 1 (A) = 0. Then 

PIA= 0 ~0-almost everywhere, and since 11 0 ~ 11, PIA= 0 

~.~-almost everywhere. It follows that 

hence 11(A) 0. 



The measure ~I can be seen as the measure on (X,~) at 

time I if we had the measure ~O on (X,~) at time 0. This 

motivates the following definition. 

DEFINITION 1.4.2. 

under P if 
d~o 
-P 
du 

A measure u0 << 1-1 is said to be invariant 

du0 
du and subinvariant if 
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It is easily seen that the set function u
01 

defined on 

the rectangles of (Y,o) = (X,~) x (X,~) as in definition 

1.4.1 can be extended to a finitely additive set function on 

the algebra of finite unions of rectangles in o. However, M
01 

need not to be extendable to a measure on (Y,o). 

PROPOSITION 1.4.2. Assume for every A € ~we can find a re­

presentative P(•,A) for the equivalence class PIA E £ 00 (X,~,u) 
such that for ~0-almost all x € X P(x,•) is a measure on~. 

Then the set function M
01 

can be extended to a measure on 

(X.~) X (X,~). 

PROOF. Let N be the u
0
-null-set of points x for which P(x,•) 

is not a finite measure. Let p 1 be a probability equivalent 

to 1-1 on ~. Then define for all A E ~ 

P' (x,A) 
{ 

P(x,A) 

~I (A) 

ifx€X\N 

if X € N • 

Put (Y,~) = (X,~) x (X,~). If we define for all A' E 0 

JlA 1 (x0 ,x1)P'(x0 ,dx1) , 

X 

then M is a measure on (Y,~). The proof is almost identical 

to the proof of proposition 1.2. I, and therefore omitted. Now 

for every rectangle we obtain 
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M(A x B) 

from which the statement follows. 

JPtB d~0 = M01 (A x B) 
A 

A particular case of this situation is given by the 

Markov processes which are determined by a transition proba­

bility in the following way. 

PROPOSITION 1.4.3. Let P be the operator on B(X,~) associated 

with a transition probability (X,~). For every a-finite mea­

sure ~O there exists a probability ~ on (X.~) such that 

~0pn << ~ for every n ~ 0, and the operator P on B(X,~) in­

duces a Markov process on (X,~.~). 

PROOF. Since the measure ~O is a-finite, we can if necessary 

replace it by an equivalent probability ~o· Then for every 

n ~ 0 we have ~0Pn ~ ~0Pn. Define 

~ 
\ I , n-1 
L -n ~o P • 

n=l 2 

then ~ is a probability and ~0Pn << ~ for every n ~ 0. Let 

A E ~be a set such that ~(A) = 0, and suppose 

~({x I P(x,A) > 0}) > 0. Then there exists an integer n such 
n-1 I n-1 th.at ~0 P ({x P(x,A) > 0}) > o, hence (~0 P )(PIA) = 

= ~O Pn(A) > 0 by proposition 1.2.2. It follows that ~(A) > 0. 

Contradiction, and therefore ~({x I P(x,A) > 0}) = 0. By lemma 

1.3.1 the operator P on B(X,~) induces a Markov process on 

ex.~.~). 

Consider the one-sided shift space (O' ,Of.' ,H0,S') for a 

transition probability P on (X,~) with initial a-finite mea-
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sure ~0 , as in definition 1.2.4. Let u be a probability cor­

responding to u0 as in proposition 1.4.3, then P induces a 

Markov process on (X,~.~) which we again shall denot~ by P. 

Let (~n):=O be the sequence of marginal measures, as in 

proposition 1.2.4. Then it follows from the previous proposi-
du dllo 

tions that for every n ~ 0 we have u << ll and ~ = --- Pn 
n dll d!J 

From proposition 1.2.4 we easily deduce that for every rect-

angle TI At, where At = Xt for all t < n and for all t > m, 
t=O 

n < m, we have 

Note that in this formula the operators IA and P are 

operators in B(X,~). If we would choose now to read lA and P 

as Markov operators in £ 00 (X,~,u) (which is legal because of 

the choice of u), then the function IA P ••• PJA is only 
n m 

defined modulo u, but since ll << ll we arrive at the same 
n 

value of the integral as in the original interpretation. It 

follows that we may consider the operators lA and P in this 

formula both as operators in B(X,~) and as Uarkov operators 

in £""(X,~, u). 

PROPOSITION 1.4.4. Let P be a Markov process on a a-finite 

measure space (X,~,J.l) satisfying JP > 0. Let ~O be a a-finite 

measure on (X,~) with llo ,., U· There exists a Harkov process 

P+ on (X,~,ll) such that for all A E ~ and for all B E ~ 
uo 
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if and only if ~I is a-finite. The process is then uniqpely 

defined by the measure ~O and satisfies 

+ for all f E M (X,~.~) 

+ 
for all f E M (X,~.~) • 

+ 
PROOF. Suppose there exists a process P . Let B E ~be a set 

~0 

such that all ~-measurable subsets have ~ 1 -measure 0 ol ~~-

measure oo. Let (A
1 

,A2 , •.• ) be an ~-measurable partition of X 

such that ~0 (An) < oo for every n. Then 

+ 
and therefore P lA 

~0 n 
0 ~ 1 -almost everywhere on B. since 

00 

P+ + \' + is a Markov process, we have P I = L P lA ~-a1most 
~0 ~0 n=l ~0 n 

everywhere on X, and therefore ~ 1 -almost everywhere on'X. It 
+ 

follows that P I = 0 ~ 1 -almost everywhere on B, hence 
~0 

This proves the a-finiteness of ~I. 

Now we show that if ~I is a-finite and lP > 0, then the 

process P+ exists. Because of proposition 1.4.1 we have 
llo 

dl-! 1 dl-10 lll ~ ~. and since ~I is a-finite 0 < --- = --- P < oo. The 
d)l d~ 



+ • 
process P must sat1sfy for all A e ~. B e ~ 

].10 

+ 
p I = 

110 A 
for all A E tR • 
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+ 
Using proposition 1.3.3 we see that the operator P in 

llo 

this way defined for every characteristic function, can be 
+ extended to M (X,~,Il) such that 

+ for all f e M (X,~,].l) • 

• + Th1s operator P satisfies the conditions of proposition 
llo 

1.3. I and therefore determines a Markov process on (X,iR,Il). 
+ 

The uniqueness of P is trivial. Moreover, the process 
].10 

P+ is independent of the measure ].1. In fact, let v be a o-
J.lO 

finite measure on (X,tR) equivalent to ].1 and let Pv be the ex-

tension to M+(X,iR,J.l) of the corresponding Markov operator in 

£
1

(X,tR,v). Then we have 

dp 
((I 0 dv)P) dp 

A dV diJ dv 
dll 

((_Q. dv)P)d].l 
dv dv dv 

for all A e tR • 
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+ Finally, choose f EM (X,~.~). Then for all A € ~we 

obtain 

from which the last statement follows. 

+ DEFINITION 1.4.3. The Markov process P on (X,~.~) intro-
llo 

duced in proposition 1.4.4 is said to be the backward process 

for P corresponding to the measure ~0 • 

+ 
Note that the backward process P exists for all finite 

~0 

measures llo "" ~. and certain a-finite measures equivalent to 

\.1. In the next section we shall give an example of a Markov 

process P on (X,~,\.1) where \.1 is a-finite and \.IF is not, and 

therefore for this process the backward process P+ does not 
\.1 

exist. 

A backward process really works in the opposite direc­

tion asP does; it follows from proposition 1.4.4 that for 

all A E ~ we have 

FA 

PROPOSITION 1.4.5. Let P be a Markov process on a a-firiite 

measure space (X,~,\.1). Let llo be a a-finite subinvariant 

measure equivalent to ll· Then the formula 



+ for all f E M (X,~.~) 

* defines a Markov process on (X,~.~). This process P is 
~0 

determined uniquely by the measure u0 , and satisfies 

+ for all f E M (X,~.~) 

PROOF. It follows from proposition 1.3.3 that the formula 

+ for all f E M ex.~.~) 

defines an operator p* on M+(X,~,u) satisfying the condi­
uo 
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tions of proposition 1.3.1, and therefore determines a Markov 

* process P on (X,~.~). 
~0 

Again, the definition of p* is independent of the 
~0 

choice of the measure v. Indeed, if v is a cr-finite measure 

on (X,~) equivalent to ~. and if P denotes the extension to 
V 

+ M (X,~,u) of the corresponding Markov operator in £ 1 (X,~,v), 
+ then We have for all f E lf (X,~,~) 

d~ 
0 dv)P) d~ dv p* f • 

dJ.l dv d~0 • ~0 
+ Finally, choose f E r1 cx.~.J.l). Then for all A E ~we 

have 

A 
J
fp* dlJ 

~0 
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I 
dll 
d 0 (P(~ll f))d!l 

1l llo 
A 

from which the last statement follows. 

* DEFINITION 1.4.4. The process P on (X,~,v) introduced in 
llo 

proposition 1.4.5 is said to be the adjoint process of P with 

respect to the subinvariant measure llo· 

Note that also the adjoint process works in the backward 

direction; for all A € ~ we have 

and * p A 
vo 

Further, it follows from proposition I .4. 5 that p* I = 
llo 

if and only if llo is invariant under P. In this case we have 
+ 

exists, lP > o, and j.ll = J.lo• hence the backward process p 
vo 

+ and for all f € r1 (X,~,J.l) 

dJ.l 
(f d o)P 

ll = ((f 
dv0 -P 
djl 

+ Since for every backward process we have P 1 = I, we 
llo . 

see that an adjoint process p* is a backward process if and 
llo 

only if 11 0 is invariant; in this case we have p* 
vo 

I 

We conclude this section with the following well known 

property of an adjoint process, see e.g. Foguel [4] , chapter 

VII. The proof is a straightforward verification, using pro­

position 1.4.5. 



PROPOSITION 1.4.6. Let p* be the adjoint process of P with 
]10 
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respect to the subinvariant a-finite measure ]10 equivalent to 

* * * )1• Then ).lO is subinvariant under P , and P = P. 
]10 ]10]10 

1. 5. MARKOV PROCESSES INDUCED BY A MEASURABLE 
TRANSFORMATION 

In this section we shall give a systematical outline of 

the Markov process associated with a measurable transforma­

tion Tin a a-finite measure space (X,~,].l). 

The natural way to define an operator on M+(X,~,].l) as­
+ sociated with T is to put for every f E M (X,~,].l) 

Pf = foT • 

Under a non singularity condition for T the operator P turns 

out to be a Markov process on (X,~,].l). This process is said 

to be the forward process associated with T, since it corre­

sponds to the transition x + Tx. In fact we have PIA= I _
1 

, 
T A 

which means that the probability of entering the set A under 

P ' 0 h h h • ' T-IA 1s I or w et er or not t e state 1s 1n • 

We shall identify the backward processes for P as de­

fined in the previous section. The result will be that 

every backward process is a Markov process associated with T 

corresponding to the transition x + T- 1{x} as introduced by 

Hopf [13], see also [9], on a suitable a-finite measure 

space (X,~,].l). 

We start with some definitions. 

DEFINITION 1.5. 1. A measurable transformation in a measurable 
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space (X,tR) is a mapping T : X-+ X such that T- 1A E tR for all 

A E tR. A measurable transformation T on (X,tR) is said to be 

invertible if T is one-to-one, TA E tR for all A E tR and 

TX = X. 

A measure u on (X,tR) is said to be invariant under T if 

u(T- 1A) = u(A) for all A£ tR. The transformation T is said to 

be negatively non singular with respect to a measure u on 

(X,tR) if u(T- 1A) = 0 for every A E tR with u(A) = 0; posi~ive­
ly non singular with respect to u if u(A) = 0 for every set 

-I A E tR for which u(T A) = 0, and non singular with respect to 

u if u(A) = 0 if and only if u(T- 1A) 0 for all A E tR. 

LEHMA I. 5. 1 •. Let 'J. be a negatively non singular measurable 

transformation on a a-finite measure space (X,tR,u). Then the 

set function uT-I on tR, defined for all A E tR by 

-1 -1 
(uT )(A) = u(T A) 

-1 duT-l 
is a measure on (X,tR) such that uT << u. Let --d--- be the 

+ u 
Radon-Nikodym derivative in H (X,tR,u). Then for all 

+ f E M (X,tR,u) we have 

I d T-1 f ~ fdu • foT du • 

Let T be a positively non singular measurable transfor­

mation in a a-finite measure space (X,tR,u). Let the set func­
-1 tion uT on T tR be defined by 

-I (uT)(T A) = u(A) . -] -1 
for all T A E T tR • 

Then uT is a measure on (X,T- 1tR) such that uT << u. 

If (X,T- 1tR,u) is a a-finite measure space, then the 
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'k d ' . duT M+(X -l,., ) . d f Radon-N1 o ym der1vat1ve ~ e ,T ~,u ex1sts, an or 

all f E M+(X,dt,u) the following relation holds: 

J :~T (foT)du = Jfdu • 

PROOF. We only prove the statements concerning uT; the proof 

for uT-I is similar. 

The proof that uT is a measure on (X,dt) such that 
-1 

~T << ~ amounts to a simple verification. Then, if (X,T fit,u) 

is cr-fi~ite, we have for every A e fit by definition 

J duT (1 oT)d~ = Jt du 
du A A 

from which the last statement easily follows. 

DEFINITION 1.5.2. Let T be a measurable transformation on 

(X,dt), The formula 

P(x,A) = I -I (x) 
T A 

for all A E fit and all x E X 

defines a transition probability on (X,dt). If u is a a-finite 

measure on (X,dt), then the corresponding operator P on B(X,dt) 

induces a Markov process on (X,dt,u) if and only if T is nega­

tively non singular with respect to u. This process is said 

to be the forward process associated with T on (X,dt,u) and 
+ satisfies Pf =faT for all f EH (X,dt,~). 

PROPOSITION 1.5.1. Let P be the forward process associated 

with a negatively non singular measurable transformation on a 

a-finite measure space (X,dt,u). Then for all A E fit we have 

P-IA= T- 1A, and PA is the module u smallest set B E fit such 

that u(A n T- 1B) = u(A). 
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PROOF. Without loss of generality we may assume ~(X) = I. By 

definition we have P-IA= supp PIA= T- 1A. Put B = PA,. then 

hence 

-I 
~(A n T B) = ~(A) . 

Assume B1 E ~satisfies ~(An T- 1B
1

) 

B
2 

= B \ B
1

• We obtain 

0 ' 

~(A). Then define 

~(A) - ~(A) = 0 , 

JtAP d~ 
B2 

0 • 

Since B2 c Bit follows that ~(B2 ) = 0, and therefore B c BI. 

From this proposition we easily see that if T is non 

singular and if TA E ~. then PA = TA. 

Let ~O be any measure on (X,~) such that ~O << u. Define 

d~0 du 1 the measure ui by du P = ~ • Then for every A E ~we have 

r 
d~ 

• 
0 

P)du 
A 

-I u
0

(T A) 

from which we easily derive that the measure ~O is invariant 

under T if and only if it is invariant under the forward pro­

cess associated with T. 
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We shall now give an example of a measurable transforma­

tion T in a a-finite measure space (X,~,u) such that the mea­

sure uT-I is not a-finite. If P is the forward process asso­

ciated with this transformation, then it follows that the 

measure ~p is not a-finite, and we have the example which 

already was announced in the previous section. 

EXAMPLE. Let X be the set of natural numbers, ~ be the a­

algebra of all subsets of X and u the counting measure on ~. 

i.e. ~(A) is the number of elements of the set A. Obviously, 

(X,~.~) is a a-finite measure space. Let (N1,N2 , •.• ) be a 

countable partition of X such that ~(Ni) = oo for every i. The 

transformation Tin (X,~,u) is defined by Tn = i if nE Ni. 

It is easily seen that T is measurable and non singular. Let 

P be the forward process associated with T. For every non 

empty set A we have uP(A) = ~(T- 1 A) = oo, since T- 1A contains 

at least one partition element Ni. It follows lP = oo on X. 

Let P be the forward process associated with a negative­

ly non singular measurable transformation T on a a-finite 

measure ~pace (X,~,u). We shall consider now the Markov oper­

ators P~0 on £ 1 (X,~,u0 ) corresponding toP, where u0 is a a­
finite measure equivalent to ~. First we remark that if a 

function f is T- 1~-measurable, it must be constant on every 

set T- 1{x}. Therefore we can define for every T- 1 ~-measurable 
function f the function foT-l on TX by (foT- 1)(x) = f(y) 

where y is chosen such that Ty = x. If moreover TX E ~ then 

the function foT-I is ~-measurable. 
Since T- 1(X \ TX) = 0, the function foT-I is defined~­

almost everywhere if T is positively non singular. If T is 

negatively non singular, it might happen that u(X \ TX) > 0. 



36 

d T-l 
In accordance to the fact that __ v ___ = 0 on X \ TX, we shall 

dv 

dvT- 1 
define ~ (foT- 1) • 0 on X\ TX for every T- 1~-measurable 
function f. 

The next proposition slightly extends one of the results 

in theorem I of [9]. 

PROPOSITION 1.5.2. Let P be the forward process associated 

with a negatively non singular measurable transformation T on 

a a-finite measure space (X,~,v) and assume TX E ~. Let v be 

a measure equivalent to v such that (X,T- 1 ~,v) is a a-finite 

measure space. Then the corresponding Harkov operator P on 
\) 

PROOF. Using lemma 1.5.1 we find for every A E ~ 

from which the assertion follows. 

Jf(PIA)dv = J(fPv)dv 
A 

We now turn to the backward processes associated with P. 

PROPOSITION 1.5.3. Let T be a non singular measurable trans­

formation on a a-finite measure space (X,~,v) and let P be 

the forward process associated with T. Let v0 be a measure 

equivalent to v. There exists a backward process P~ on 
vo 



(X,~.~) corresponding to the measure ~O if and only if 

(X, T-~.~0 ) is a o-finite measure space. 

The process P+ then satisfies 
uo 

oT)(foT) + for all f E M (X,~.~) • 

If the transformation T also satisfies TX E ~. we have 

+ for all f E M (X,~,JJ) • 
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PROOF. We shall apply proposition 1.4.4. Since T is non sin­

gular and P-IA= 1A, by proposition 1.3.7 the condition 

lP > 0 is satisfied. It follows that the backward process P+ 
~0 

exists if and only if the measure u1 determined by 

au 1 d~0 
--- = --- P is a-finite. The measure u1 is the same as the dJJ djJ 

-1 + 
measure u0T , hence the backward process P exists if and 

uo 
-I only if (X,~.~0T ) is a o-finite measure space, which in 

turn is the case if and only if the measure space (X,T- 1 ~,u0 ) 
is a-finite. 

From the non singularity of T we conclude that the mea­
-l sure ~0r is equivalent to ll· Hence, if the backward process 

P+ exists, we have 
uo 

_.;;;.:..--:- • I 

and therefore 
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+ and we conclude from proposition 1.4.4 for every f € U (X,IR,Jl) 

oT) (f oT) , 

Now assume TX € tR and P+ exists. It follows from pro­
llo 

position 1.4.4 and from proposition 1.5.2 that for all 
+ f € M (X,IR,Jl) we have 

p+ f 
llo 

In the sequel, when we are speaking of a backward pro­

cess P+ for a Harkov process P on (X,IR,Jl), satisfying 
Jlo 

JP > 0, we shall always assume that llo ~ Jl and that the back-

ward process for this measure llo really exist. 

PROPOSITION 1.5.4. Let P+ be a backward process associated 
llo 

with a non singular measurable transformation T on a a-finite 

measure space (X,IR,Jl), Let v
0 

be a a-finite measure on (X,tR) 
+ + + 

equivalent to Jl. Then the backward process (P ) for P 
llo vo llo 

• ( + + corresponding to the measure v
0 

ex1sts, and P ) = P, 
llo vo 

where P is the forward process associated with the transfor­

mation T. 



39 

PROOF. The measures p0 , 

(X,~) and equivalent to 
dJ.I0 dv0 

atives dJ.I , dJ.I and 

-I 
v0 and J.10T are a-finite measures on 

J.l, Therefore the Radon-Nikodym deriv-

d)J are positive and finite. By 

. . 4 4 h b k d (P+ )+ propos~t~on 1 •• t e ac war process corre-
lJo vo 

dv0 + 
spending to the measure v0 exists if lP+ > 0 and ~ P < oo, 

J.lo Jl lio 
and it easily follows from proposition 1.5.3 that these con­

+ ditions are satisfied. Then for all f E U (X,~,Jl) we have 

dv dJ.Io 
( dJl dv0 oT) (f d o)P+ -1 oT)(foT)('d'iJ 

(P+ )+ f 
lJ Jlo dJl 0T 

Pf , = 
lio vo dv0 + dJlo dv

0 ( dJ.I oT) -P oT)(d)J d)J lJo dJ,J -1 dJ,J
0

T 

+ + 
hence (P ) P. 

Jlo vo 

The next proposition gives a condition under which two 

backward processes P+ and P+ associated with T are equal. 
j.lo vo 

PROPOSITION 1.5.5. Let T be a non singular measurable trans­

formation in a o-finite measure space (X,~,lJ). Let lio and v0 
be measures on (X,~) equivalent to J.l such that the backward 

processes P+ and P+ exist. Then P+ = P+ if and only if 
llo vo J.lo vo 

dvo 1 
--- is T- ~-measurable. 
d!Jo 

PROOF. It follows from proposition 1.5.3 that theliarkov 
+ 

operator in £ 1 (x,~,J.Io) corresponding to the process P 
J.lo 

given by 

is 
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Similarly, the Markov operator in £ 1 (X,~,v0 ) corresponding to 

the process P+ is given by 
vo 

Using proposition I .3'.4 we see that the processes P and 
llo 

P+ are equal if and only if for all f E £ 1 (x,~,llo) we have 
vo 

dtJo dtJo dv dv
0 ( _, oT)(foT) (foT) (- oT)( O oT) 

dtJo ' dv
0 

-I dtJ
0

T . dv0T 

hence if and only if 

dtJ0 dtJ0 dv dv0 (I) oT = oT) ( O oT) 
-I (dv -I dtJo dtJ0T 0 dv0T 

+ + 
If the processes P and P are equal, then, since each of 

llo vo 
the Radon-Nikodym derivatives is pos1t1ve, it follows from 

dvo -1 
(I) that ~ is T ~-measurable. 

llo 
-1 -1 Conversely, for every set T A E T ~we have, using 

lemma 1.5.1 
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J dJ,Jo oT 
dv

0 
dv

0 
-1 dvo -I oT d dJ,JO 

T A dv0T llo 

J dJ,Jo 
dv

0 
-1 dv0T 

dv0 l-lo(A) dv0 
-1 dv0 A dv0T 

hence, if is T- 1 ~-measurable, then relation (I) holds 

..... 
and P 

J.Jo 

We conclude this section with a representation theorem 

for the backward processes associated with a transformation. 

THEOREM 1.5.1. Let T be a non singular measurable transforma­
-1 

tion in a measure space (X,~,lJ), and assume that (X,T ~,lJ) 
..... 

is a cr-finite measure space. Let P be a backward process 
llo 

associated with T corresponding to the measure J,JO ~ J.l• Then 

the mapping 

establishes a one-to-one correspondence between the class of 

backward processes associated with T and the class of func-
+ 11 tions h e: M (X,~,ll) such that E _1 h = I and h > 0. 

T ~ ..... 
If the function h corresponds to the process P , then 

JJo 

+ for all f E M (X,ft,J.J) • 
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+ 
exists. Since llo p 

llo 
PROOF. Assume 

lent measures -I 
we have on (X,T Ill), 

h 

then h > 0 since also 
d]Jo 
-- > 0, and d]J 

1 • 

and 1J are a-finite equiva-

0 < Ell 
dj.lo 

Define -- < "'· T-IIR dll 

Let P be another backward process which is mapped onto the 
\)0 

same function h. Then we have 

+ + 
and it follows by proposition 1.5.5 that P = P 

llo vo 
+ Now let h E M (X,IR,u) be a function such that h > 0 and 

I. Define the measure u0 on (X,IR) by 
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u
0

(A) for all A E 6t • 

Since the measure space (X,T- 16\,u) is a-finite, there exists 

an 6\-measurable partition (X
1
,x

2
, ••• ) of X such that 

"(T- 1X.) f i. Then for every i ~ ~ < ro or every 

-I 
u(T x.) 

~ 
< 00 • 

-1 . It follows that also the measure space (X,T 6t,u0) ~s a-

finite. From h > 0 we deduce u0 ~ u and by proposition 1.5.3 

the backward process P+ exists. It is clear from the con-
uO 

struction of u0 that the backward process P+ is mapped onto 
ua 

the function h. 

Finally, let P+ be any backward process associated with 
uo 

T. Then the relationship between h and u0 is given by 

+ For all f E M (X,6t,u) we have 

Define 

For all A E 6t we obtain by lemma 1.5.1 
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On the other hand we have 

hence 

and therefore r = d~T h. 
d~ 

It follows that the backward process P+ is given by 
llo 

+ for all f E M (X,~.~) . 

COROLLARY. If T is a non singular measurable transformation 
+ in a probability space (X,~.~), then the process P corre-

sponding to the transition x + T- 1{x} as introduced by Hopf 

[13], § 6, see also [9}, § 4, is the backward process P+. This 
ll 

is easily seen by taking h = I. 
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CHAPTER 11 

RECURRENCE PROPERTIES OF THE MARKOV SHIFT 

2.1. CONSERVATIVITY FOR BACKWARD PROCESSES 

For an invertible measurable transformation T in a cr-

finite measure space (X,~.~) E. Hopf [12] in 1937 has shown 

that X can be split up in a modulo ~ unique way into two 

parts C and D, named the conservative and the dissipative 

part respectively, such that for all subsets B E ~of C ~­

almost all points of B return to B under the action of T, and 

D is a countable union of wandering sets (a set W E ~ is said 

to be wandering if W n T-kw = 0 for all k ~ 1). 

Helmberg [8}, cf. also [22}, has shown that the condi­

tion of invertibility of T can be dropped. The conservative 

part is then characterized by the recurrence property for 

every subset and the dissipative part is again a countable 

union of wandering sets. 

In 1954, E. Hopf [13] has shown how to decompose the 

space X with respect to a Markov process P on (X,~.~). In 

[9], theorem 4, it is shown that the conservative part of X 

with respect to a transformation coincides with the conserva­

tive part of X with respect to the corresponding forward 

process, provided that the transformation T is negatively non 

singular. 

In this section we shall study the relationship between 
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the conservative part of X with respect to a Markov process P 

on (X,~.~) and the conservative parts of X for the corre­

sponding backward processes. In particular we shall consider 

the case when P is the forward process associated with a non 

singular measurable transformation on (X,~.~). 

DEFINITION 2.1.1. Let P be a Markov process on a a-finite 

measure space (X,~.~). The conservative part of X with re­

spect to P is the modulo ~ unique set C such that for all 
+ f E £ 1 (x,~.~) we have 

on C 

on X \ C • 

The dissipative part of X with respect to P is the set . 

D == X \ C. 

The existence of the partition as described in defini­

tion 2.1.1 has been shown by Hopf [13]. For a very elegant 

treatment of this subject the reader is referred to Foguel 

[41, chapter II. 

A Markov process P on (X,~.~) is said to be conservative 

on a set A E ~ if A c C. The following proposition shows that 

the conservative part of X can also be characterized in terms 

of the Markov operator on £ 00 (X,~.~), and therefore that the 

conservative part of X with respect to P is not changed if we 

replace the measure ~ by an equivalent a-finite measure v on 

(X,~). 

PROPOSITION 2.1.1. The following statements are equivalent 

for every set A E ~. 

i) P is conservative on A. 



00 

iii) For all B c A, B e ~ the sum L 
k=O 

unbounded if ~(B) > 0. 

Pkl is ~-essentially 
B 

PROOF. See Feldman [3], theorem 2.1 and corollary lb. 

PROPOSITION 2.1.2. Let P be a Markov process on a cr-finite 

measure space (X,~.~). Then for all A c C we have 
00 

L PkiA = oo on A, and there exists a partition (D
1
,o

2
, ••• ) 

k=O 
00 

of D such that L 
k=O 

PROOF. Let A E ~be a subset of C, and suppose 

I 
k=O 

Pkl ~ K < oo on B c A, u(B) < ""• Then 
A 

CO 
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and since I I pk 
B oo on B, we conclude u(B) o. It follows 

k=O 
00 

that I Pkl "" on A. 
k=O A 

The second statement follows from proposition 2.1.1 by 

an exhaustion procedure. 

The following property characterizes the conservative 

part of X by the non existence of on C subinvariant functions. 

+ PROPOSITION 2.1.3. For every f EM (X,~,u) with f < oo we have 

Pf ~ f on C =? Pf = f on C, fP $ f on C =? fP = f on C. 
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PROOF. See Foguel [4], chapter II theorem Band (2.10). 

PROPOSITION 2.1.4. Let C be the conservative part of a Markov 

process P on (X,~.~). Then we have Plc ~ le• ICP > 0 on C and 

ICP = 0 on D. 

PROOF. Since Plc $ le on C, we must have Plc= I on C, and 

therefore Plc ~ le. It follows that P1D = 0 on C, 

J<lcP)ID d~ = 0, hence 1CP = 0 on D. 

Finally, suppose lcP 0 on A c C. Then by proposition 

1.3.6 we have ICPk = 0 on A for every k, hence 

00 

Pkl Since t oo on A by proposition 2.1.2, it follows that 
k=O 

A 

~(A) = o. 

have PC = C -I c D. As a consequence we and P D 

The implications in proposition 2.1.3 do in general not 

hold for on C superinvariant functions. The following counter­

example has already been studied by Post [21] and is repro­

duced here in a slightly different way, fitting into the 

present context. 

EXAMPLE. Let (X,~.~) be the unit interval with the Borel sets 

and the Lebesgue measure, and consider the transformation 
+ 

Tx = 2x (mod I) on (X,~.~). Let P and P~ be the forward and 

backward process associated with Ton (X,~.~). Since~ is 

invariant, T and therefore P is conservative, and because of 

[9], corollary 5.1 or theorem 2.1.1 in this section, also P+ 
~ 



is conservative. From the propositions 1.5.2 and 1.5.3 we 
+ easily deduce that for all f e M (X,~,p) we have 

EP_
1 

foT-l = ~(f(!x) + f(~x + i)) 
T ~ 

in particular we have 

l + 1 1 I I 
-P=P -=-+--->- onX 
X X X x+J X 

Let us denote by C(P) the conservative part of X with 

respect to a Markov process P on (X,~,p). 

PROPOSITION 2.1.5. For every n we have C(P) = C(Pn). 

+ PROOF. Choose f e £ 1 (x,~.~) such that f > 0. Then 

oo on C(P) 
I 

k=O oo on X \ C(P) 

n-1 
Since L 

i=O 

. + n-1 . 
fP 1 e £ 1 (x,~.~) and I fP1 

> 0, we obtain 
i=O 

C(Pn) = C(P). 

PROPOSITION 2.1.6. Let P be a Markov process on a a-finite 

measure space (X,~.~) and let Po be a subinvariant measure 

for P equivalent to ~. Let p* be the adjoint process of P 
Po 

with respect to ~0 • Then C(P* ) C(P). 
~0 

PROOF. See Foguel [4], (7.2). 

PROPOSITION 2. 1.7. Let P be the forward process associated 

with a non singular measurable transformation on a o-finite 

measure space (X,~.~). Let ~O be a measure equivalent to p 

49 
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such that the backward process P+ exists. Then C(P+) c C(P). 
~0 ~0 

PROOF. The set X\ C(P) is a countable union of wandering 

sets. Let W be a wandering set such that ~(W) .< oo, 

lw E £ 1 (X,~.~). Proposition 1.5.3 shows that ~~~ 
then 

can be 

written as a finite product of functions, one of which is 

n s· · d · · f 11 h I +n o !WoT • 1nce W 1s wan er1ng, 1t o ows t at WP~0 = on W, 

\ ~ + hence L I~ < oo on W, W c X\ C(P ). 
n=l ~0 11o 

Tsurumi [23] has shown that this inclusion may be strict 

by producing an example of an ergodic measure preserving 

transformation on a probability space with a dissipative 
+ 

backward process. Let Q be this backward process, and Q any 
~0 

backward process of Q. Then by proposition 1.5.4 we have 
+ + 

Q, = P, and C(Q) = 0, C(Q ) =X. It follows that proposi-
~o ~o 

tion 2. 1.7 does in general not hold for all Markov processes 

on (x,~.~). 

We shall show now that Tsurumi's example is a special 

case of a general situation. In fact, if T is a measurable 

ergodic measure preserving transformation in a probability 

space (X,~.~), then all the backward processes, except the 

backward process corresponding to the invariant probability 

11, are dissipative. 

We start with a lemma which will be needed in the proof. 

LEMMA 2.1.1. Let (a )
00 

1 be a sequence of real numbers, with n n= 

a 
n 

log a 
> 0 for all n. If lim n < O, then L a < oo, 

n-+<» n n=J n 

"' 
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n 
PROOF. Put b =~. then lim log bn n 

log an 
lim < 0, hence 

n n-+«> n-+oo 
00 

lim b < I and l: a < ""· n n n-+«> n=l 

THEOREM 2.1.1. Let T be an ergodic measure preserving trans­

formation in a probability space (X,Ol,].l). Then all backward 

processes associated with T are dissipative except the back­

ward process associated with the invariant probability ].l, 

which is conservative. 

PROOF. We use theorem 1.5.1. Since 1J is invariant we have 
dlJT d].l =I, and every backward process is given by 

+ fph = h(foT) + for all f E M (X,Oi,J.l) , 

where h > o. + jJ 
I. h E M (X,Ol,v) and E -I h = 

T 4l 
00 

Since E £1(X,4i,J.l), it suffices to show l: lP+n 
< ""• 

n=l h 

unless h = I • For every n we have 

log !Pn 1 n-1 . 
__ ...;.h = - L (log h)oT1 • 

n n i=O 

We now have to consider two cases. 

i) log hE £ 1(X,4i,J.l). Then because of the individual ergodic 

theorem and the fact that the only invariant functions 

for an ergodic transformation are constants (cf. [6], 

p.l8 and p.25), we have 
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ii) 

lim l I log hoTi = flog h d~ • 
n-+<x> n i=O 

Since log h ~ h-1, we have 

and the equality sign holds if and only if h = 

Hence, if h is not identically I ' then because 
00 

I. 

of 

2. I. I we have l IP+n 
h 

< 00 and ph is dissipative. 
n=O 

lemma 

If h = I, then IP7 = I, l IP7n = oo, and P7 is conser­
n=O 

vative. Obviously, the case h = I corresponds to the 
+ backward process P . 
]J 

+ log h ~ £ 1 (x,~,lJ). Since 0 ~ (log h) < h, we have 

(log h)+ E £ 1 (X,~,lJ). Define for every k 

fk = max(log h,-k), then fk E £ 1 (x,~.~) and fk +log h. 

For every k we obtain 

n-1 n-1 
lim I ~ log hoTi ~ lim l ~ f oTi sup n L L k 
n -+ oo i=O n-+oo n i=O 

and therefore, if k -+oo 

1' I 
n-1 

hoTi lffi- l log - 00 . 
n-+oo n i=O 

00 

Again by lemma 2. 1.1 it follows that L IP;n < ""• and 
n=O 

+, 
Ph 1s dissipative. 



2. 2. SINGULARITY OF MARKOV MEASURES 

Throughout this section we shall assume that P is the 

operator in B(X,~) given by a transition probability as in 

definition 1.2.2, and (n' ,ut' ,M0,s') is the corresponding 

one-sided shift space with initial measure ~0 • 
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DEFINITION 2.2.1. Let T and T' be measurable transformations 

on the a-finite measure spaces (X,~,~) and (X'.~'.~'), re­

spectively. An isomorphism ~ from~ onto ~· is said to be an 

isomorphism from (X,~.~.T) to (X'.~·.~· ,T') if ~ satisfies 

~·(~A) • ~(A) and ~(T- 1 A) = T'-I(~A) for all A € ~. In this 

case the systems (X,~.~.T) and (X'.~' .~',T') are said to be 

isomorphic. 

PROPOSITION 2.2. 1. Let (n' ,~' ,M0,S') be the one-sided shift 

space for P with initial measure ~0 • Let (~ )
00 

0 be the se­n n• 
quence of marginal measures on (X,~) and let for every n M' 

n 
b~ the Markov measure on (Q',Qe) with initial measure ~n· 

Then S'-n is an isomorphism from (Q' (X! M' S') to 
' • n' 

PROOF. Obviously. sI-n is an isomorphism of oe.· onto ex· n,ro 

such that for all A € C(' we have S'-0 (S'-IA) = S'-l(S'-nA), 

and by proposition 1.2.2 and proposition 1.2.4 

M~(A) = JPx(A)~n(dx) = JPn(P.(A))d~O = 

= JPx(S'-nA)~O dx = M0(S 1-nA) • 

PROPOSITION 2.2.2. Let N0 and M0 be the Markov measures on 
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(0' ,Ot') corresponding to the initial measures v0 and ~O on 

(X,~) respectively. Then N0 << M0 if and only if v0 << ~0 . If 

~0 is a-finite and vo « ~o· then we have 

dN' _ dv
0 0 (w') ('IT' w') for M0-almost all w' E' O' dM' - d~o 0 . 

0 

PROOF. Assume v0 << ~0 . If for some A E ~· we have M0(A) = 0, 

then Px(A) = 0 for ~a-almost all X E X, and therefore for vo­
almost all x E X. It follows that also N0(A) = 0, hence 

NO « MO. 
If ~O is a-finite, then by proposition 1.2.4 also M0 is 

a-finite. It easily follows from the definition of M0 that 
00 

for every rectangle A= IT A
1
., where A. =X. if i > n we 

i=O 1 1 

have 

I 
dv0 

('IT 1 w')M'(dw') 
d110 0 0 

A 

f 
dv

0 
(xo)(IA P PlA )(x0 )~0 (dx0 ) N0(A) • 

d~o J 0 n 

From this relation we conclude 
dN' dv 

0 0 (w') = ('IT' w') 
dM0 d~0 o for 

M0-almost all w' E 0 1
, 

Now suppose N0 << M0. Define for every A E ~ the set 

A' E CJ! by A' = {w' I 'ITO w' EA}, then we have 

v0 (A) = N0(A'), ~O(A) = M0(A'). It follows that v0 << ~o· 

Now we define the two-sided shift space for a transition 

probability P on (X,~). 



DEFINITION 2.2.2. For every integer t let (Xt'"t) be a copy 
+eo 

ss 

of (X ,6i) , and put (.Q, ()() = n (Xt'"t). Let '!Tt be the projec-
t=-oo 

-I tion of .Q onto xt and CXt the a-algebra nt "t' For 
-oo :;; n < m :;; oo let <Xnm be the a-algebra generated by the cr-

algebras <Xt for n s t s m. 

For every measure M on (n,(X) and every integer n the 

marginal measure ~n on (X,6i) is defined to be the measure 
M'!T-1. 

n 
A measure M on (rl,~) is said to be a Markov measure for 

P if for every rectangle 

i > m we have 

+oo 
TI A., where A. 

i=-oo l l 
X. if i < n or 

l 

The shiftS on the space (.ll,ot) is the mappingS .Q + n 

defined by 1ft Sw = 1ft+ I w for every t and all w <: .ll. 

The system (rl,Cl,M,S) is said to be a two-sided shift 

space for P if M is a Markov measure for P. 

Note that if (.ll,Cl,M,S) is a two-sided shift space for P 
• • ( )+oo w1th marg1nal measures ~n n=-oo' we have ~np = ~n+l for all n. 

If the measure ~O is given, this relation uniquely defines 

the measures ~n with n > 0. However, the Markov measure M is 

in general, in contrast with the one-sided shift space, not 

uniquely defined by ~0 . In section 2.4 we shall consider some 

examples. It also may happen that no two-sided shift space 

for a transition probability P on (X,6i) exists. 

E~~PLE. Let (X,~) be the unit interval with the Borel sets, 

and define the transition probability P by 
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for all x E X and all A E ~ • 

Suppose there exists a two-sided shift space for P with 
• +eo marg1nal measures (~ ) • Then for every n there exists a n n=-co 

measure ~ on (X,~) such that ~ Pn = ~0 . It follows from -n -n 
the definition of P that therefore we must have 

I 
~0 ([-u ,1)) = 0 for every n, hence ~0 (X) = M(n) = 0. Contra-

2 
diction. 

PROPOSITION 2.2.3. Let (n,~,M,S) be a two-sided shift space 
+oo 

for P with marginal measures (~n)n=-oo' Let M~ be the Markov 

measure on (0 1
, ~') corresponding to the initial measure ~n· 

Then for every integer n the mapping ~ : 0(' ~ Ct defined n n,oo 
by~ (A')= {w <~ w,~ 1w, .•• ) E n n n+ 

A' } for all A' E ()t1 is an 

isomorphism from (Q' ()t' M' S') to (&'l {X M S) ' ' n' • n,oo' • • 

PROOF. Obviously, 

that for all A' E 

~ is an isomorphism of ~· onto \X . such 
n -I n,co 

(X' we have cp (S' AI)== S-I(~ A'). Moreover, 
n n · 

<X> 

for every rectangle IT A. E ()t', where A.= X. if i >m, we 
i=O 1 1 1 

have 

<X> f 00 M'( IT A.)= IA P ••• PIA d~ = M(cp (IT A.)) , 
n i=O 1 0 m n n i=O 1 

from which we deduce M'(A') = M(cp A') for all A' E ~'. 
n n 

Now we shall study some properties of Markov probabili­

ties for P on the two-sided product space (Q,()t). In particu­

lar, we shall derive a necessary and sufficient condition on 

the marginal measures under which the Markov probabilities 

are singular. 
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DEFINITION 2.2.3. Let (Q,C() be a measurable space, and M and 

N measures on (n,ct). The measures M and N are said to be 

singular (with respect to each other), in notation M .L N, if 

there exists a set A E et such that N(A) = 0 and M(n \ A) = o. 

PROPOSITION 2.2.4. Let M and N be Markov probabilities for P 

on (n,~) with marginal probabilities (~ )+
00 

, (v )+
00 

re-n n=-oo n n=-oo 
spectively. Assume 0 < o ~ I. If for every£ > 0 there exists 

an integer n and a set An e: ~n such that ~n(An) > 6-e. and 

v (A ) < s, then there exists a set A e: ~ such that M(A) ~ 6 
n n 

and N(A) = 0. Conversely, if there exists a set A E ~ such 

that M(A) ~ 6 and N(A) = O, then for every integer k and 

every e: > 0 there exists an integer n with n < k and a set 

A E ~ such that ~n(An) 
i<o - s) and vn(An) 

2e: 
> 

I Ho - s) 
< ---n n - 6 - E: 

PROOF. For every positive integer i there exists an integer 

and a A E ifl such that (A ) l and n. set ~n. > 0--. 
~ n. n. n. 2~ ~ ~ ~ ~ 

v (A ) < -. . Define A. {w 'JT (w) € A } ' then n. n. 2~ ~ n. n. 
~ ~ ~ ~ 

00 

M(A.) > 6 and N(Ai) 
1 Put A.,. n A.' then it - 2i 

< ......,... • u 
l. 2~ kcJ i=k ~ 

follows that M(A) :<: o and N(A) 0. 

Conversely, assume there exists a set A E Ut such that 

M(A) ;;;: 6 and N(A) = 0. For every integer k define 
k 

irk n~-oo lXn,oo' then Jfk is an algebra generating ~. Since 

M+ N is a finite measure on (n,U() for every e: > 0 there 

exists a set A' e: irk such that (M+ N)(A ~A') < e: (cf. [5] 

§ 13 theorem D), hence M(A') > o-s and N(A') < s. There ex-

ists an integer n < k such that A' e: ~ • n,oo 
Let the mapping w : Q + Q' be defined by 
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for all w € n ' 

then, by proposition 2.2.3 with ~n = ~-l, we obtain for all 

A E ~ M(A) = M'(~A) and N(A) = N'(~A), where M' and N' n,co n n n n 
are the Markov measures for P on (!1' .~')with initial measure 

p and v respectively. Put A = {x I P (~A'} > ~(o - €)}, n n n x 
then we obtain 

o-e: < M(A 1
) = JP (~A')p (dx) + x n IPx(~A')J.Iin(dx) < 

X\An 

hence 

hence 

A 
n 

!<o - e:) 
Pn(An) > 1 - }(o - e:) 

e: > N(A I) ~ JP (~A')v (dx) x n 
An 

~ ~(o - e:)v (A ) , n n 

This proposition gives (for 6 = I) the following crite­

rion for the singularity of M and N: M i N if and only if 

there exists a decreasing sequence (ni)~=l of integers and 

for every i a set A E 6l such that lim p (A ) = :! and 
ni ni i~ ni ni 

lim V (A ) = 0. 
i-+oo ni ni 

However, we can improve this result by using a martin-

gale theorem. To this end, we shall use the p-function, which 

has been introduced by Kakutani [141 in order to show that 

two product probabilities in a product space, of which the 

marginal probabilities are pairwise equivalent, are either 



equivalent or singular. 

DEFINITION 2.2.3. Let P be the class of probabilities on 

(X,IR). For every 11
0 

E f! and every v
0 

E P we define 

where 11 E :P is chosen such that llo « 11 and v0 « ll· 
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Such a probability 11 certainly exists, one can take for 

instance !<llo + v0). It is easily verified (cf. [14]) that 

the value of p(\l0 ,v0) does not depend on the choice of ll· 

For convenience of the reader we also give a proof of the 

following proposition due to Kakutani. 

PROPOSITION 2.2.5. llo ~ v0 if and only if P(ll0 ,v0) = 0. 

PROOF. Choose ll Ej) such that 11 0 << ll and v0 << 11, and define 

d11 0 dv0 
A = supp dll B = supp ~ 

If 110 ~ v0 then there exists a set A0 E IR such that 

110 (x \ A0 ) = o and v0 (A0) = 0. This implies 

0 ' hence 

0 hence B c X \ A0 [ll] • 

It follows that ll(A n B) = 0, and therefore P(ll 0 ,v0) = 0. 

Conversely, if P(ll0 ,v0) = 0, then we necessarily have 

ll(A n B)= 0, hence llo(A) = I, v0 (A) = 0 and llo ~ v0 . 
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In the next theorem Px will mean the p-function as in 

definition 2.2.3 on the class of probabilities on (x,an,, and 

Pn means the p-function on the class of probabilities on 

(Q, 00. 

THEOREM 2.2. I. Let M and N be Markov probabilities for 'P on 
. . +eo +oo 

(Q,C() w1th marg1nal probabilities (~ ) , (v ) , re-n n•-oo n n=-oo 
spectively. Then 

pQ(M,N) = lim Px(~n'vn) • 
n-+-oo 

In the proof of this theorem we need the following 

result. 

LEMMA 2.2.1. Let (X,~.~) be a a-finite measure space, and 

(f)"" 
1 

and (g)"" 
1 

be sequences in t+1 (x,~.~) converging in n n= n n= 
£ 1 (x,~.~) to the functions f and g respectively. Then 

lim f ~ ~ d~ = f If /g d~ • 
n-+oo 

PROOF. Since 

I If - lfl 2 = I f - f I n n 

we see that the sequence (~):=! converges in £ 2 (x,~.~) to 

If, and similarly, the sequence (~)==I converges in 

£ 2 (x,~.~) to /g. The statement now easily follows from the 

continuity of the inner product in £
2 

(X ,tR, ~) • 

PROOF of theorem 2.2.1. Put L =~(M+ N), then also Lis a 

Markov probability for P on (rl,CX), with marginal probabili­

ties An= !C~n + vn)' -oo < n < ""· Define on (Q,O(,L) the 

functions 



f 
n 

d].l -n = -- O'lf dl. -n 
-n 

For every n and for every A E (X we have -n,oo 

JEL f dL 
Cl-n 00 A , A 

I dM dL = M(A) 
dL 

on the other hand, we also have in view of the propositions 

2.2.2 and 2.2.3 for all A E fY vt-n,oo 

JM(dw) = M(A) 

A 

It follows that EL f • f for every n; the sequence 
Ct-n "" n , 

(f )"" 1 is a martingale on (O,Q(,L) with respect to the se­n n= 
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quence of cr-algebras (~ )"" 
1

• Applying proposition IV.5.6 
-n,oo n= "" 

in [18}, we see that the sequence (fn)n=l converges in 

£
1
(o,O(,S) to some function h. Applying the proposition 

again, we obtain for every n and for every A E CC -n,oo 

JfdL = 
A 

JhdL, and therefore also for every A E 0{ this rela­

A 
tion holds. Hence f = h. Similarly, we show that the sequence 

"" (gn)n=l converges in £ 1(0,0t,L) to g. Hence by lemma 2.2.1 

Since 

lim 
n-+<» 

If vg dL = flf /g dL , n n 
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~dv -n 
~ -n 

o1T -n dL 

= J~ ~ d:X-n =px(u_n,v-n) 
X 

we obtain the statement of the theorem. 

It follows from this theorem that two Markov probabili­

ties M and N for P are singular if and only if for the corre­

sponding marginal probabilities (u )+
00 

and (v )+oo respec-n n=-oo n n=-oo 
tively we have lim p(un,vn) = 0. 

n->-oo 

THEOREM 2.2.2. Let M and N be Markov probabilities for P on 
• • , +® +oo 

(Q,(X) with marginal probab1l1t1es (u ) and (v ) re-n n=-oo n n=-oo 
spectively. Then M i N if and only if for every e > 0 there 

exists an integer N such that for all n < N we can find a set 

An E: ~n such that un(An) > l-e and vn(An) < e. 

PROOF. The sufficiency of the condition follows (with o = 1) 

from proposition 2.2.4. The necessity is a consequence of 

theorem 2.2.1 and the next lemma. 

LEMMA 2.2.2. Let P be the class of probabilities on (X,~). 

For every u0 E: :P and for every v
0 

E: P there exists a set 

A E: ~such that u0 (A) z - p(u0 ,v0 ) and v0 (A) ~ p(u0 ,v0). 

du0 dv
0 PROOF. Put A= {x I --- > ---}, where u E: Pis chosen such 

dll - du 
that u0 << u, v

0 
<< ll• Then it follows that p(u0 ,v0) z v0 (A), 

p(u0 ,v0J ~ u0 (x \A), and therefore u0 (A) 2 I - p(u0 ,v0). 
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2. 3. CONSERVATIVITY FOR MARKOV SHIFTS 

Throughout this section P will be the operator on B(X,~) 

determined by a transition probability. (Q 1 .~') will be the 

one-sided product space of (X,~). 

Let (Q,(K,M,S) be a two-sided shift space for P. Harris 

and Robbins [7] have shown that if the marginal measures 
+"" (~ ) are all equal to a a-finite measure ~O on (X,~) and n n=-oo 

if statement ii) of the next proposition holds with A = X, 

then the shiftS is conservative on (Q,O(,M). In this section 

we shall generalize this result (cf. theorem 2.3.1 and theo­

rem 2.3.2). 

PROPOSITION 2.3.1. For every B € ~define 

{w' e Q' 

{w' € Q' 

n' w' € B for at least one n ~ 1} 
n 

n' w' € B for infinitely many n} 
n 

Let ~O be a a-finite measure on (X,~). Then the following 

statements are equivalent for every set A e ~. 

i) 

ii) 

V p (B ) = 
B€~,BcA X 1 

V p (B ) 
Be~,BcA x oo 

for ~0-almost all x € B; 

for ~0-almost all x € B; 

iii) for every a-finite measure ~ on (X,~) such that v0 << v 
and such that P induces a Markov process on (X,~.~) we 

have ~0 (A \ C) = 0, where C is the conservative part of 

the Markov process on (X,~.~). 

In the proof of this proposition we need the following 

lemma. 

LEMMA 2.3. 1. Let (X,~) be a measurable space, and let ~O and 
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~ be measures on (X,~) such that ~O << ~. Assume ~ is a­

finite. Then there exists a set N E ~ such that ~0 (N) • O, 

and the restrictions of the measures ~ and ~O to X \ N are 

equivalent. 

PROOF. The class J3 = {B E ~ I ~0 (B) = O, p(B) > 0} is closed 

under the operation of taking countable unions. Let N be the 

modulo p largest set of ~. then p0 (N) = 0, and on X \ N we 

have Po"" ~. 

PROOF of proposition 2.3.1. 

i) ~ iii). Let N be the ~0-null set as in lemma 2.3.1. If 

p0 (A \ C) > 0, then also p0 (A \ (C u N)) > 0, and therefore 

p(A \ (C u N)) > 0. By proposition 2.1.1 there exists a sub­

set B of A \ (C u N) such that 

"' 
u{x E B I ( I I 8 (PIX\B)k Pl 8)(x) ~ I} > 0 • 

k=O 

Since for all x E B we have 

00 

Px(B 1) = ( I I 8 (PIX\B)k PJ 8)(x) 
k•O 

and Po"" ~on B, we obtain ~0 {x E B I Px(B 1) ~ 1} > 0, 

contradiction, 

iii) ~ ii). For every set B e: ~define the set Bn by 

Bn = {w' e: Q1 I 1r! w' i. B for all i :2: n, 1T
1 

1 
w' e: B} , 

1 n-

then for all x E B we have 

p (B ) 
X oo I - I 

n=l 
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"' positive linear operator on B(X,~) and f 1 $ f 0 , (fn)n=O is a 

decreasing sequence of non negative functions in B(X,~) and 

lim fn = f exists. Since fn+l $ Pfn ~ I for all n, the func-

tion f satisfies f $ Pf ~ I. 

For every n and for all x € X we have 

Let ~ be a a-finite measure on (X,~) such that u0 << u and 

such that the operator P may be considered as a Markov opera­

tor in .C,(X,~,11). Such a measure exists by proposition I .4.3. 

Let C be the conservative part of X with respect to P. 

By applying proposition 2.1.3 on the function 1 - f, we 

see that Pf = f = IX\Bf u-almost everywhere on C. Hence, if B 

is a subset of C, we obtain P (Bn) = 0 for 11-almost all x € X 
X 

for every n, and therefore Px(B
00

) = I for u-almost all x € B. 

Let N be the u0-null set as in lemma 2.3.1. If 

110 (A \ C) = 0 then for every subset B of A we have 

~0 (B \ (C \ N)) = 0. Since obviously (B n (C \ N)), c B"', 

for all x € X we have 

P (B n (C \ N)) ~ P (B ) ~ I . 
X "' X 00 

We have just shown that for 11-almost all x € B n (C \ N) we 

have P (B n (C \ N)) = 1. Since on B n (C \ N) the measures 
X "' 

~ and ~O are equivalent, we obtain that for ~a-almost all 

x E B n (C \ N), and therefore for ~a-almost all x € B, we 

have Px(B,) = I. 

ii) ~ i). Since for every BE~ we have B
00 

c B1, we have for 
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every x EX Px(B~) ~ Px(B 1) ~ l, from which the statement 

follows. 

DEFINITION 2.3.1. For every n ~ I define 

n-1 
IT (Xt ,tRt) , 

t=O 

~ 

n n) where (Xt,tRt (Xn,tRn) for all t. Let the mapping~ 

be defined by 

~(w') (1T0(w') , ••• ,1r~_ 1 (w' )) for all w' E Q' 

For every measure ~0 on (X,tR) let M0 be the corresponding 
n n. n Markov measure on (Q' ,0{'). Then the measure ~O on (X ,tR) is 

defined by 

for all A ~ tRn • 

The function P' on (Xn x ~) is defined by 

P ' (( ) A) PX (S'-lm -lA) xo· .•• ,xn-1 ' = 'f 

n-1 

for all (x
0

, ••• ,xn-l) E Xn and all A E tRn, where S' is the 

shift in (Q', Ot'). 

PROPOSITION 2.3.2. The function P' on Xn x tRn is a transition 

probability on (Xn,tRn). If M0 is the Markov measure on 

(Q", ~') for P' with initial measure ~g, and s" is the shift 

in (Q", (X"), then the mapping T : <X." -+ ()(' defined by 

~ (A") = { ' I ( ( 1T I I ~ ' ' ) ( I I ' ' ) ) E A" } ' w Ow ,. • · '"n-lw ' 1TnW , .. • '1T2n-lw •· • • 

for all A" E <X", is an isomorphism from (!1", ()C' ,M0,s") to 
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(n• tvr M' 8 ,n) 
,VI. • 0' . 

PROOF. The fact that P' is a transition probability on (Xn,&f) 

is a consequence of proposition 1.2.3. Obviously T is an iso-
-1 -n morphism of Of." onto oe such that TS" A = sI TA for all 

A E ()(". 

It follows from the definition of P' that for every n­

tuple (f0 , ••. ,fn-l) of non negative functions in B(X,~) we 

have 

00 

Consider the rectangle A JT At, where At 
t=O 

xt if t > rn-1. 

M"(-r- 1A) 
0 

We conclude that the mapping T 

preserving. 

P' I dJ,P 
A( 1) x ••• xA I 0 r- n rn-

(X" -+ <X' is also measure 

PROPOSITION 2.3.3. Let u0 be a a-finite measure on (X,~) such 

that P can be considered to be a Markov process on (X,~,u0 ). 
Let C be the conservative part of this Markov process. Let M0 
be the Markov measure on (n' ,at') for P with initial measure 

u0 , and let (un):=o be the sequence of marginal measures. 
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Then the following statements hold: 

i) For all n we have ~n >> ~n+l' On C we have ~O ~ ~n for 

every n. 

ii) The shiftS' is negatively non singular on (n',Ot' ,M0). 
The restriction of S' to C~ = {w' I TI~ w' E C for all n} 

is non singular. 

PROOF. 

i) n Suppose ~n(A) = 0, then P lA= 0 ~0-almost everywhere. 

Since P can be considered as a Markov operator in 
n+l 

£ 00 (X,~.~0 ), it follows that also P lA= 0 ~0-almost 
everywhere, hence ~n+I(A) = 0 and ~n >> ~n+l. If A cC 

00 

and ~0 (A) > 0, then by proposition 2.1.2 I 
k=O 

= 00 

~0-almost everywhere on A, hence for every n 

on a set of positive ~0-measure and therefore ~n(A) > 0 

for every n. 

ii) Suppose for some A E Ut' we have M0(A) = 0. Then 

Px(A) = 0 for ~0-almost all x E X. Since P can be con­

sidered as a Markov operator in £ 00 (X,~.~0 ), we obtain by 

proposition 1.2.4 

Now suppose A cC' and M0'(A) > 0. Then P (A) > 0 on a 
oo X 

subset of C of positive ~0-measure. Then 

since on C ~O and ~I are equivalent. This shows that 
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the restriction of S' to C! is non singular. 

PROPOSITION 2.3.4. Let ~O be a cr-finite measure on (X,~) such 

that the operator P on B(X,~) induces a Markov process on 

(X,~.~0 ). Let e be the conservative part of this process. Let 

P', (Xn,~n), ~~be as in definition 2.3.1. Then the operator 

P' on B(Xn,~) induces a Markov process on (Xn,~n,p~) of 

which the conservative part is the set 

PROOF. Let~ : n' ~ Xn be the mapping as in definition 2.3.1. 

Assume for some A € ~n we have ~~(A) = 0. Then 

JPx(~- 1 A)v0 (dx) = 0 , 

-I 
hence Px(~ A) = 0 for ~0-almost all x € X. 

since by the previous proposition we have ~n << v0 . It fol­

lows by lemma 1.3.1 that the operator P' induces a Markov 
n n n 

process on (X .~ .~0). 
Suppose P' is not conservative on en. Then by proposi­

tion 2.1.1 there exists a set A c en with ~~(A) > 0 such that 

"" 
(I) L P'klA is ~~-essentially bounded on (Xn,~n). 

k=O 
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Let the function g E B(X,~) be defined by 

for all x E X , 

then 

n n -1 
1 Because of 110 (A) > 0 and A c C , we have P. (qJ A) > 0 on a 

subset of C of positive 110-measure. It follows by proposition 

2.1.4 that 

J(ICP)(P.(qJ-IA))du0 > 0 • 

X 

Define for every set BE~ B' = x0 x ••• x Xn-Z x B. 

Then by definition 2.3.1 

Define for every non negative f E B(X,~) f'(x0 , •.• ,xn_ 1) = 
= f(x

0
_ 1), then we deduce 

(3) (P'f'){x0 , ••• ,x 1) = (Pnf)(x 
1
) • n- n-

Applying this property to the function g, we obtain 

Denote the second member of this equality by s(x 1). Since n-
by (I) the first member is 11~-essentially bounded, s is a 

u 1-essentially bounded function of x 1• n- n-
Put se = Ics• and sD = Ins• then by proposition 2.3.3 

sC E £oo(X,~,u0 ). Moreover, by proposition 2.1.4, Pins= 0 



v0-almost everywhere on C. It follows that ~0-almost every­

where on C 

CO 

\' k n-1 
L P g = s + ••• + P s =se+ PsC + 

k=O 
••• + < "' ' 

hence, as a consequence of proposition 2.1.2, we obtain 

v0(C n supp g) = 0, which contradicts (2). 

The set en therefore must be a subset of the conserva­

tive part of Xn with respect toP'. 

Now define for 0 ~ i ~ n-1 the sets Bi ~ ~n by 

< i, x. E D} • 
l. 
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Since PID = 0 u0-almost everywhere on C, we obtain v~(Bi)= 0 

for all i > 0. 
00 

Consider the set B0 . Let (Di)i=l be a partition of D 

such that for all i l Pkl E £ 00 (X,~,u0), and define 
k=O Di 

Di = {(x0 , ..• ,xn-l) x0 E Di}, then (Di)~=l is a partition 

of B
0

• For every i we have 

hence 

Pkn+J 1 ) (x ) 
D. n-1 

l. 

by (3). 

Since the right-hand side is v0-essentially bounded, and 

therefore vn_ 1-essentially bounded, we obtain 
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t: 
k=l 

n n n is ~0-essentially bounded on (X .~ ) , 

hence, for every i, Di, and therefore B0 , belongs to the dis­

sipative part of xn with respect to P'. 

Since (Cn,B0 , ••• ,Bn-l) is a partition of Xn, the propo­

sition is proved. 

We now shall discuss some recurrence properties for the 

shift in the one-sided and the two-sided shift space. We 

first give the following definition. 

DEFINITION 2.3.2. Let T be a measurable transformation in a 

measure space (X,~.~). A set A € ~is said to be a recurrence 

set if for ~-almost x E A we have Tnx E A for infinitely many 

n. 

The next proposition is essentially part of the proof of 

theorem 1 in the paper of Harris and Robbins [7]. 

PROPOSITION 2.3.5. Let T be a measure preserving transforma­

tion in a a-finite measure space (X,~.~). Let 0t be an alge­

bra generating ~ such that every A € ~ is a recurrence set. 

Then T is conservative on X. 

PROOF. Let W be a wandering set of finite measure. Choqse 
"" ! -1 

e > 0 and A € 0( such that ~(A ~ W) < e. Since A c u T A, 
n=l 

there exists an integer N such that 
N 

~(A \ u 
n=l 

Then 

. N-1 
0 = ~(T-NW n u T-iW) 

i=O 

N-1 
> ~(T-NA n u T- 1W) - e = 

i=O 



N-1 I ~(T-NA n T-iw) 
i=O 

- € 

N-1 
I ~(Ti-NA n W) - g ~ 

i=O 

-i T A n W) - e > u(A n W) - 2e , 

73 

hence u(W) s ~(A n W) + u(A 8 W) < 3e. It follows that 

u(W) = 0, and T is conservative on X. 

For a proof of the following proposition the reader is 

referred to Wright [24]. 

PROPOSITION 2.3.6. Let T be a measurable transformation in a 

measure space (X,~.~). Let A E ~ be such that u-almost all 

x e A return to A under the action of T only a finite number 

of times. Then A is (modulo ~) a countable union of wandering 

sets. 

THEOREM 2.3.1. Let (n',at',Mo,S') be the one-sided shift 

space for P with initial measure ~0 • Let u be a a-finite 

measure on (X,~) such that P induces a Markov process on 

(X,~.~) and u0 << u. Let C be the conservative part of this 

process, and define C' = {w' I u~(w') E C for all n}. Then 

the following statements hold. 

i) For every n (< oo) and every A E Ct0• , A n C' is a re-n oo 

currence set for S'. 

ii) The set Q' \ C~ belongs to,the dissipative part of n' 
with respect to S'. 

iii) If there exists a a-finite measure 
dv dv dv 

supp du = C and d~ P = du , then 
tive part of n' with respect to S'. 

v such that v << u, 

C' is the conserva-
"" 
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PROOF. Let M' be the Markov measure corresponding to the 

initial measure ~, then by proposition 2.2.2 we have 

M0 <<M'. Hence, it suffices to prove the theorem for the 

one-sided shift space (n' ,()t' ,M' ,S'). 

then 

Define for every n ~ 0 the set Xn by 

Xn • {w' I ~i<w') € Cif i < n, 1T' (w') c: D} '• n 

(X )= 0 is a partition of 0 \ C'. Since ICP! 0 
.. Qi 

n n• 00 
ll-

almost everywhere, M'(Xn) = 0 for every n ~ 1, and in order 

to show ii), we only have to show that the set x0 belongs to 

the dissipative part of 0 1
• 

"" Let (Di)i=l be a partition of D such that for every i 

We may assume ll(Di) < "" for every i. 

Define Dl. {w' I ~o'(w') (D.}, then (D!)~ 1 is a parti-
l. 1 ]. 1= 

tion of x0. Let D! be the set of points w' of D! for which 
1,n . k 1 1 

there exists an integer k ~ n such that S' w' e Di, then 

00 

• u {w' I ~0 <w') € ni' ~k<w> e nil , 
k-n 

M' (Dl ) S 
l. ,n 

which, by the dominated convergence theorem, tends to•O if 

n ~ ""• It follows that M'-almost all points of D! return to 
1 

Di under S' at most a finite number of times, hence bt propo-

sition 2.3.6 every set Di, and therefore x0 , must be a subset 



75 

of the dissipative part of O' with respect to S'. 

Suppose B' • {w' I ~0 (w') e B} ~ 0(0, and B c c. Then by 

proposition 2.3,1 M'-almost all points of B' return to B' 

under S' infinitely often. Since M' (B' n x0) • 0, also M-almost 

all points of B' n C~ return to B' under S' infinitely often. 

Since, if these points return to B', they obviously return to 

B' n c~, it follows that B' n C~ is a recurrence set forS'. 

Suppose A e ~o' 1 n C'. Consider the isomorphism be-,n- "" 
tween (rl",(X",M",S") and (O',<X.' ,M' ,S'n) as in proposition 

2.3.2. Under this isomorphism, the a-algebra oto,n-l c Ot' 
corresponds to the a-algebra cr0, Let the set C~ correspond 

to the set c:, then by proposition 2.3.4 the set c: indeed is 

the product of the conservative part of Xn with respect to P' 

and the measure ~n. Now it follows that M'-almost all points 

of A return to A infinitely often under S'n, hence A is a 

recurrence set. 

Finally, let the measure v on (X,~) satisfy the condi­

tions in iii), and let N' be the Markov measure on (O',Ct') 

for P with initial measure v, then N' <<M'. If A e 0(', 
A c C~, has positive M'-measure, then Px(A) > 0 on a subset 

of C of positive ~-measure. Since ~ ~ v on C we also have 

Px(A) > 0 on a subset of C of positive v-measure, and there­

fore N'(A) > 0, It follows that the measures M' and N' are 

equivalent on (C~,Ct' n C~). Moreover, for every A eat' n C~ 

we have 

N'(S'-lA) • JPx(S 1-IA)dv • J :~ P(P.(A))d~ • 

• J(P,(A))dv • N'(A) , 

hence S' is a measure preserving transformation in 
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(C.!,,()(' n C.!,,N'). 

Since by the equivalence of N' and M' every set in 

f 

u C.X.' n C' is an alge-
O,n "" n•O 

(X n C' is a recurrence set, and 
O,n "' 

bra generating ~. it follows by proposition 2.3.5 that S' is 

conservative on (C~, U(' n C~,N'), and therefore on 

(C' 0t' n C' M'). oo' eo' 

The next theorem is an immediate consequence of theorem 

2.3. I and proposition 2.2.3. 

THEOREM 2.3.2. Let (O,~,M,S) be a two-sided shift space for 
• • ( )+"" P w1th marg1nal measures un n•-oo' Let u be a a-finite mea-

sure such that un << u for all n and P induces a Markov pro­

cess on (X,~,u), of which the conservative part is C. Define 

C, • {w I 1Tn(w) E C for all n}, then 

i) 

ii) 

for every A E ~ , -eo < n s m < "'• the set A n c_ is a 
n,m -

recurrence set for S. 

n \ coo is a subset of the dissipative part of n with re­

spect to S. 

' The analogon of property iii) in theorem 2.3.1 would be 

the statement: if there exists a a-finite measure v << u such 
dv dv dv 

that for all n un << v, diP = du , and supp du • c, then C
00 

is the conservative part of n with respect to s. 
However, in the next section we shall give an exa~ple 

that this statement is false. 
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2. 4. SHIFT SPACES FOR THE MARKOV PROCESSES INDUCED 

BY A MEASURABLE TRANSFORMATION 

Throughout this section, T will be a non singular mea­

surable transformation on a a-finite measure space (X,<R,Il); P 

will be the forward process on (X,<R,Il) associated with T and 

P+ will be the backward process associated with T for a mea-
v 

sure v ~ ll such that (X,T- 1<R,v) is a-finite. 

We shall make the assumption that, just as the process 

P, the process P: is given by a transition probability, and 

therefore that for every initial measure there exists a one-
-+- fl • .. sided shift space for P . Th1s assumpt1on 1s not a very 
\) 

strong one: e.g. if T satisfies TX E <R, where X is a complete 

separable metric space and <R the a-algebra of Borel sets of 

X, then it follows from proposition 1.5,3 and theorem 7. I in 

the book of Parthasarathy [20] that the assumption is ful­

filled. 

If P and Q are Markov processes on (X,<R,Il), then PQ will 

denote the Markov process which is determined by 

(PQ) (f) = P(Qf) 

It is easily seen that the same relation holds for all 
+ f EM (X,<R,].l), and that for all f E £ 1(X,<R,Il) and for all 
+ f E M (X,<R,Il) we have f(PQ) = (fP)Q. 

PROPOSITION 2.4.1. Suppose n > 0 and -n (X, T <R,J.l) is a a-finite 

measure space, Then we have 

P+n Pn ,. I ; Pn p+n Ell Ell 
\) \) T-n<R T-n<R 



78 

PROOF. Let h be the function corresponding to the backward 
+ + I 

process Pv as in theorem 1.5. I. Then for all f € M (X,~.~) 

and for all A € ~ we have 

JP: Pf d~ • I (lA P:)(foT)d~ • I :~T h(IAoT)(foT)d~' 
A 

hence p• P = I and therefore P+n Pn • I. 
V V 

The second statement actually says that every function 

f M+ (X T-nn ) • • • n p+n • 'h € , ~.~ 1s 1nvar1ant under P , wr1tten to t e 
+ -n , left of f. For every f € M (X,T ~.~) there exists a un1que 

function g € M+(X,~.~) such that f • goTn. Then we have' 

n 
LEMMA 2.4.1. Let (~i)i•O be a sequence of measures on (X,~) 

such that for every i ~i << ~ and 

n Then for every sequence (Ai)i=O in ~we have 

PROOF. By proposition 1.3.4 we may assume that~ is a cr~finite 
-1 . • 

measure on (X,T ~). Let h be the function corresponding to P 
V 

as in theorem 1.5.1. For all f € M+(x,~.~) and for all 
+ g € M (X.~.~) we have for every measure ~O << ~ 



Using this formula, we obtain 

I -1- + 
• (P (IA P \) 2 \) 

•••• = 

PIA PIA d!l • 
I 0 n 

THEOREM 2.4.1. Let (S'l" CX" M" S") be the one-sided shift • • 0. 
space for the process P: with initial a-finite measure 
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llo << ll· Then there exists a unique measure M on (O,C() such 

that (n,Ot,M,S) is a two-sided shift space for P and the 

mapping cp : ot" -+ ex defined by 

cp(A") • {w I (1f0w,1f_ 1w, ••• ) eA"} 

for all A" E ot" is an isomorphism from (O" ,CX" 1M(),S") to 
-I 

(O,Ul_=,O'M,S ), 
Let N be another Markov measure for P on (0,~) with 

• ( )+= • i . marg1nal measures v.n n•-=' such that cp LS an somorph1sm 

from (n",<X" ,N0,S") to {(l,(X_=,O'N,S-l), where (O",O(",N(),S") 
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is the one-sided shift space for P: with initial measure v0 • 

Then N << M if and only if v0 << ~0 • In this case we have 

dN dvo 
-dM (w) =- (n w) 

d~0 o for M-almost all w ~ n • 

PROOF. Let (n' .~' ,M0,s') be the one-sided shift space for P 

with initial measure ~0 • Let for every x ~ X Px be the prob­

ability on 0(' as in proposition 1.2.3. If we define for 

every w" e n" and every A' e (}{,' 

Q(•·•",A') = P (S'-IA') 
..,. 1T "w" ' 

0 

then Q is a transition probability from (n",Ot") to (n',()t'). 

Let M* be the measure on (Q"' CJC') X (n I 'ex•)' defined as 

in proposition 1.2. I with the measure Mi) on (Q", OC') and the 

transition probability Q. 

by 

Define the mapping 1/J of (O",OC') x (O' ,()t') onto (Q,()() 

'Tini/J(w" ,w') = In" (w") 
-n 

n' (w') 
n-1 

ifn~O, 

if n > 0 , 

then 1/J is a one-to-one and bimeasurable mapping. Hence, the 

set function M on (O,~) defined by M(A) = M*(I/J-IA) for all 

A ~ Ot indeed is a measure on (Q,O{.). 

Let (~ 11 )
00 

0 be.the sequence of the marginal measures of n n= 
M0. If f is a non negative function in B(X,IR) and if A" is 

the rectangle IT At, where At = Xt if t > n, then it follows 
t=O 

from lemma 2.4.1 that 



since for every i ~ 0 we have 
dl!'.' dl!'l..'+l __ l. p+ d 
du v • ~ ' an 

dl-l" du'.' dJJ'.' 
i+l l. + l. 
~ P = du Pv P = du by proposition 2.4.1. 

+oo 
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PIA f du" 
0 n 

Now consider the rectangle A = !I At, where At = Xt if 
t=-oo 

t < n or t > m. We may assume n < 0 and m > 0. Put 

A" = n 
t=O 

A" where A" = A for all t ~ 0, and A' = t' t -t IT A~, 
t=O 

where A~ = At+l for all t ~ 0. Then 

M(A) 

= JIA P ••• PIA du~n (cf. proposition 1.2.3). 
n m 

It follows that the measure M on (O,Ot) indeed is a Markov 

measure for 

n ::> 0, and 

P on (0,~) with marginul 

dJJn = dJ.lo n 
dl-l dl-l F if n > 0. 

measures \.1 = 1-l" n -n if 

It is clear from the construction of M that the mapping 

m : (){ 11 ->- r"' as ,. V\.._oo,Q 
from (G",ot",M(j,S") 

The uniqueness 

defined in the theorem, is an isomorphism 
-1 

to (0,~-oo 0,M,S ). 
' of M follows from the fact that a Markov 

measure for P on (O,Ot) is uniquely defined by the sequence 
+"" (un)n•-oo of the marginal measures. In this case, these mar-

ginal measures must satisfy 



82 

and therefore indeed are unique. 

Finally, assume v
0 

<< ~0 , and let N be the measure on 

(O,Ot) constructed as above with initial measure v0 instead 
+oo 

of ~0 • Let A be the rectangle n At, where At .. Xt if 
t=-oo 

"" 
t < n < 0 or t > m > 0. Again, put A" • IT A" with A" 

t•O t t 
"'A -t 

"' 
for all t <: o, and A' = n A' with A~ • At+l for all t <: o. 

t=O t 

Then it follows from the construction of M and N and prcposi-

tion 2.2,2 that 

fl ( ") dvo (1r 11 w")Q (A' )M"(dw") .. 
• A" w d~o o 1r0w" o 

hence N « M. 

Conversely, if N <<M, then in particular we must have 

N0 << M() and therefore by proposition 2.2.2 v0 << ~0 • 

PROPOSITION 2.4.2. Let T be a measurable measure preserving 

transformation in a a-finite measure space (X,~.~). Let P be 
+ 

the forward process and let P be the backward process for ~ 
1J 

corresponding to T. Then there exists a Markov measure M for 

P on (O,~) with marginal measure lJn • 1J for all n such that 

(O,Ct,M,S) is a two-sided shift space for P and (O,~,M,s- 1 ) 
i . . + s a two-s~ded sh~ft space for P1J, 

PROOF. Let (O,~,M,S) be the two-sided shift space for Pas 
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constructed in theorem 2.4.1 with initial measure~ and such 
-1 that (n,~-~ 0 ,M,S ) is isomorphic to a one-sided shift 

' + 
space for P. Because of the invariance of~ we have lP = 1, 

ll 
and since also dllT = 1 

dll ' 
by theorem 1.5.1 we obtain lP+ = I. 

~ 

It follows that every marginal measure lln of M equals ll· Then 

by lemma 2.4.1 we have for every rectangle A • IT At where 
t=-oo 

At = Xt if t < n or t > m 

+ 
P lA dll , ll m n 

from which the last statement follows. 

To conclude this section we shall give a more detailed 

description of the Markov shifts associated with the trans-

formation Tx 2x (mod 1) on the unit interval. 

EXAMPLE. Let (X,~,ll).be the unit interval with the Borel sets 

and the Lebesgue measure~ Let T be the transformation 

Tx = 2x (mod 1). It is well-known (see e.g. [6], p. 29) that 

T is measure preserving and ergodic. 

Let H be the set of (equivalence classes of modulo 11 

equal) positive ~-measurable functions h such that E~_ 1 h 1. 
T ~ 

Then for every h e H we may assume that h is everywhere de-

fined and satisfies h(!x) + h(!x + ~) 2 for all x e [0,1]. 

According to theorem 1.5.1 there exists a one-to-one 

correspondence between the class of backward processes asso-

ciated with T and H. Let for every h e H 
+ 

Ph be the backward 

process on (X,~,ll) corresponding to h. Then for all 
+ + 

f e M (X,~.ll) we have fph = h(foT). 
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If for every set A E ~we denote by A the set A n [O,!) 
+ and by A the set An C!,IJ, then 

ih(~x)l (x) + !h(!x + !)I +(x) 
TA- TA 

+ Indeed, for every f E M (X,~,u) we have 

1 I I 

Jf(P~IA)du •! Jf(x)h{!x)l _(x)dx+ ~ Jf(x)h{!x+ !}I +(x)dx= 
O O TA O TA 

! 
= Jf(2t)h(t)l _(t)dt 

0 A 

1 

+ I f(2t- I )h(t) I + (t)dt • Jh(foT)du 
j A A 

+. • Note that the process Ph ~ndeed u given by a transition 
+, 

probability. The interpretation of Ph 1s clear: if under the 

action of the transformation T we have arrived in the state 

x, this state can have been reached only from the states ~x 
+ and !x + l· The formula for Ph now says that the probability 

that we came from !xis !h(!x), and the probability that we 

came from !x + ! is !h(!x + !). 

Let for every h E H {O,O(,~,S) be the two-sided shift 

space for p such that (0,~-oo o·~.s- 1 ) is isomorphic to the 
' one-sided shift space for Ph with initial measure u. Every 

measur~ Mh therefore is a probability on (O,~) and the mar­

ginal measure ph equals u if n ~ O, and satisfies n 

d h 
P~ n-1 
~ = h(hoT) ••• (hoT ) for all n > 0 . 

It follows that all marginal measures are equivalent to p, 



PROPERTY I. For every integer nand every hE H the shiftS 

is conservative on (n,~ , Mh). n,oo 
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PROOF. The system (n,Qt ,K ,S) is isomorphic with the one­n,oo --h 

sided shift space for P with initial measure ~h by proposi­n 
tion 2.2.3. Since P is conservative on X, ~h << ~ and lP = I 

n 
it follows by theorem 2.3. I that the shift on this one-sided 

shift space is conservative and therefore that S is conserva­

tive on (Q,O( ,K ). n,oo -n 

PROPERTY 2. For every hE H such that h ~ I, the shiftS is 

dissipative on (n,ot,Mh). If h = I, then S is conservative on 

(n,et,M1). 

PROOF. If h = I on X, then M1 is an invariant probability 

under S, and therefore S is conservative on (n,ot,M 1). 

Now assume h ~ I. Then (n,~-oo 0 ,~,S-l) is isomorphic 
' with the one-sided shift space for Ph with initial measure ~. 

+ 
By theorem 2. I. I, Ph is dissipative, and therefore by theorem 

2.3. I the shift in this one-sided shift space is dissipative. 

Hence there exists a partition (Wi)~=l of n such that for 

every i w. E ut 0 and w. n skw. = 0 for every k > 0. It 
~ -oo, ~ ~ 

follows that W. is a wandering set under S, and therefore 
~ 

that S is dissipative on (n,Ot,~). 

Note that although there exists an algebra of recurrence 

sets generating Ot, and despite of the fact that all marginal 

measures of ~ are equivalent with an invariant measure for 

P, the shift S is dissipative on (n,Ot,Mh). In particular, it 

follows that if h = I we have Mh ~ M1. The next property 

and might one lead to conjecture that any two measures Mh 
I 

Mhz are mutually singular. 
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PROPERTY 3. If f E H, g E H satisfy the conditions: 

i) there exists a constant o
1 

> 0 such that f > &1 and 

g > 01, 

ii) there exists a constant o
2 

> 0 and a dyadic interval 

(L, ~) 
zn 2n 

I such that \f - g\ > o2 on 'r, 

then Mf .1. Mg. 

PROOF. First we note that if a and b are real numbers .such 

that 0 <a~ 2, 0 < b ~ 2 and \a-b\ ~ o2 , then 

(a + b) - 2/ib ~ .!. o2 
8 2 

r-:-<a+b I 2 v ab _ -
2
- - T6 c 2 • 

Since f 

0 < j ~ zn-1 
E H and g € H there exists an integer j with 

such that \f(x)- g(x)\ > o2 on 

<.i:.!. , L) u 
2n 2n 

<j-1 + ~-. L+ D. 
2n 2n 

For every real x define the function k(x) by 

k(x) = lf(x(mod l))g(x(mod I)) , 

For reasons that will soon become clear, we first estimate 

the sum 

n 

A= zl _I k(~ + i-1)k(-x- + i-1 ) 
i=l zn 2n 2n zn-1 2n-l 

Since the function k has period l , we obtain 



X i-1 
k(2 + -2-) • 

For every i and every x E [0,1] we have 

For i = j we obtain for ~-almost all x E [0,1] 

Hence 

n-
2 

( X i-1) k(~+i-1)-k--+-- ... 2 2 
2n-l 2n-l 

l 02 I k( X j-1 
- T6 2 n-1 n-1 + n-1) 

2 2 2 
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2n-l 
A ~ L 

i=l 
_1 _ k(-x- + i-1 ) 

n-1 n-1 n-1 2 2 2 
k(~ + i-1) 1 2[ot]n-l 

2 2 - T6 °2 2 . 

In the same way we show 
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hence 

n-2 
s; 

2l _1_ k(-x- + i-t ) 
i=l 2n-2 2n-2 2n-2 

1 [o 1)n-1 
0 < A s; I - T6 o~ z . 

k(~ + i21) s; 

for all x , 

Because of theorem 2.2.1 we have Mf ~ Mg if 

hence if 

lim p(~f .~g ) = 0 , -p -p p..-

1 

lim Jk(x) 
p-+<"0 

p-1 ••• k(T x)dx = 0 • 

1 

If Ip = Jk(x) ••• k(Tpx)dx, then for all p > n we have 

0 

i 
2n 2n 

I l J k(x) .•• k(Tpx)dx = 
p i=1 

i-1 
2n 

+ i-t ) p-n 
l 

... k(T x)dx = 
2n-
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l 

= Jk(x) 

0 

k(I + i;•)Jdx ~ 

It follows that lim I = 0, and therefore Mf L M
8

. 
p4<» p 
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CHAPTER Ill 

PERIODICITY FOR MARKOV PROCESSES 

3.1. THE ESSENTIAL PART OF A MARKOV PROCESS 

Throughout this section P will be a Uarkov process on a 

cr-finite measure space (X,~,~). 

DEFINITION 3.1.1. A set A E ~is said to be invariant under P 

if PA c A. The class of invariant sets will be denoted by ~i. 

Sometimes an invariant set is said to be closed. Since 

PA is the set of states which can be reached from A, invari­

ance of the set A means that if the process has entered the 

set A, it cannot get out of A anymore. Obviously, 0 and X are 

invariant sets. By proposition 2.1.4 also the conservative 

part C of X with respect to C is invariant. However, in gen­

eral the dissipative part is not invariant. 

PROPOSITION 3.1.1. A set A E ~is invariant if and only if 
I 

PIA= Pl on A. 

PROOF. Let A be invariant. For all B c A we have PB c FA c A, 

hence 

JIBP d~ = JPl d~ ,i 

B 
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hence PIA= Pl on A. Conversely, suppose for some set A E ~ 

we have PIA PI on A. Then PIX\A = 0 on A, 

hence supp lAP c A. 

DEFINITION 3.1.2. The restriction PA of P to an invariant set 

A is for all f E u+ (A,~ n A,!l) defined by 

for all x E A 

where fA(x) = f(x) if x EA and fA(x) = 0 if x EX\ A. 

PROPOSITION 3.1.2. The operator PA as defined in definition 
+ 3.1.2 is the extension to M (A,~ n A,ll) of a Markov operator 

in £ 00 (A,~ n A,ll) and therefore determines a Markov process PA 

on (A,~ n A,u). For every integer n and every f EM+ (A,~ n A,ll) 

we have 

PROOF. The proof of the fact that the operator PA determines 

a Markov process on (A,~ n A,Jl) amounts to a simple verifica­
+ tion. For every f € M (X,~,ll) we have PIAf = Pf on A. In 

fact, since for every B c A we have supp lBP c A, we have 

n The second statement now follows from PA f 
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+ A for all f € M (A,~ n A,~). 
+ Finally, for every B c A and every f € M (A,~ n A,~) we 

have 

Jfp~ d~ 
B 

from which the last relation follows. 

PROPOSITION 3.1.3. If (An):. 1 is a sequence in ~i' then 

and n 
n=I 

A € ~. • n 1 

PROOF. Using proposition 1.3.6 we obtain 

00 

P( u 
n=l 

P( n 
n=l 

A ) n 

A ) c 
n 

u 
n=l 

n 
n=l 

PA 
n 

PA n 

"" 
c u 

n•l 

"" 
c 

A 
n 

We have already remarked that if A and B are invariant 

sets. the set A \ B is not necessarily invariant. 

DEFINITION 3. 1.3. An invariant set A € ~is said to be prop­

erly invariant if for all invariant sets B € ~with B c A the 

set A \ B is invariant. 

PROPOSITION 3.1.4. An invariant set A E ~is properly invari­

ant if and only if for all invariant sets B c A we have 

IAPIB = IBPI. 

PROOF. Suppose A is properly invariant, and B is an invariant 

subset of A. Then since A\ B is invariant, we have PJA\B • PI 
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on A\ B, and therefore PJ 8 = 0 on A\ B, hence IAP1 8 = I 8Pt. 

Conversely, if A is invariant and for all invariant 

B c A we have IAP1 8 • I 8Pt, then it .follows from 

PIA = Pl 8 + PIA\B that for every invariant subset B of A we 

have IA\BP1 = IA\BPJA • IA\BPlA\B' hence A\ B is invariant. 

The conservative part C is an example of a properly in­

variant set. Indeed, if B is an invariant subset of C, then 

we have PJ
8 

= PI = I on B, hence Pl 8 2 1
8 

on C. Proposition 

2.1.3, applied to the function I - 18 then implies Pt
8 

= 1
8 

on C. 

PROPOSITION 3.1.5. The properly invariant sets form a q-ring. 

PROOF. As a consequence of the definition we have that every 

invariant subset of a properly invariant set is properly in­

variant. Therefore, if A is properly invariant and if B is 

invariant, then A \ B is also properly invariant. 
"" Let (An)n=l be a sequence of properly invariant sets, 

"" n-1 
and put A= u An. If A' =A \ u A., then (A')"" 1 is a 

n=l n n i=l l. n n= 
sequence of pairwise disjoint properly invariant sets with 

union A; hence we may assume that the sets (An):. 1 are pair­

wise disjoint. By proposition 3.1.3 A is invariant. Let B be 

an invariant subset of A, then for every n Bn = An n B is 

invariant, and therefore An \ Bn is invariant. Since 
00 

A\ B = u (An\ Bn)' A\ B is invariant and A is properly 
n=l 

invariant. 

DEFINITION 3.1.4. The essential part~ of X with respect toP 

is the modulo ~ largest properly invariant set. 
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Note that if we consider P on the measure space (X,o:l,v) 

instead of on (X,o:l,~), where v is a cr-finite measure eq?iva­

lent to ~. the concepts of invariant set and properly invari­
i 

ant set are not influenced. Hence also the essential part of 
I 

X with respect to P is independent of the particular choice 

of ~. 

PROPOSITION 3.1.6. Let E be the essential part of X for
1 

a 

Markov process P on (X,o:l,~). Let A be a subset of E. If A 

denotes the smallest invariant set containing A, then, if 

PI > 0 on A, we have for every n ~ 0 

00 

u 
k=n 

E n ( u 
k=n 

00 

PROOF. Obviously we have A= u PkA c E. Put B = u PkA 
' . 

k=O k=n 
then B c B is invariant, and therefore also A \ B iq in-

variant. It follows that Pn(A \ B) c A \ B. On the oth~r 
00 

u 
k=n 

PI > 0 on A and the invariance of A we conclude PIA > 0 on A, 

and therefore by proposition 1.3.5 PniA > 0 on A. Since 

n - I n ~p (A \ B) 0, we have IA\B(P IA)d~ 0, and therefore 

~(A \ B) = 0. It follows that B = A. 

From PIA > 0 on A, PIA = 0 on E \ A and PIX\E = 0 on E 

k 
\ A for every k, and therefore we conclude P lA = 0 on E 

00 00 

( -k -
\ ( u p-kA), B be E n u P A) c A. Put B A and let the 

k=n k=n 
smallest invariant set containing B. Then B c A, 



It follows that v(A n B) = 0, and since we may assume 

v(A) > 0, ~(B) = 0, and therefore ~(B) = 0. 
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THEOREM 3.1.1. Assume PI > 0 on an invariant set F. The set F 

is properly invariant if and only if for every two sets A c F 

and B c F for which there exists an integer n > 0 with 

v(A n P-nB) > 0, there also exists an integer m > 0 such that 

v(B n P-mA) > 0. 

Roughly speaking: the property "if there is a positive 

probability that we can ever reach the set B from the set A, 

then there is a positive probability that we can ever reach 

the set A from the set B" characterizes the essential part of 

the process P. 

PROOF. Let F be properly invariant, and suppose 

v(A n P-nB) > 0. Then by proposition 3.1.6 we have 

v(A n B) > 0, and therefore there exists an integer m > 0 

such that v(A n PmB) > 0. Then 

hence v(B n P-mA) > 0. 

Conversely, if F is not properly invariant, then there 

exists an invariant set B c F such that PIB > 0 9n a subset A 

of F \ B, v(A) > 0. Then v(A n P- 1B) > 0. However, for every 

n > 0 we have v(B n P-nA) = 0, since JcJBPn)IA dv 

every n because of the invariance of B. 

0 for 
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Let T be a measurable negatively non singular transfor­

mation in a a-finite measure space (X,~.~). A set A E ~is 

said to be invariant under T if T-1A ~A. If P is the forward 

process for T, then PlA = I on A, hence A is invariant under 

P. Conversely, if A is invariant under P, then we have 

PIA= Pl = I on A, hence T- 1A ~A, and A is invariant under 

T. Hence, just as for conservativity (cf. section 2. 1), the 

concept of an invariant set is the same for a transformation 

and for the forward process associated with the transforma­

tion. 

PROPOSITION 3.1.7. Let T be a negatively non singular measur­

able transformation on a a-finite measure space (X,~.~). Let 

P be the forward process associated with T. Then the essen­

tial part of X with respect to P is the conservative part of 

X with respect to P. 

PROOF. Since C is properly invariant, we have Cc E. Let A be 

an invariant subset of D with ~(A) > 0. Since D is a countable 

union of wandering sets, there exists a wandering set W c A 
00 

with ~(W) > 0. If we define W = u T-~. then 
k=O 

u 
k=l 

-1 ... 
hence ~(W n P (A \ W)) > 0. On the other hand we have 

~((A \ W) n P-nW) • 0 for every n > 0; hence the set A cannot 

belong to the essential part of X. It follows that C = E. 

DEFINITION 3.1.5. A Markov process P on a a-finite measure 

space (X,~.~) is said to be irreducible if ~i = {0,X}. 
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Since in this case the invariant sets form a a-algebra, 

for every irreducible Markov process we have E = X. 

For later reference we also note the following property. 

LEMMA 3.1. I. If Pis an irreducible Markov process on (X,~.~) 

and if ~ is not trivial, then PI > 0 and lP > 0. 

PROOF. If PI = 0 everywhere, then for every set A € ~we have 

PA = 0. Therefore every A € ~ is invariant which is impossible 

because of the irreducibility of P. Hence PI > 0 on a subset 

of X of positive measure. 

Suppose PI = 0 on A. Then PA 0, A is invariant and 

therefore A = 0 or A = X. Since A X is impossible, it 

follows that A = 0, and therefore PI > 0. 

Finally, by proposition 1.3.5 we have P2X c PX, hence PX 

is invariant. Because of PI > 0 we have ~(PX) > 0, hence 

PX = X and lP > 0. 

PROPOSITION 3.1.8. Let P be the forward process associated 

with a negatively non singular measurable transformation T on 

(X,~,~). Then P is irreducible if and only if T is conserva­

tive and ergodic. 

PROOF. If Pis irreducible, then by proposition 3.1.7 we must 

have C E = X. Moreover, for every invariant set A we have 

~(A) 0 or ~(X \ A) = 0, hence T is ergodic. 

Conversely, if T is conservative, then E C = X. If T 

moreover is ergodic, for every invariant set we have ~(A) = 0 

or ~(X \A) = 0, hence ~i • {0,X}. 

THEOREM 3.1.2. Suppose PI > 0. For any positive integer n let 

En be the essential part of X with respect to Pn. Then En= E. 
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PROOF. First let A be a Pn-properly invariant set. Then 

Pn(PA) = P(PnA) c PA~ hence PA is Pn-invariant. Let B
0 

be a 

Pn-invariant subset of PA~ and put B1 = PA \ B0 • The set 

Pn-lB
0 

is a Pn-invariant subset of A. Put B
2 

= A \ Pn-IB0 ~ 
then since A is Pn-properly invariant, also the set B2 is Pn­

invariant. Suppose u(PB2 n B0) > 0. Then it follows frJm the 

propositions 1.3,6 and 1.3.7 that 

0 (pn-l(PB B)) ( n Pn-lB
0

) < u 
2 

n 
0 

~ u B2 0 

Contradiction~ hence u(PB
2 

n B
0

) 0. Since 

PA 

we obtain PB2 = B 1 ~ and therefore Pn-JPB
2 

= Pn-JB
1 

c B2 , 
n p . n . . P B

1 
c B2 = B

1
• Consequently, the set B1 1s P -1nvar1ant. It 

follows that if A is Pn-properly invariant, also the set PA 

is Pn-properly invariant. In particular, PEn is Pn-properly 

invariant, and therefore we must have PEn c En, for otherwise 

En u PEn would be a Pn-properly invariant set larger than En. 

Hence En is P-invariant. 

Now let A be a P-invariant subset of En, and put 

B = En \ A. Since A obviously is Pn-invariant, also B is Pn­

invariant. If u(A n PB) > 0~ then 0 < u(Pn-IA n PnB) ~: 
~ u(A n B) = 0~ hence u(A n PB) = 0 and PB c B. It follows 

that En is P-properly invariant~ hence En c E. 

We show now that also E c En. Obviously, E is Pn-invari­

ant. Let A be a Pn-invariant subset of E. For every j~ let 
' I ' • 0 ' 

(PJA) denote the set PJA, and (PJA) denote the set E \ PJA. 

By [i0 , ... ,in-l] we shall denote the set 
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n ••• 
i 

n (Pn-IA) n-1 n E , 

where for every j ij = 0 or ij =I. The sets ([i0 , ... ,in-J]) 

form a partition of E. 

Fork= O, ... ,n let Bk be the union of those sets 

[i0 , .•. , I] of which exactly k of the numbers (i0 , ... ,in-l) 

are 0. Then (B0 , ... ,B) is a partition of E such that 
k n 

PBk c .u Bi for every k by proposition 1.3.6. Since PB0 c B0 , 
l•O 

the set B0 , and therefore the set E \ B
0

, is invariant under 

P. Therefore we must have PB
1 n B

0 
= 0, hence PB 1 c B1• 

Inductively, it follows that PBk c Bk for every k. Combining 

this property with proposition 1.3.6, we obtain 

P[i0 , ••• ,in-IJ c [in_1,i0 , ••• ,in-Z], and therefore 
ne. . J [. . ] 

P 1 0' • .. ' 1n-I c 10'" ·' 1n-l · 
Since E \A is the union of the sets [i0 ,i 1, ••. ,in-!] 

for which i 0 = 0, it follows Pn(E \ A) c E \ A. Hence E is 

Pn-properly invariant, and E c En. 

THEOREM 3.1.3. Let P be a Markov process on (X,~.~) such that 

X is properly invariant. Let Q be a backward process or an 

adjoint process for P. Then ~.(P) ~.(Q), and consequently X 
l l 

is also properly invariant with respect to Q. 

PROOF. If A E ~i(P), then by proposition 3.1.4 we have 

P-IA c A, and since P-IA= QA (section 1.4), A E ~.(Q). Con-
-I l 

versely, if A E ~i(Q), then P A c A, hence PIX\A =PI on 

X\ A, and X\ A E ~i(P). Since X is properly invariant, we 

also have A E ~. (P). 
l 

Without the assumption that X is properly invariant 

under P, ~i(P) and ~i(Q) need not coincide. In fact, the 
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essential part of X with respect to P need not even be in­

variant with respect to Q. 

3. 2. THE DETERMINISTIC Cf- ALGEBRA 

Let P be a Markov process on a a-finite measure space 

(X,~.~). If P is the forward process associated with a trans­

formation T, we have for every sequence (An):=l irt ~ 
()() ()() 

P-1( n A)= n 
n=l n n=l 

This property does in general not 

hold for every Markov process P. However, there exists a sub­

a-algebra ~O of ~ such that this property holds for every 

sequence of sets in ~0 . 

LEMMA 3.2.1. The class 

is a a-algebra. 
()() 

PROOF. Put~= {A E ~ I PnlA • I Pnl}, then ~O = n ~~. 
P-nA n=O 

and it suffices to show that ~ is a a-algebra. Obviously 

X E ~~. If A E ~ and B E ~· then we have 

It follows that 

A U B E ~~. 

n 
p 1AuB 
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n In order to show that A \ B € ~O' we may assume B c A, 

since A \ B = (A u B) \ B. Then we have 

It follows that A\ B € ~~ and P-n(A \ B) = (P-nA \ p-nB) n p-nx. 

Since P-nA c P-nx, we obtain P-n(A \ B) P-nA \ P-nB. 

Finally, let (~)~=! be a sequence in ~0 • and define 
00 

A = u ~· We may assume ~ t A if k ~ ""• Then we have 
k=l 

It follows that A € ~~. 

DEFINITION 3.2.1. The a-algebra ~O introduced in lemma 3.2.1 

is said to be the deterministic a-algebra for P. 

As a consequence of the proof of lemma 3.2.1 we note 

that for every n the mapping P-n is an isomorphism from the 
-n a-algebra ~O onto the a-ring P ~0 • It easily follows from 

the definition that if P is the forward process associated 

with a transformation T, then ~O = ~. 

In order to enforce the class ~O to be a a-algebra, the 

definition given here slightly differs from the definition 

given in Foguel [4], p. 7. The definitions coincide if the 

process satisfies PI =I. 

PROPOSITION 3.2. I. ~O ={A € ~ I PnP-nA c A for all n ~ 0}. 
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Conversely, if A satisfies PnP-nA c A for all n ~ 0, then 

hence Pnl 
A 

-I PROPOSITION 3.2.2. If PI > 0, then P ~O c ~0 . 

PROOF. Suppose A E ~O' and let B E ~satisfy PB c A. Then 

-I -1 Since PI > 0, we conclude P X= X and ~(B n (X \ P A)) 
-I 

B c P A. Now for every n we have by proposition 3.2.1 
PPnP-nP-IA c A, hence PnP-n(P-IA) -1 -1 

c P A, P A E ~0 . 

o, 

THEOREH 3.2.1. Suppose lP > 0. Let ~0 (Pn) be the deterministic 

o-algebra of the Markov process pn on (X,~.~). Then 

~o(Pn) = ~o· 

PROOF. It follows by applying proposition 3.2.1 that 

~o c ~o(Pn). 

From the condition lP > 0 we conclude PkP-kA ~ A for all 

k ~ 0 and all A E ~. Indeed, by proposition 1.3.5 we have for 
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every k ~ 0 IPk > 0. Then for all B c A with ~(B) > 0 we 

have P-kB c P-kA, and by proposition 1.3.7 ~(P-kB) > 0. Hence 

n Now assume A E ~0 (P ). For every integer k > 0 choose a such 

that an > k. Then we have 

Since A E ~0 (Pn), the left hand side is contained in A, and 

therefore we have pkp-kA = A for all k, and consequently 

A E ~O(P). 

In this proof we have shown that if the condition lP > 0 

is satisfied, we have for all A E ~ and all n ~ 0 PnP-nA ~ A. 

Then in particular it follows from proposition 3.2.1 that if 

lP > 0, we also have ~O = {A E ~ I PnP-nA =A for all n ~ 0}. 

A theorem similar to theorem 3.2. I does in general not 

hold for backward or adjoint processes instead of Pn. 

EXAMPLE 1. Let (X,~.~) be the unit interval with the Borel 

sets .and the Lebesgue measure. Let P be the forward process 

associated with the transformation Tx = 2x (mod 1), Consider 
+ 

process P~ 

30). Since 

the backward process P~. Since ~ is invariant, the 

is at the same time the adjoint process p* (see p. 
~ 

P+ acts in opposite direction as P, and since by proposition 
~ 

1.5.1 we have PA =TA, it follows by proposition 3.2.1 that 
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-<-
Suppose A E ~0 (P~), u(A) > 0. Then for every a < 1 there 

exists an open interval I = (E- , p+ 1) such that u(A n I) 
2n 2n 

(cf. [5], § 16 theorem A). It follows that v(TnA) ~ 

~ u(Tn(A n I)) > a, hence v(A) ~ u(T-nTnA) > a. Since a is 

arbitrary, we obtain v(A) = I. Hence ~0 (P~) = {0,X}, w9ile 

~0 = ~. 

PROPOSITION 3.2.3. Let P be a Markov process on (X,~,u), and 

let X be properly invariant. Then ~i c ~0 • 

Suppose A E ~ •• Then for all B c A we have 
~ 

PROOF. If A E ~i' then by proposition 3.1.4 we have 
-1 -n PIA = IAP1, hence P A c A, and therefore P A c A for every 

n. Similarly we show P-n(X \ A) c X \ A. Then from 

Pnl = PniA + Pn1X\A we conclude Pn1A = IAPn1 for every n, 

hence A E ~0 • ~i c ~0 . 
-1 Let A be invariant, and suppose B c A. Since P A c A, 

-1 -1 
PA c A, we obtain PA B = P Band PAB = PB by proposition 

3. 1.2. In particular this implies ~.(PA) = ~. 
1 ~ 

n A. Finally, 

for a subset B of A we have PnP-nB c B if and only if 
n -n PAPA B c B, that is by proposition 3.2.1 B € ~0 (PA) if and 

only if B E ~O n A. 

DEFINITION 3.2.2. A cycle of length n is a sequence of pair­

wise disjoint non empty sets (A 1, ••• ,An) in~ such that 

PAi c Ai+l for I ~ i ~ n, where An+! = A1• 
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PROPOSITION 3.2.4. Let a= (A1, ••• ,An) be a partition of X. 

Then the following statements are equivalent: 

i} a is a cycle, 

ii) P-IA. c A. ( d l. 1-1 mo n) for I ~ i s n. 

iii) pk] = IA Pkl for every k ~ 0 and for every A. 
1 i-k(mod n) 

I $ i s n. 

i, 

iv) I pk 
A. IPki for every k ~ 0 and for every i, 

Ai+k(mod n) 1 

I s i ~ n. 

If lP > 0, then each of the statements i), ••• ,iv) is equi­

valent to 

v) PA1 = Ai+l(mod n) for I si~ n. 

If PI > 0, then each of the statements i), ••• ,iv) is equi­

valent to 

vi) 

PROOF. 

A. l( d ) for Is is n. 1- mo n 

i) ~ ii). For every i we have JIA. (PIA.)dv 
J 1 

(mod n), hence P- 1A. c A 

0 if j :f: i-1 

1 i-l(mod n)' 

ii) ~ iii). For every k ~ 0 we have for every i, I s i s n, 
-k Pkl Pkl. P A. c A. k( d ) , hence A s IA Then 

1 1.- mo n i i-k(mod n) 

Pkl • 
n 

Pkl 
n 

Pkl Pkl r $ r IA • A. i=l 1 i=l i-k(mod n) 

hence for every i Pkl IA Pkl. 
A. 

1 i-k(mod n) 
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iii) ~ iv). From iii) we conclude that J<tA.Pk)IA.d~ = 0 if 
1 J 

j ~ i+k (mod n), hence PkAi c Ai+k(mod n) and lA.Pk ~ 
1 

s IPkiA • Then 
i+k(mod n) 

IPk = 
n 

1 pk 
n 

IPki • lPk I s I A. Ai+k(mod i=l 1 i=l n) 

and l pk • IPki for I ::; i s n. A. Ai+k(mod n) 1 

iv) ~ i). For k = 1 we have I p = A. I PIA ' hence 
1 i+l(mod n) 

PA. c A. ( d n) and a is a cycle. 1 1+! mo 

n 
Now suppose lP > 0, then I lA.P > 0 on X. If a is a 

i=I 1 
cycle, we have supp lA.P c Ai+l for every i, and we conclude 

1 

supp lA.P = Ai+l for every i, and therefore v). The implica-
1 

tion v) ~ i) is obvious. 

A similar reasoning shows the equivalence of ii) and vi) 

if the condition PI > 0 holds. 

n 
PROPOSITION 3.2.5. If (A1, ••. ,An) is a cycle, then u • A. is 

i=l 1 

invariant. If moreover X is properly invariant, then Ai E ~O 

for I s i s n. 

n n 
PROOF. Define A= u A., then PA = u PA. c A, A is, invari-

i•J 1 i=l 1 

ant. Then by propositions 3.2.3 and 3.2.4 we have for every 

i, I s i s n, and all k ~ 0 
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PkP-kA. PkA A c . k( d ) c . • 1 1- mo n 1 

By proposition 3.2.1 it follows that Ai E ~O for I ~is n. 

For later reference we now give an example of a trans­

formation T in a probability space (X,~.~) such that for 

every n there exists a partition (A1, ••• ,A ) of X such that 
2n 

Ai-l for I si~ 2n, A0 =A • This transformation 
2n 

turns out to be conservative and ergodic as well. Hence the 

forward process P associated with T is irreducible, while for 

every n there exists a partition of X forming a cycle of 

length greater than n, 

EXAMPLE 2. Let (X,~.~) be the unit interval with the Borel 

sets and the Lebesgue measure. Apart from the null set of the 

dyadic points, which we shall ignore in the sequel, every 
00 

point x E X has a unique dyadic expansion x = ~ -i 
L ai2 • 

i=l 
where a. = 0 or a. = l for every i. Let N 

1 1 

teger such that a = N 
I. Then Tx = 

i < N, bN = O, and b. = a. if i > N. 
1 1 

be the least in-

We shall denote the interval of points of which the 

dyadic expansion starts with a,, ••• ,an by ea, ••• an]. 

PROPERTY I. For I s p s n put A~ [0 ••• 0 I ap+l ••• an]. 
2p-l 1 Then for l s i s the sets TA are pairwise disjoint. 

Moreover we have 
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TiA [bl b 0 a ] l ~ i p-1 
= ap+l • < 2 p-1 n 

p-1 
T2 A= [0 0 0 ap+l an] . 

PROOF. Ifp=l, then the assertion is trivial. Suppose the 

assertion has been proved for p = q-1 and let now p = q, 

Applying the assertion consecutively to TA, T2A, T4A, ••• , 
2q-2 

T , we get 

TA [ l 0 aq+l a ] n 

T2A [0 0 aq+l a ] n 

T3A [1 0 0 aq+l a ] n 

T4A [0 0 0 aq+l an] 

T 8A [0 0 0 I ... I l 0 aq+l . .. a ] n 

q-2 
T

2 
A = [0 0 0 0 ••• 0 I 0 aq+l ••• an] 

q-1 
Tz A= [0 0 0 0 ••• 0 0 0 aq+l 

q-2 
Note that for TA, T2A, ••• , T2 the place number of 

the first digit 1 assumes consecutively the values 1,2,3, ••• , 

q-1 such that the inductive hypothesis may be applied. At the 

same time we see that for I ~ i ~ 2k (k ~ q-2) the (k+l)st 

digit in TiA is l, while for 2k < i ~ zk+l the (k+l)st digit 

in TiA is 0. These last sets, however, are pairwise disjoint 
k 

by the inductive hypothesis applied to T2 A. 
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PROPERTY 2. The transformation T in (X,IR,Jl} is measurable, 

invertible and measure preserving. For every dyadic interval 

of A of length 2-n, the sets TiA, 0 ~ i < 2n for a partition 

of X which is a cycle, 

PROOF. Let A be the interval [a1 .•• an] where ai =I for 

l si s n. By property I, we obtain the following sequence of 

pairwise disjoint images of A: 

[0 I] TA 

[0 0 1] Tl+2A 

n-1 
[0 0 0 0] Tl+2+., .+2 A 

[ I 1 I] 
2n 

= T A= A • 

i 2n-1 
It follows that the sequence (T A)i=O is a cycle of length 

2n. Since each of the elements of the cycle is a dyadic in-

-n · 2n 1 terval of length 2 , the sets (T1 A). - form a partition of 1=0 
x. 

Obviously, T is one-to-one. Since both the image and the 

pre-image of a dyadic interval is a dyadic interval of the 

same length, we conclude that T is measurable, invertible and 

measure preserving. 

PROPERTY 3. T is conservative and ergodic. 

PROOF. The conservativity of T follows from the fact that T 

is a measure preserving transformation in a finite measure 

space. 

Let B be a set such that TB B, and Jl(B} > 0. For every 
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a < there exists a dyadic interval A such that 

J.l(B n A) > a].l(A). 
-n Let 2 be the length of A, then the sets TiA, 

0 :::; i < 2n are pairwise disjoint with union X. Since B is 

invariant and T is measure preserving, we obtain for 

0 :::; i < 2n J.l(B n TiA) > a].l(TiA) and after summation over i 

].l(B) > a. Hence J.l(B) = and T is ergodic. 

3. 3, MARKOV CHAINS 

In this section we shall recall some well known fa~ts 

from the theory of Markov chains and show how they fit into 

the theory of Markov processes as presented in the previous 

sections. We mainly shall follow the book of Chung [1]. How­

ever, we adapt the notation to that used in this thesis. 

DEFINITION 3.3.1. A Markov chain is a Markov process P on a 

measure space (X,~,J.l) satisfying Pl = I, where 

X is a finite or countably infinite set, 

~ is the a-algebra of all subsets of X, 

].l is the counting measure, i.e. the measure that assigns 

to every set its number of elements. 

We shall assume that X = { 1, ••• ,n} if X is finite, and 

that X is the set of the natural numbers if X is countably 

infinite. 

Since the only null set is 0, we have B(X,~) = .C 00 (X,~,J.l), 
and every element of .C 00 (X,~,J.l) is a bounded sequence of real 

numbers. Define p .. = Pl{'}(i), then for every 
l.J J 

a= (a 1,a2 , ••• ) E .C 00 (X,~,J.l) we have 



I I I 

p 11 pl2 pl3 al 

P21 Pzz Pz3 a2 
(I) Pa = p3l p32 p33 a3 

where the matrix satisfies 0 s p .. s 1 and .I p .. =I for 
I.J J €X l.J 

all i € X, j € X. Conversely, for every matrix of transition 

probabilities the relation (I) determines a Markov operator P 

on t~(x,~.~) satisfying PI = I. 

We shall denote the matrix (p .. ) corresponding toP by 
l.J 

relation (I) also by P. 

Let p~I?) be the 
l.J 

and the j-th column, 

element of the matrix Pn in the i-th row 
(n) n • 

then P .. = P 1{'}(1.) can be interpreted 
l.J J 

as the probability that in n transitions the process will 

move from state i to state j. 

Following Chung [1], I.3, we say that a state i leads to 

a state j, in notation i ~ j, if there exists an integer n 

such that p~~) > 0, which means j € Pn{i} or i € P-n{j}. The 
l.J 

state i is said to communicate with the state j if i ~ j and 

j + i; a state i is said to be essential if it communicates 

with every state it leads to. 

Let E be the essential part of X with respect to P as 

defined in definition 3. 1.4 and assume i € E. Let A be the 

least invariant set containing i, then by proposition 3.1.6 A 

consists of all states j for which i + j. Then by theorem 

3.1.1 we have j ~ i under P. 

Hence, every state i of E is essential in the sense of 

Chung, and the class to which i belongs (the set of states 

communicating with i) is the least invariant set containing i. 
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Now assume i ~E. Again A= {j I i ~ j} is the least 

invariant set containing i. Since A is not a subset of' E, 

there must be an invariant subset B of A, v(B) > 0 such that 

A\ B is not invariant. Because of the minimality of A 1 we 

must have i eA\ B. Then for all j e B we have i ~ j, but 

not j ~ i. Hence i is inessential in the terminology of 

Chung, and the set of essential states coincides with the 

essential part of X with respect to P. 

Since Cc E (cf. p. 93), X\ E is a subset of the dissi­

pative part of X with respect to P. It follows from pr6posi­

tion 2.1.2 that for every state j EX\ Ewe have 

I Pkl{j} e £~(X,~,u), hence lim Pnl{j}(i) = 0 for every 
k=O n~ 

j e X \ E and every i E X. 

We shall discuss now the behaviour of P on E. Since E is 

invariant, we can restrict the process to E. Thereforel we 

shall assume X = E. Then the class ~i of invariant sets is a 

a-algebra which is atomic, and every atom is an essential 

class in the terminology of Chung. In order to describe the 
I 

deterministic a-algebra for P, because of proposition 3.2.3 

it suffices to describe this a-algebra on each of the atoms 

of ~i for the restriction of P to this atom. Obviously this 

restriction is an irreducible Markov chain. 

PROPOSITION 3.3. !. Let P be an irreducible Markov chain and 

let ~O be the deterministic a-algebra. There exists a parti­

tion (A1, ••• ,Ad) of X forming a cycle such that ~O is gener­

ated by the sets A1, ••• ,Ad. 

PROOF. For the proof of proposition 3.3.2 it is important to 

note that in this proof we only use PI > 0, but not PI= 1. 
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The a-algebra ~O is atomic. Let A be an atom of ~0 , then 
-n by proposition 3.2.2 P A € ~O for every n ~ 0. By proposi-

tion 3.1.6 the set 
00 

u 
n=l 

P-nA is invariant. By lemma 3.1.1 we 

have lP > 0, and therefore by proposition 1.3.7 

Hence u P-nA = X and there exists a least integer d such 
n=l 

that ~(A n P-dA) > 0. Since A is an atom of ~O we conclude 
-d d d d A c P A, hence P lA= P I on A and A is invariant under P • 

By theorem 3.1.2 we have that X is Pd-properly invariant, 
d d -d -d -I hence P lA IAP 1, and P A= A. Hence the sets P A, ••• ,P A 

form a cycle of length d, and since P is irreducible, the 
-d -1 union of the sets P A, ••. ,P A is X. 

Finally, suppose that for some i the set P-iA is not an 

atom of ~0 • T~en there exist two disjoint subsets B1 t ~O and 

B2 e ~O of P-1A such that ~(B 1 ) > 0 and ~(B2 ) > 0. Then 

-(d-i) -(d-i) P B1 and P B2 are disjoint ~0-measurable subsets of 

P-dA =A of positive measure (see p.IOJ ), which contradicts 

the fact that A is an atom of ~0 • 

PROPOSITION 3.3.2. Let P be an irreducible Markov chain and 

let Q be any backward or adjoint process for P. Let ~0 (P) and 

~0 (Q) be the deterministic cr-algebras of P and Q respectively. 

Then ~0 (P) = ~0 (Q). 

PROOF. By theorem 3.1.3 also Q is an irreducible Markov pro­

cess on cx.~.p) which satisfies Ql > 0 by lemma 3.1.1. 

Let A1, ••• ,Ad be the atoms of ~0 (P) as in proposition 

3.3.1. Then for every n ~ 0 and every Ai we have 
n ,n n, 

P Ai c Ai+n(mod d)' P P Ai c Ai, and therefore Q Q Ai c Ai. 
It follows that Ai t ~0 (Q), and therefore ~0 (P) c ~0 (Q). 
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Conversely, since in the proof of proposition 3.3.1 we 

only used the fact that PI > O, it follows that there exists 

a partition (Aj, ••• ,Ad,) of X forming a cycle for Q such that 

each of the sets Ai is an atom of ~0 (Q). Then a similar rea­

soning shows that ~0 (Q) c ~0 (P). 

If Pis an irreducible Markov chain and A1 , ••• ,Ad are 

the atoms of ~0 , then d is said to be the period of P. It 

follows from proposition 3.2.5 that d is the maximal length 

of a cycle. 

This definition agrees with the usual definition of a 

period for an irreducible Markov chain. To show this, let d 

be the period of Pas defined in 1.3 of [1], and consider 

theorem 1.3.4 in [1]. Because of relation (l) in that theorem 

the elements of the partition (c 1, ••• ,Cd) of X satisfy 

PlC = l on Cr for I ~ r ~ d, Cd+l = c1, hence PlC 
r+l r+l 

Then we have 

d d 
I = PI • l PlC 

r=l r+l 
~ I le = t , 

r=l r 

hence for every r Plc le , and by proposition 3.2.4 the 
r+l r 

sets c1, ••• ,Cd form a cycle of length d. Let (D1, ••• ,D
8

) be an-

other cycle in X. Then by proposition 3.2.4 we have for every 

n ~ 0 and every r, 1 ~ r ~ e, PnlD ID , hence 
r+n(mod e) r 

I . D 
J€ r+n(mod e) 

(n) 
p.. = 

1J 

Again by theorem 1.3.4 we have e ~ d, and therefore d is the 

maximal length of a cycle. 
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In the literature we sometimes meet the expressions non 

cyclic or aperiodic for irreducible Markov chains of period I. 

However, since in the sequel we want to distinguish between 

period 1 and aperiodicity, we shall not use this terminology. 

Again following Chung [J], I.4, a state i is said to be 

recurrent if 

If the state i is not recurrent, then it is said to be tran­

sient. It follows from proposition 2.1.1 that the class of 

recurrent states coincides with the conservative part of X 

with respect to P. 

For every recurrent state i the mean recurrence time mi 

is defined by 

m. 
1 

The recurrent state i is said to be a positive state if 

m. < oo, and a null state if m. • oo, .If P is an irreducible 
~ ~ 

conservative Markov chain, then by [I], theorem 1.6.2, either 

all states are positive or all of them are null. 

We now turn to the limit behaviour of irreducible Markov 

chains. If the chain is dissipative, then we can show as we 

did for inessential states, that lim Pnl{j}(i) = 0 for every 
n~ 

state i E X and j E X. Now assume the chain to be recurrent. 

Fix j EX. Let d be the period of P and (A 1, ••• ,Ad) the cor­

responding cycle of atoms of ~0 • We may assume j E Ad. Then 

we have by [1], theorem I.6.4b 
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1 . pnd+r 1 (") _ { !j 
1m {"} 1 -

n+oo J 0 

if i E Ad -r 

if i r/. Ad-r 

where 0 ~ r < d. In particular, if the chain is a null chain, 

we have lim Pnl{.}(i) = 0 for all i EX, j EX. 
n+oo J 

Let P be an irreducible positive chain with period d. 

Let (A1, •.. ,Ad) be the cycle of atoms of ~0 . Define thJ mea­

sure v on (X,~) by v{i} = m~ 1 for every i EX, then by [1], 
1 I 

theorem I.7.1, we have v(~) = d for ~ k ~ d, and vis the 

unique invariant probability for P. 

Note that the limit theorem in this case may be written 

as 

. nd+r 
hm P I {.} 
n+oo J 

for every j E X 

v r 
Indeed, E~0P l{j} must be constant on each of the sets! 

r 
A1 , •.• ,Ad. By proposition 3.2.4 we have P l{j} = 0 on~ for 

all k # d-r, hence 

0 on ~ for k # d-r . 

Since v is invariant, we have !Pv 

position 3.2.4 

hence 

v r I I 
E00P I{J"} =-- (A ) 

tn m. v d J -r 

I, and therefore by pro-

d 
m. 

J 

I I 
m. 

J 
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To conclude this section we remark that if P is a irre­

ducible null chain, then by [IS], theorem 6.9, there also 

exists a unique invariant equivalent measure v. In this case, 

the measure v is a-finite and satisfies v(X) = oo, 

3. 4. SOME CONCEPTS OF PERIODICITY 

In this section we shall give a definition of periodicity 

for a Markov process P on a a-finite measure space (X,~,u), 

which reduces to the concept of periodicity for a Markov chain 

if P is a Markov chain. Moreover, if T is a measurable trans­

formation on (X,~,u), then the forward process associated with 

T will be periodic on an invariant set A if and only if T is 

periodic with the same period on A. 

DEFINITION 3.4. 1. Let T be a non singular measurable trans­

formation in a a-finite measure space (X,~,u). The transfor-

mation T is said to be periodic with period d on a set A if 

there exists a partition (A1, ••• ,Ad) of A such that for 

1 ~ i s d we have 
-d we have T B ~ B. 

-I 
T Ai ~ Ai-l (A0 ~ Ad) and for all B c A 

The transformation is said to be aperiodic if there are 

no invariant sets of positive measure on which T is periodic. 

This definition conforms with the concepts of strict 

periodicity and aperiodicity as in definition 1.1 of [10], 

even if it formally differs from it. For reasons of uniform 

terminology we have dropped the adjective strict. 

-I Since T A = 
d 
u 

i=l 
T-iA. ~A, A is invariant under T, and 

~ 
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moreover, since for all B c A we have T-dB ~ B, for every 

wandering set W c A we must have ~(W) = 0, hence T is conser­

vative on A. 

If TA is the restriction ofT to A, and if PA denotes 

the restriction of the forward process P associated with T, 

then obviously PA is the forward process associated with TA 

on (A,!R n A,~). 

If the forward process associated with T is an irreduc­

ible Markov chain with period d, then, since !R0 (P) = !R, the 

space X must consist of d points l, ••• ,d, and the transforma­

tion T must be defined by Tx = x+l (mod d). It follows that 

then also T is periodic with period d. 

PROPOSITION 3.4.1. Let T be a non singular measurable trans­

formation in a a-finite measure space (X,!R,~), and let P be 

the corresponding forward process. The transformation T is 

periodic with period d on X if and only if the process, P 

satisfies the following conditions: 

i) 

ii) 

P-dA = A for all A E !R; 

there exists a partition (A1 , ••• ,Ad) of X forming a 

cycle; 

iii) P-nPnA = A for all. A E !R and all n ~ 0. 

PROOF. Actually, already conditions i) and ii) are equivalent 

with the conditions in definition 3.4.1. Hence we only have 

to show iii) for a measurable non singular transformation 

with period don X. It follows from proposition 1.5.1 that we 

have PnA • P-(d-n)(mod d)A, hence P-nPnA =A for all n ~ 0. 

Note that because of proposition 3.2.1 condition iii) is 

equivalent to !R0 (Q) = !R for every backward or adjoint process 

for P. 
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PROPOSITION 3.4.2. Let T be a non singular measurable trans­

formation in a a-finite measure space (X,~,~) with period d. 

Then there exists an invariant probability ~ equivalent to ~. 

PROOF. Let ~~ be a probability on ~~ equivalent to ~. and 
d -i define for every A € ~ ~(A) = ~ I ~'(T A), then~ is an 

i=l 
equivalent invariant probability. 

We now turn to the concept of periodicity for irreduc­

ible Markov processes as introduced by Moy [17]. Since Moy 

uses the term aperiodic for what we prefer to call periodic 

with period t (cf. p. 115), we shall adapt her terminology. 

DEFINITION 3.4.2 (Moy [17]). Let P be an irreducible Markov 

process on a a-finite measure space (X,~,~). If there exists 

a maximal number d such that we can find a partition 

(A1, ••• ,Ad) of X forming a cyqle, then Pis said to be peri­

odic with period d. 

It follows from proposition 3.2.5 that if P is a Markov 

chain, definition 3.4.2 reduces to the definition following 

proposition 3.3.2. 

However, Moy's definition does not apply for all irre­

ducible Markov processes. Consider for instance the forward 

process P associated with the transformation T considered in 

example 2 of section 3.2. Since T is ergodic and conservative, 

by proposition 3.1.8 Pis irreducible. For every n there 

exists a partition of X forming a cycle of length 2n; hence 

definition 3.4.2 cannot be applied. 

Moreover, if definition 3.4.2 can be applied, it is for 

a forward process induced by a measurable transformation not 
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always in accordance with the concept of periodicity for 

transformations. For instance, let fori= -1, i = I, Ii be 

the interval {(x,i) I 0 ~ x ~ 1}, ~i the Borel sets in Ii and 

X. the Lebesgue measure on (I.,~.). Define X= I_ 1 u I 1, 
l. l. l. 

~ = {A I An I. E ~. fori -1, i = 1}, and 
1. J. 

~(A)= x_ 1(A n I_ 1) + x1(A n I 1) for all A E ~.then (X,~.~) 

is a finite measure space. 

,The transformation T on (X,~.~) defined by 

T(x,y) = (2x(mod 1),-y) for all (x,y) E X 

is ergodic and conservative, hence the forward process P is 

irreducible. Since (I_ 1,I 1) is a cycle of length 2 and no 

cycles of length > 2 exist, P is periodic with period 2 ac­

cording to definition 3.4.2, while T is aperiodic. 

Now we want to give a definition of periodicity and 

aperiodicity which can be applied to all Markov processes, 

corresponds with the concept of periodicity for Markov chains 

and is such that a transformation T and the corresponding 

forward process P are periodic with the same period on the 

same sets. Because of the last example above, such a defini­

tion will not agree in all cases with definition 3.4.2. 

There are, however, two more aspects which bear upon the 

choice of the definition of periodicity for a Markov process. 

First we note that if P is the forward process associat­

ed with a measurable non singular transformation of period d 

or an irreducible Markov chain with period d, the mapping 
-1 

A + PA for all A E ~O and the mapping A + P A for all A E ~O 

are isomorphisms from ~O onto itself such that Pd and p-d are 

the identity map. 
-1 

Since for any backward process Q of P we have PA = Q A 
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-1 and P A = QA for all A E ~. it seems reasonable that a 

Markov process P and any corresponding backward process have 

the same period. 

Moreover, it seems desirable to obtain a limit theorem 

for periodic Markov processes which for Markov chains reduces 

to the limit theorem mentioned in section 3.3. 

We shall show that the next definition meets these re-

quirements. 

DEFINITION 3.4.3. A Markov process P on a a-finite measure 

space (X,~,~) is said to be periodic with period d on X if 

i) For every A E ~. with ~(A) > O, d is the least integer 
1 

d d 
~ 1 such that ~0 (PA) = ~i(PA). 

ii) 

A Markov process P on a a-finite measure space (X,~,~) 

is said to be periodic with period d on a set A E ~. if the 
1 

restriction PA of P to (A,~ n A, ) is periodic with period d 

on A. 

We postpone the proof that this definition agrees with 

the definition of periodicity for irreducible Markov chains 

and for transformations, and first examine some consequences 

of this definition. 

PROPOSITION 3.4.3. Let P be a Markov process on (X,~.~) which 

is periodic with period d on X. Then X is properly invariant, 

P-IX = PX, and P- 1X PX = X if d ~ 2. 

PROOF. Since ~0 (Pd) ~i (Pd) the invariant sets under Pd form 

lb h . d 1'. a a-a ge ra, ence X 1s P -proper y 1nvar1ant. 
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Define A
0 

= X \ P- 1x, then for all B ~ A
0 

we have 

Jt 8 (PI)d~ = 0, hence PB = 0. It follows that BE ~i and 

n 
~i n A

0 
= ~ n A

0
• Since Pl = 0 on A

0
, we have P 1 = 0 on A0 

for every n, and therefore for every B c A0 by proposition 

3. 1.2 

B E ~0 (PA ). We obtain ~0 (PA } 
0 0 

If d ~ 2, by definition 3.4.3 we therefore must have 

~(A0 ) = 0, and therefore P- 1x =X, PI > 0. By theorem 3. 1.2 

X is properly invariant. 

S • A ' • • ' A P-IX F 1.nce 0 l.S 1nvar1.ant, so 1.s 
1 

= • rom 

lP = lAP+ lAP we conclude, since PA0 = 0, that lP = lAP, 
0 l I 

and therefore JP = 0 on A0 • Since PX is invariant, so is 

A1 \ PX, hence P(A1 \ PX) ~ (AI \ PX). This implies 

~(P(A 1 \ PX)) = 0, and therefore JtAl\PX(Pl)d~ = 0, 

Since PI > 0 on A1 we conclude ~(A 1 \ PX) O, hence 

JP> 0 on A
1

, AI = PX = p-lx. 

COROLLARY. If P is periodic with period d ori X, then P is 

periodic with period d on every set A € ~. for which ~(A) > 0. 
]. 

PROOF. Ford= l, the statement follows from proposition 

3.2.3. Ford> I, the statement follows from proposition 

3.2.3 and theorem 3.2.1. 

PROPOSITION 3.4.4. Let P be a Markov process on (X,~.~) which 

is periodic with period d on X and which satisfies PI > 0 

(this condition is automatically satisfied if d ~ 2 by pro­

position 3.4.3). Then the mappings B ~ PB and B ~ P- 1B for 
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all B E ~0 , which in the sequel shall be denoted by P and 

P- 1, are isomorphisms of ~O onto itself such that Pd and P-d 
-I are the identity maps on ~0 • and P and P are each others 

inverse on ~0 . 

PROOF. By definition, for all BE ~Owe have BE ~i(Pd). 
Since X is Pd-properly invariant we conclude by proposition 

d d -d 3.1.4 I 8P I • P 18 , hence P B • B for all BE ~0 • Then by 
-1 -d 

proposition 3.2.2 we have ~O ~ P ~O ~ ••• ~ P ~0 • ~0' 
-1 1 hence P ~O • ~0 • On page 101 we already noted that p- is an 

• h' f n -ln h • h' p-1 • 1somorp 1sm o ~0 onto P ~0 , ence 1n t 1s case 1s an 

h P-d . h 'd . isomorphism of ~O onto itself, such 

map on ~0 . 

t at 1s t e 1 entlty 

Since by proposition 3.4.3 we have lP > 0, it follows 

that ~O • {A I PnP-nA • A for all n ~ 0} (cf. p. 102). In 
. -1 part1cular, we have PP B = B for all B E ~0 • and therefore 

PP-I is the identity map on ~O and P is an isomorphism of ~O 
-1 -1 -1 . onto itself. Then P PP B • P B for all B E ~0 • and also 

P-Ip is the identity map of ~O onto itself. 

PROPOSITION 3.4.5. Let P be a Markov process on (X,~.~) which 

is periodic with period d on X. Then there exists a partition 

(A1, ••• ,Ad) of X forming a cycle. 

PROOF. Ford • 1 the statement is obvious. Hence we may 

assume d ~ 2. Since X is properly invariant, the elements of 

a cycle must belong to ~O by proposition 3.2.5. 

Let m be the maximal length of a cycle, then by proposi­

tion 3.4.4 we must have m~ d. Suppose (Aj, ••• ,A~) is a cycle 

m 
of length m, and suppose m < d. Put A u Ai, then A E ~i' 

i=l 
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From d ~ 2 we conclude JP > O, and therefore by proposition 

3.2.3 and 3.2.4 PA! =A! I( d )' Then by proposition 3.4.4 
1. 1.+ mo n 

we have for every i P(~0 n Ai) = ~0 n Ai+l(mod n)' 

If for all B c ~O n Aj we had PmB = B, then it would 

follow that even for all B E ~O n A we had PmB = B. Then by 

proposition 3.2.3 and definition 3.4.3 we would have ~(A) = 0, 

contradiction. Hence there exists a set B c ~O n Aj such that 

PmB rf: B. 

Now note that for B' E ~O and n ~ 0 PnB' ~ B' implies 

PnB' B'. In fact, we have B' c PnB' c P2nB' c ••• c PdnB' 

= B'. 

It follows that if w7 put B0 = B \ PmB, we have 

~(B0 ) > 0, and the sets Pl.B0 , 0 $ i < 2m, are pairwise dis­

joint. If P2mB0 = B0 , then we 
2m .J. P B0 r B0 , then 

have a cycle of length 2m; if 
2m put B1 = B0 \ P B0 , then ~(B 1 ) > 0 and the 

i sets P B1, 0 $ i < 3m, are pairwise disjoint, etc. 

Since for every B E ~O we have PdB = B, by this con­

struction we obtain a cycle of length at least 2m and at most 

d, which contradicts the fact that the maximal cycle length 

was m. Hence, if P is periodic with period d, there exists a 

cycle of length d. Using the corollary of proposition 3.4.3 

it follows that every invariant set of positive measure con­

tains a cycle of length d. The partition (A 1, ••• ,Ad) of X 

forming a cycle is now obtained by an exhaustion procedure. 

PROPOSITION 3.4.6. Let P be a Markov process on (X,~.~) which 

is periodic with period d on X, and satisfies lP > 0. If Q is 

any backward or adjoint process for P, then also Q is period­

ic on X with period d. 

PROOF. By theorem 3.1.3 we have ~i(P) = ~i(Q). Since for all 
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A E ~we have P-IA= QA and Q- 1A = PA, condition ii) in defi­

nition 3.4.3 yields by proposition 3.2.1 ~0 (P) = ~0 (Q). 
Firs~ we showdthat for every A E ~i(Q) with ~(A) > 0 we have 

~O(QA) = ~i(QA). 
From JP > 0 we conclude by proposition 3.4.3 that also 

PI > 0, therefore Ql > 0, IQ > 0 and QAl > 0, IQA > 0 on A. 

By proposition 3.2.3 we have ~i(QA) = ~i(Q) n A, ~0 (QA) = 
= ~0 (Q) n A and QA = Q = P-I on ~0 (Q) n A. 

Since ~i(QA) is a a-algebra, A is properly invariant 

under QA' and therefore by theorem 3.1.2 properly invariant 

under Q:. By proposition 3.2.3 we obtain ~i(Q!) c ~0 (Q:). 
Conversely, by theorem 3.2.1 the latter a-algebra equals 

d -d 
~0 (QA). For all BE ~0 (QA) we have QAB = P B = B by proposi-

tion 3.4.4, hence BE ~i(Q1). This shows ~0 <Q!) = ~i(Q!). 
Let (A1 , ••• ,Ad) be the partition of X as in proposition 

3.4.5. If A E ~i(Q), ~(A) > 0, then (A1 n A, ••• ,Ad n A) is a 

cycle for QA of length d, and therefore d is the least number 

such that ~o<Q!) = ~i(Q!). 
Finally, 

Hence Q is periodic on X with period d. 

Now we verify that definition 3.4.3 is in accordance 

with the definitions of periodicity for Markov chains and for 

transformations. 
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First, let P be an irreducible Markov chain with pe,riod 

d. Then tR. = {0,X}, and the only invariant set of positive 
l. 

measure is X. By proposition 3.3.1 d is the least integer 
d d such that tR0 (P) = iRi(P ), hence condition i) of definition 

3.4.3 is fulfilled. 

By lemma 3.1.1 we have lP > O, and therefore there ex­

ists a backward process Q. Then 

by proposition 3.3.2, and also condition ii) of definition 

3.4.3 is satisfied. 

Conversely, let P be an irreducible Markov chain which 

is periodic with period d according to definition 3.4.3. Then 

by proposition 3.4.4 and 3.4.5 d is the maximal length of a 

cycle. 

Now let T be a non singular measurable transformation on 

(X,iR,ll) which is periodic with period d on X, and let P'be 

the forward process associated with T. Then it follows from 

proposition 3.4.1 that for every invariant set A with \l(A) > 0 

d is the least number such that tR0 (P~) • tRi(P~) • iR n A, 

Moreover, by proposition 3.4.1 we have 

hence P is periodic with period d. 

Conversely, if the forward process P is periodic with 

period d, then conditions i), ii) and iii) of proposition 

3.4.1 are satisfied because of proposition 3.4.5, 3.4.4 and 

definition 3.4.3, respectively, and T is periodic on X with 

period d. 



127 

DEFINITION 3.4.4. A Markov process P on a a-finite measure 

space (X,~.~) is said to be aperiodic on an invariant set A 

if there are no invariant subsets of positive measure of A on 

which P is periodic. 

THEOREM 3.4.1. Let P be a Markov process on a a-finite mea­

sure space (X.~.~), and suppose X is properly invariant and 

PI > 0. There exists a finite or countably infinite partition 

(X0,x1, ••• ) of X into invariant sets and an increasing se­

quence (ni) of positive numbers such that P is aperiodic on 

x0 and periodic with period ni on Xi fori~ 1. 

PROOF. Let (An):=! be a sequence of invariant sets of posi­

tive measure such that for every n P is periodic on A with n 

period d. Put A = u An, then A is invariant, ~(A) > 0. Let 
n=l 

B be an invariant subset of A of positive measure. First we 
d d 

show that ~0 (PB) = ~i(PB). 

Since PI > 0 we also have PBI > 0. For every n 

is invariant under P and therefore under PA • Since 
n 

B n A 
n 

by pro-

position 3.4.3 IPA > 0, we obtain IBnA PA > 0 on B n An. 
n n n 

Then by proposition 3.2.3 IBnA PB = IBnA PA > 0 on B n An, 
n n n 

hence IPB > 0. 

Again by proposition 3.2.3 we have ~i(PB) =~in B, 

~0 (PB) = ~O n B. Since ~i(PB) is a a-algebra, B is PB­

properly invariant and therefore by theorem 3.1.2 P~-properly 
invariant. Then by proposition 3.2.3 we have ~i(P~)c ~0 (P~). 

Conversely, by theorem 3.2.1 we have ~0 (P~) = ~0 (PB). 
For all B0 E ~0 (PB) and all n we have Bo n An E ~0 n B n An c 

c ~O n An' B0 n An E ~0 (PA ). It follows that 
n 
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d d d 
hence B0 E ~i(PB). This shows ~0 (PB) = ~i(PB). 

If ~0 (P~) = ~i(P~), th~n, if n is ~hosen such that 

~(B n An) > 0, we have ~0 (PBnA) = ~i(PBnA ), and since Pis 
n n 

periodic with period d on An' we have k ~ d. Hence d is the 

least positive number such that ~0 (P~) = ~i(P~) for all in­

variant sets B c A with ~(B) > 0, and condition i) of defini­

tion 3.4.3 is satisfied. 

From proposition 3.1.2 and the fact that X is properly 

invariant we deduce that for every A E ~i and every B E ~ we 

have P~(A n B) = (PnB) n A and P~n(A n B) = (P-nB) n A. 
-k k Now suppose for some set B c A we have PA PAB c B for 

all k ~ 0. Then for every n ~ 0 

Since PA is periodic, we obtain B n A
0 

E ~O n An fori every 
n 

n ~ 0, and therefore B E ~O n A. 

Convetrsely, let B E ~O n A be given. Then for every 

k ~ 0 we have 

00 

u P~~~(B n An) = 
n=l 

QO 00 

= u P-kpk (B n A) c u (B n A ) • B • 
n=l A A n n=l n n n 
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I -k k Therefore we have {B c A PA PAB c B for all k ~ 0} = 
= ~O n A= ~0 (PA)' and P is periodic with period d on A. 

Let (ni) be the sequence of positive numbers such that 

for every i there exists an invariant set A of positive mea­

sure on which P is periodic with period ni, and define Xi to 

be the mod ~ largest invariant set on which P is periodic 

with period ni. Then x0 =X\~ Xi is invariant, and Pis 

aperiodic on x0 . 

REMARK. Suppose that the Markov process P is periodic with 

period don A € ~ •• Let B be an invariant subset of A, then 
1 

A\ B is invariant under PA' that is, IA\B PA = 0 on B. Then 

it follows from proposition 3. 1.2 and the invariance of A 

that IA\B P = 0 on B u (X\ A), hence A\ B is invariant 

under P, and A is properly invariant. It follows that every 

invariant subset on which P is periodic must be contained in 

the essential part. Therefore, if we agree to call P aperiod­

ic on the (not necessarily invariant) set E \ X, theorem 

3.4.1 also holds without the assumption that X is properly 

invariant, but then of course, the set x0 on which P is a­

periodic need not be invariant. 

3. 5. CONVERGENCE OF PERIODIC MARKOV PROCESSES 
ADMITTING A SUBINV ARIANT EQUIVALENT (J- FINITE 
MEASURE 

In this section we shall derive a limit theorem for the 

behaviour of Pn if n + ~. where P is a periodic Markov pro­

cess on a a-finite measure space (X,~.~) such that lP ~ 1. 

To this end, we start with considering the so-called 
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positive part of X with respect to a given Markov process P 

on (X,~.~). Various characterizations have been given, among 

others by Neveu [19], Krengel [16]. For our purposes the 

following definition suffices. 

DEFINITION 3. 5.1. Let P be a Markov process on a a-finite 

measure space (X,~.~). The positive part F of X with respect 

to P is the maximal support of a finite invariant measure 

\) << ~· 

It is easy to see that such a maximal support exists. 

"" Indeed, let (Ai)i=l be a sequence of sets such that for every 

i there exists an invariant probability v. << ~ with support 
dv. l. 

l. 
Ai. If fi = d~ , then supp fi = Ai and fiP = fi. Put 

CO 

\ -i + f = £ 2 fie £ 1 (x,~.~), then fP = f, hence there ex~sts an 
i=l 

invariant probability absolutely continuous with respect to ~ 
00 

on u 
i=l 

A .• The positive part F is then the modulo ~largest 
l. 

set in the class of supports of finite invariant measures 

\) << ~. 

n , 
PROPOSITION 3.5.1. For all n ~ 0 we have F(P) = F(P ). 

PROOF. If v << ~ is a finite invariant measure with SUfport 

F(P), then vis also Pn-invariant, hence F(P) c F(Pn). 

Conversely, let A << ~ be a finite Pn-invariant m~asure 
n dA n + with support F(P ). If g = 'dil, then gP = g and ge£ 1 (x,~.~). 

n-1 + Define f = g + ... + P g, then f e £ 1 (x,~.ll), fP = P' and 

supp f ~ F(Pn). It follows that F(Pn) c F(P), and therefore 

F(P) F(Pn). 
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+ Obviously, we have F c C and PF = F. Let f e M (X,~.~) 

satisfy fP ~ f < oo, Then fP fiFP + fiX\FP' and because of 

the invariance ofF fiFP ~ fiF. By proposition 2.1.3 we con­

clude fiFP = f~, and therefore fiX\Fp = 0 on F. 

Let v be a subinvariant a-finite measure equivalent to 

v. Then there also exists a a-finite subinvariant measure 
dv v' ~~such that v'(F) < oo, Indeed, put f = ~, then 

+ ~ 
fp ~ f < oo, Let g E £ 1 (x,~.~) satisfy supp g = F and gP g. 

Define h = g + fiX\F' then hP = gP + fiX\Fp ~ g + fiX\F = h. 
dv' It follows that the measure v' defined by ~ = h is a-

finite and subinvariant, and v'(F') <m, 

Let P be a Markov process on (X,~.~) admitting an equi­

valent a-finite subinvariant measure. Without loss of gener­

ality we then may assume that ~ is that subinvariant measure, 

hence lP ~ I, and moreover we may assume p(F) < oo, 

* . . . Let P be the adJo~nt process of P w~th respect to the 

subinvariant measure u. Then by proposition I .4.5 we have 
* * + P f fP, fp = Pf for all f EM (X,~,u), and therefore for 

+ + all f E M (X,~,v) and all g E M (x.~.v) 

Consider the restriction of the Markov operator P in 

£m(X,~,u) to the set of all integrable step functions 
n 

h = I ailA.' Then for every step function h we have 
i=l ~ 

H Phll I 

Since also 11 Phll 
00 

~ 11 hll eo• it follows by the Riesz convexity 
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theorem ([2], theorem VI.IO.ll), that the restriction of the 

Markov operator P in £ 00 (X,~.~) to the set of all integrable 

step functions h satisfies 11Phll 2 ~ llhll 2 and therefore can be 

extended to a bounded linear operator P' in £ 2 (x,~.~). 
Since for every f € £;(x,~.~) there exists a sequ~nce 

of non negative integrable step functions (hn):. 1 such that 

h t h both pointwise and in £ 2-norm, we obtain P'f • Pf for n . 
+ + -all f € £ 2 (x,~.~), and therefore P'f • Pf - Pf for all 

f € £ 2 (x,~.~). In the sequel we shall drop the prime and 

speak of a Markov operator Pin £ 2 (x,~.~). 
By proposition 1.4.6 the measure~ is also subinvariant 

under the adjoint process p*. Hence the formula 

defines a Markov operator in £ 2 (x,~.~). Then for all 

f € £ 2 (x,~.~) and for all g E £ 2 (x,~,P) we have 

Jf(Pg)d~ • Jf+(Pg+)d].l - Jf-(Pg+)d].l - Jf+(Pg~)dp + If-(Pg-)d~ 

Jg+(p*f+)dp- Jg+(p*f-)dp- Jg-(P*f+)dp + Jg-(P*f-)d~ • 

Jg(P*f)d~ • 

Therefore, the adjoint operator of a Markov operator P in 

£ 2 (X,~,p) is indeed the Markov operator p* in £ 2 (X,~,J.l) for 

the adjoint process. 

The limit theorem for periodic Markov processes, which 

we are going to derive now, follows from the theory of posi­

tive linear contractions in £ 2-spaces. The results we need 

are due to Foguel [4]. We shall give a brief outline here; 



for details and proofs the reader is referred to Foguel's 

book [4], chapter VIII. 
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Unless explicitly stated otherwise, in the sequel 11 fll 

will mean the £ 2-norm of f, and (f,g) will be the inner pro­

duct of the functions f € t 2 (x,~.~) and g € t 2 (x,~.~). 
Consider the set H c £ 2 (x,~.~) of functions f for which 

for every n IIPnfll "'IIP*nfll "'llfll. The set His then a closed 

linear subspace of t 2 (x,~.~), and could have been defined 

also as the set of functions f € £ 2 (X,~,p) for which for 

every n ~ 0 p*npnf = p~*nf = f. 

The limit theorem is based on the following property: 

(a) If g l H, then for every f € £ 2 (X,~,p) we have 

n 
lim (f,P g) 
n-+«> 

*n lim (f,P g) = 0 • 
n-+«> 

Let ~· be the class of sets A € ~ for which lA E H. Then 

both PIA and P*IA are characteristic functions of sets in ~·, 
and the set of functions {JA I A € ~'} spans H. 

We now identify the space H and the class ~·. 

PROPOSITION 3.5.2. Let P be a periodic Markov process on 

(X,~.~) with period d such that 0 < JP ~ 1 and ~(F) < oo, Then 

~~ = ~0 n F 

H 

*n n PROOF. If A € ~·, then for all n ~ 0 we have P P lA= lA, 

hence PnP-nA = A and A E ~0 • Therefore by proposition 3.4.4 

we have IAPd = lA' and the restriction of~ to A is a finite 

measure and invariant for Pd. It follows A c F(Pd), and by 
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proposition 3.5.1 A cF. Hence~· c ~On F. 

It follows that for every A E ~· we have PdlA = lA and 

p*dlA lA. Since {lA I A E ~'} spans H, we have for e~ery 

f E H Pdf = p*df = f. Conversely, if f E £ 2 (x,~.~) satisfies 
d ~ n 

P f = P f f, then for every n we have 11 fll ;;:: 11 P fll ;;:: 

;;:: 11 Pndfll = 11 fll , 11 fll ;;:: 11 p*nfll ;;:: 11 p*ndfll = 11 fll , hence f J H. 

This shows 

d = {f € £2(X,~.~) I Pdf = p*df = f} • 

-d d For every A E ~O n F we have ~(A) < oo, P A = A and P A = A, 
d d hence P lA~ lA and lAP ~lA since JP~ 1. Then by proposi-

tions 2.1.5 and 2.1.3 it follows that PdlA =lA' lAPd ~ 
= p*diA = lA' and therefore lA E H, A E ~·. This completes 

the proof. 

In the last part of the previous proposition we actually 

have shown that for every A E ~O n C with ~(A) < oo, we have 

A cF. Hence for all A E ~O n (C \F) we have ~(A) = o
1 

or 

~(A) = oo, and in general the measure ~pace (X,~0 .~) will not 

be a-finite. Therefore the conditional expectation operator 

E~ not necessarily exists. 
~0 

For every g E £ 2 (x,~.~) the function E~ g is defined 
0 uniquely by the following conditions: 

i) F 
E~ g is ~0-measurable. 

0 

H) F 
E~ g 

0 
0 on X \ F. 

iii) JE~ g d~ 
A 0 

for all A E ~O n F. 
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It is easily verified that EF is a positive linear contrac­
tRO 

tion in 

THEOREM 3.5.1. Let P be a periodic Markov process on a a­

finite measure space (X,tR,~) with period d, and suppose 

0 < lP ~ 1 and ~(F) < ""• Then for every g € £ 2 (X,tR,~) and 

h ( nd+r )"' (P*nd+r )"" every r ~ 0 t e sequences P g n= 1 and g n=l con-

F r r F 
weakly to EtR P g = P EtR g, respectively 

0 0 

PROOF. Define h = Ptg- E~ Ptg, then h € £ 2 (X,tR,~). For all 
0 A € tR0 n F we have 

hence by proposition 3.5.2 h ~ H. 

Moreover, si~ce E~ Ptg is tR0-measurable and has support 
0 

in F, the function E~ Ptg is invariant under Pd. Hence we 
0 

have for every n ~ 0 

For every f € £ 2(X,tR,v) we have fPs = p*Sf € £ 2 (X,tR,~). 
Therefore by property (a) for all f € £ 2 (X,tR,~) 

lim J(fPs)(Pndh)d~ = 
n-+<» 

= lim J(fPs)(Pnd+tg)dV- J(fPs)(E~0Ptg)d~ 0 • 
n-+<» 
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If we take s = 0, t = r, then we obtain 

(Pnd+rg):=l converges in £ 2 (X,~,u) weakly to 

that the sequence 
F r 
E~ P g, and if we 

0 
take s = r, t = 0, then 

r F P E~ g. It follows that 

sequence converges weakly to 
F r 
E~ p g. 

0 0 
The second statement is proved in the same way by re­

placing P by p*, 

Theorem 3.5.1 indeed implies the convergence theorem for 

Markov chains. 

Let P be an irreducible Markov chain with period d, and 

let v be the unique invariant measure for P. 

and 

for 

If all states are null states, then v(X) .. oo, v(F) 

for all states i E X, j E X we have 

. J nd+r 0 i.e. lim (nd+r) .. 0 • l1m l{i} P I{'} dv p .. 
n+oo J n+oo 1J 

If all states are positive, then v(X) < oo, F X, and 

all states i E X, j E X we have 

f nd+r lim l{i} p l{j} 
n+oo 

lim p~~d+r)v{i} 
n+oo 1J 

( 

dv = J I { i} 
v r 

E~0P I {j} dv , 

0, 
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SAMENVATIING 

In dit proefschrift komen twee onderwerpen uit de theorie 

van de Markov processen aan de orde. 

Het eerste onderwerp heeft betrekking op terugkeereigen­

schappen van de Markov shift. In 1953 hebben Harris en Robbins 

[7] aangetoond dat voor een conservatief Markov proces de 

shift in de tweezijdige produktruimte conservatief is als de 

Uarkov maat op de produktruimte invariant is onder de shift. 

In dit proefschrift wordt het verband onderzocht tussen het 

conservatieve gedeelte van het Markov proces en het conserva~ 
' I 

tieve gedeelte van de Markov shift, zowel in de eenzijdige / 

als in de tweezijdige produktruimte. De resultaten zijn ge­

formuleerd in de stellingen 2.3.1 en 2.3.2. 

Tevens wordt het verband onderzocht tussen de Harkov ma­

ten voor eenzelfde proces op de tweezijdige pr~ktruimte; in 

het bijzonder wordt een noodzakelijke en voldoende voorwaarde 

gegeven voor het singulier zijn van twee Harkov waarschijn­

lijkheden (stelling 2.2.2). De hierbij gevolgde methode is 

afkomstig van Kakutani [14]. 

Met iedere niet singuliere meetbare transformatie cor­

respondeert een "forward Markov process", en in het algemeen 

I 
I 
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een klasse van "backward Harkov processes". Voor deze back­

ward processes wordt in paragraaf 1.5 een representatiestel­

ling afgeleid. Tevens wordt in paragraaf 2.1 aangetoond dat 

als de transformatie ergodisch en maatbewarend is op een 

waarschijnlijkheidsruimte, alle backward processes dissipa­

tief zijn, behalve het backward process dat correspondeert 

met de invariante waarschijnlijkheid. 

Met behulp van deze backward processes kunnen we Markov 

maten op de tweezij produktruimte construeren voor het 

forward process corresponderend met de transformatie. Deze 

constructie, beschreven in paragraaf 2.4, levert een voor­

beeld van een dissipatieve inverteerbare transformatie in een 

waarschijnlijkheidsruimte waarvoor er een dichtliggende alge­

bra van terugkeerverzamelingen bestaat. 

Het tweede onderwerp in dit proefschrift betreft de de­

finitie van periodiciteit voor Markov processen. Het concept 

periodiciteit is algemeen bekend voor Harkov ketens. Boven­

dien bestaat er een definitie gegeven door l·foy [17] voor ir­

reducibele Harkov processen, die samenvalt met de definitie 

voor irreducibele 11arkov ketens, en een periodiciteitsbegrip 

voor transformaties. Het blijkt dat Moy's definitie niet in 

overeenstemming is met het periodiciteitsbegrip voor trans­

formaties~ In paragraaf 3.4 wordt een definitie van periodi­

citeit gegeven die toepasbaar is op alle Harkov processen, 

voor Markov ketens samenvalt met de daar gebruikelijke defi­

nitie en voor de Markov processen corresponderend met een 

meetbare transformatie periodiciteit oplevert dan en slechts 

dan als de transformatie periodiek is met dezelfde periode. 

De diverse definities van periodiciteit blijken alle af 

te hangen van de klasse der invariante verzamelingen en de 
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deterministische a-algebra. Daarom worden in de eerste twee 

paragrafen van hoofdstuk III enige eigenschappen van deze 

verzamelingen besproken. In het bijzonder wordt in paragraaf 

3.1 een karakterisering gegeven van het essentiele gedeelte 

met behulp van invariante verzamelingen. Tenslotte wordt in 

de laatste paragraaf een limietstelling voor periodieke 

Markov processen afgeleid. Deze afleiding berust op een me­

thode, aangegeven door Foguel [4]. Toegepast op Markov ketens 

levert deze stelling de bekende limietstelling op. 
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STELLINGEN 

I 

Zij P een overgangswaarschijnlijkheid op een meetbare 

ruimte (X,~) en (O,Ct,M,S) de eenzijdige shift ruimte voor P 

met betrekking tot een cr-eindige beginverdeling ~0 • 

De a-algebra der asymptotische gebeurtenissen wordt ge­

definieerd door 

dat 

Voor iedere A E OC.,., bestaat er een rij (An):=o in ~ zo 

lim M(A ~ IT-I A ) 0 
n n 

waarin TI de projectie in 0 op de n-de coordinaat voorstelt. 
n 

II 

Stel T is een meetbare transformatie op een meetbare 

ruimte (X,~). Laat de overgangswaarschijnlijkheid Pop (X,~) 

gedefinieerd zijn door 

P(x,A) = I _1 (x) voor alle x E X en voor alle A E ~. 
T A 

Zij (O,~,M,S) de eenzijdige shift ruimte voor P met betrek­

king tot een cr-eindige beginmaat ~0 , en ~"' de a-algebra der 

asymptotische gebeurtenissen. Dan geldt 



waarin 

~00 rr ~oo [MJ , 
n=O 

00 

n T-n ~ . 
n=O 

Ill 

Stel T is een meetbare niet singuliere transformatie in 

een cr-eindige maatruimte (X,~,v). De definitie "T heet essen­

tieel inverteerbaar als T-l~ = ~[v]" lijkt natuurlijker dan 

de definitie van het concept van essentiele inverteerbaarheid 

zoals gegeven door Helmberg en Simons. 

Literatuur: Helmberg, G. en F.H. Simons: A dualization of 
Kac's recurrence theorem. 
Proc. K.N.A.W. Series A, 69, 608-615 (1966). 

IV 

Stel C is het conservatieve gedeelte van X met betrek­

king tot een niet singuliere meetbare transformatie T in een 

cr-eindige maatruimte (X,~,v). Als T- 1 ~ = ~[v], dan is C het 

conservatieve gedeelte van X met betrekking tot het terug­

proces behorend bij T. 

Literatuur: Helmberg, G. en F.H. Simons: On the conservative 
parts of the Markov processes induced by a mea­
surable transformation, corollary 5.1. 
Z. Wahrscheinlichkeitstheorie verw. Geb. 11, 
165-180 (1969). 



V 

Zij P een conservatief Markov proces op een cr-eindige 

maatruimte (X,~.~). Voor iedere A € ~ wordt de terugkeertijd 

gedefinieerd door 

Als ~invariant is onder P, dan geldt 

waarin A* de kleinste invariante verzameling is die A omvat. 

VI 

Gegeven zijn n laden met in iedere la n ballen van de­

zelfde kleur. Twee ballen uit verschillende laden hebben ver­

schillende kleuren. Een verwisseling is het ruilen van een 

zeker aantal ballen uit een la met hetzelfde aantal ballen 

uit een andere la. Dan is het kleinste aantal verwisselingen 

om in iedere la van iedere kleur een bal te krijgen groter 

dan of gelijk aan ~ • 21og n. Dit minimum wordt aangenomen 

als n een macht van 2 is. 

VII 

Er bestaat voor n ~ 2 geen perfecte 3-error-correcting 

Lee code voor woordlengte n over een alfabet van 5 letters. 

Literatuur: Golomb, S.W. en L.R. Welch: Algebraic coding and 
the Lee metric, in: Error correcting codes. 
Proceedings of a Symposium at the University of 
Wisconsin, Madison. 
John Wiley & Sons, Inc. - New York. 



VIII 

Het besluit om het afvalwater uit de veenkolonien onge­

zuiverd in de Eemsmonding te lozen, waarbij systematisch de 

waarschuwingen van de zijde der biologen werden genegeerd, 

toont aan hoe weinig serieus de overheid het probleem van de. 

watervervuiling opvat. 

IX 

Gevreesd moet worden dat de opstellers van de Wet ver­

ontreiniging oppervlaktewateren het zelfreinigend vermogen 

van zeewater sterk overschatten. 

X 

Het in Nederland gevolgde systeem van kinderbijslag wekt 

ten onrechte de indruk dat Nederland een onderbevolkt gebied 

is. 

Eindhoven, 25 juni 1971 F.H. Simons 


