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Semantics of POOSL:
An Object-Oriented Specification Language
for the Analysis and Design of Hardware/Software Systems
J.P.M. Voeten

Abstract

POOSL, an acronym for Parallel Object-Oriented Specification Language, is a specification
and design language which is developed as a part of an object-oriented methodology for the
specification and design of data processing systems that contain a mixture of software and
hardware components. The language is based on the object-oriented paradigm to support
flexible and reusable design, as well as on the basic concepts of CCS to enable formal
verification, simulation, and transformation of specifications.

In this report we formalize the language and we argue why such a formalization is necessary.
The formal description is a Plotkin-style structural operational semantics. Since POOSL
distinguishes data from processes, the semantics is developed in two parts. The data part
is a computational semantics which is specified in terms of a transition system. We clarify
the formal description through an example in which we compute the semantics of a data
expression. The process part is a computational interleaving semantics defined in terms of
a labeled transition system. On top of this semantics we define observation equivalence,
and we show in an example how to reason about the equivalence of specifications.
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Chapter 1

Introduction

1.1 Background

Designing data processing systems becomes more and more difficult because of their in-
creasing complexity and because of often competitive time and cost constraints. The Digital
Information Systems Group develops methods and tools for the specification, design, and
implementation of complex (real-time) data processing systems that contain a mixture of
software and hardware components. There is a special interest in the application of object-
oriented techniques. Currently there exist a number of accepted object-oriented analysis
and design techniques, but unfortunately they all mainly focus on software development.
Therefore our group is developing a methodology which is also suited for the design of
hardware systems.

An important part of the methodology is a formal specification language called POOSL
[Voe94, Voed5], an acronym for Parallel Object-Oriented Specification Language. The key
feature of POOSL is that it distinguishes statically interconnected process objects from
dynamically moving data objects. Process objects, or for short processes, are concurrent
entities that communicate using one-way synchronous message passing over static channels.
Process objects can be composed to form clusters of collaborating objects. A cluster is
hierarchically built from process objects and other clusters by paraliel composition, channel
hiding and channel renaming. Data objects, on the other hand, are sequential entitities
used to model internal data of processes and to model data exchanged between different
processes. Processes do not share any data objects and if data objects are passed form one
process to the other, actual deep copies are made. This contrasts traditional object-oriented
languages where object references are passed instead of the objects themselves. The strict
separation between data and processes creates the possibility to model the static structure
of a system in an elegant and intuitive way, something which is of utter importance for the
specification of software/hardware systems.

We mentioned that POOSL is a formal language, which means that the language should
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2 Motivation

be equipped with a formal syntax as well as with a formal semantics. The formal syntax
of previous versions of POOSL are given in [Voe94, Voe95]. In this report we give a formal
syntax and develop a formal semantics of a stable version of the language.

With respect to the semantics, we have chosen for a Plotkin-style structural operational
semantics. An operational semantics emphasizes how a specification is executed on some
abstract machine. The term structural states that the semantics is defined in terms of the
syntactic structure of specifications.

1.2 Motivation

The reasons to develop a serantics, and especially a structural operational semantics, are
diverse. Designing a good (specification) language is a very complex task. When one
attempts to combine different language concepts, unexpected and counterintuitive inter-
actions arise {Ten91]. Since constructing a formal semantics requires a thorough under-
standing of every "corner” of the language, these interactions can be detected as early as
possible and different alternatives can be evaluated systematically. Therefore, a language
and its formal semantics should be developed simultaneously, thereby using the semantics
as a tool which guides the language design. More about this subject is described in Chapter
4,

Next to its use for language design, a semantics, and because of its relative simplicity
especially an operational semantics, can be helpful to users of the language. Since ref-
erence manuals and language standards are, in general, expressed informally, ambiguities
may arise about the precise meaning of some construct. A formal semantics can then be
consulted to resolve these ambiguities. Further, a rigorous semantic description can be of
assistance in creating manuals or standards in the first place.

Correctness-preserving transformations play in important part in the design methodology
mentioned in Section 1.1. A transformation takes a specification and transforms it into
another one. A correctness-preserving transformation is a special kind of transformation
whose correctness is known in advance, which means that it establishes a predefined cor-
rectness relation between the involved specifications. A formal proof of correctness can
only be made if the semantics of specifications and the semantics of correctness relations
are made precise.

The correctness of transformations is often based on equivalent ezternally observable be-
haviour. Since denotational semantics typically emphasize describing systems in terms of
their external behaviour, they are often considered a good basis for the support of trans-
formations. However, as languages become more complicated, deciding on an appropriate
denotational semantics becomes more and more difficult, which especially applies to parallel
(object-oriented) languages. On the other hand, operational semantics, and in particular

1 Introduction



Report Organization 3

structural operational semantics, have proven to be very fruitful. By defining correctness
relations directly on top of an operational semantics, much of the need for denotational
semantics has been side-stepped [Hen90).

To be able to validate formal specifications against informal requirements, to analyze the
(dynamic) behaviour of specifications, or to umplement specifications, a simulator tool
or a compiler tool providing (prototype) implementations would be of great use. Since
an operational semantics describes how specifications are executed rather than just what
the results of the execution should be, tool implementers can greatly benefit from such
a semantic description. This is nicely demonstrated in [Eij89] where a set of simulator
functions for Hippo (a LOTOS simulator) is systematically derived from the operational
semantics of LOTOS.

Formal verification is a mathematical proof that a specification meets a certain property.
Currently, a wide variety of tools are available which automate formal verification. In
order to make use of these verification tools, POOSL descriptions have to be translated
into so-called labeled transition systems which serve as the basic input models for a large
amount of verification tools. Since labeled transition systems and operational semantics
are closely related, the latter can be of great help in the construction of translation tools.

1.3 Report Organization

The plan of the report is as follows:

e Chapter 2 deals with data objects. The chapter starts with an informal explanation.
Then the formal syntax together with a number of context conditions are given. Next,
we develop a computational semantics of the data part of POOSL. The realization of
the formal semantics of data objects has greatly been influenced by [PAR85] in which
an operational semantics of the parallel object-oriented language POOL is given. We
conclude Chapter 2 with an example in which the semantics of a complex-number
expression is calculated.

e Chapter 3 concerns the process part of the language. We start with an informal
explanation, a formal syntax, and a number of context conditions. Then we develop
a computational interleaving semantics and we define observational equivalence on
specifications. In the last part of the chapter we give a proof of the equivalence of a
simple hand-shake protocol and a 1-place buffer.

e In Chapter 4 a brief review of the development process of POOSL is given. The
chapter describes three encountered problems, possible design alternatives, and the
chosen solutions.

o The report finishes with Chapter 5 in which we derive our conclusions.

Semantics of POOSL



Chapter 2

Data Objects

2.1 Informal Explanation

Data objects or traveling objects in POOSL are much alike objects in sequential object-
oriented programming languages such as Smalltalk [GRB9], C++ [Str92], Eiffel [Mey88],
and SPOQL [AB90]. A data object contains some private data and has the ability to act on
this data. Data is stored in instance variables, which contain (references to) other objects
or to the object which owns the variables. The variables of an object cannot be accessed
directly by any other object. They can only be read and changed by the object itself.

Objects can interact by sending messages to each other. A message consists of a message
name, also called a message selector, and zero or more parameters. A message can be
seen as a request to carry out one of the objects’ services. An object explicitly states to
which object it wants to send a message. When an object sends a message, its activities
are suspended until the result of the message arrives. An object that receives a message
will execute a corresponding so-called method. A method implements one of the object’s
services. It can access all instance variables of its corresponding object. In addition, it
may have local variables of its own. The result of a method execution is returned to the
sender.

Data objects are grouped into dala classes. A data class describes a set of objects which
all have the same functionality. The individual objects in a class are called instances. The
instance variables and methods, which are the same for all instances, are specified within
a class definition.

Future versions of POOSL should support some form of inheritance. Because the precise
form has not been decided upon, we will not consider inheritance in this report.

POOSL has four predefined classes of commonly used data types, namely Boolean, Integer,
Real, and Char. Instances of these predefined classes are called primitive (data) objects.
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The set of messages of these objects correspond to the usual operations of the object’s data
type.

Next to these primitive objects five other primitive objects exist, named nil, bunk, funk,
runk, and cunk. nil can be considered to be element of every class. Besides an equality
(==) message, this object does not recognize any message and the execution aborts when
another message is sent to it. bunk, funk, runk, and cunk represent the unknown objects
of classes Boolean, Integer, Real, and Char. An unknown object recognizes the same
messages as the other objects of its class. The calculated results follow obvious rules
such as bunk or true = ftrue, tunk < 6 = bunk, and 1.567 x runk = runk.
The unknown objects are introduced to allow the specification of non-deterministic, yet
executable, behaviour. Non-determinism is a very powerful tool to achieve abstraction in
specifications.

Every object (primitive as well as non-primitive) recognizes a special message called equality
(==). Through the equality message it is decided whether or not two expressions refer to
the same object.

2.2 Formal Syntax

In this section an (abstract) syntax of the language of data objects is given. The syntax
resembles the syntax of Smalltalk defined in [GR89)] and is based on the abstract syntax
of POOL {PARS85). We assume that the following sets of syntactic elements are given:

IVar instance variables ZyY, -
LVar local variables, parameters u,v,w,---
CName data class names c, -
MName method names m,--+

First, we define the set PDObj of Primitive Data Objects with typical elements v, -- .. This
set contains boolean objects (B), integer objects (Z), real objects (R}, character objects
(Char), nil, bunk, iunk, runk, and cunk.

PDOb; = BU {bunk} UZ U {iunk} URU {runk} U Char U {cunk} U {nil}
We define the set Ezp of expressions, with typical elements E, - - -, as follows:

E =1z

u

new(C)

self

E m(E,- -, F,)

Y
S, F

Semantics of POOSL



6 Formal Syntax

The first two expressions are instance variables, and local variables or parameters. The
value of such a variable expression is (a reference to) the object currently stored in that
variable. The next type of expression is the new expression. This expression indicates
that a new object (of class C) has to be created. The expression yields the newly created
object. Expression self refers to the object which is currently evaluating this expression.

The sixth type of expression is a message-send expression. Here E refers to the object
to which message m has to be sent and F,---, E, are the parameters of the message.
When a message-send expression is evaluated, first the destination expression is evaluated,
then the parameters are evaluated from left to right, and finally the message is sent to
the destination object. This latter object initializes its method parameters to the objects
in the message and initializes its local method variables to nil. Next, the receiving object
starts evaluating its method expression. The result of this evaluation is the result of the
send expression which is returned to the sending object.

Next, we have constant expressions v, - -, which refer to the above defined primitive ob-
jects. 5 stands for the direct naming (textual representation) of primitive object 4. An
expression can be composed from a statement and another expression. When such a com-
posite expression is evaluated, first the statement is executed and then the succeeding
expression is evaluated. The value of this latter expression will be the value of the com-
posite expression.

Next, we define the set Stat of statements. We let S, - - - range over Stat which is defined
as

S u=

I

8 8 iy

=F
=F
. S,

if Ethen §; else S; i
do E then S od

The first type of statement is an ezpression. Executing such a statement means that the
expression is evaluated and the result is discarded. The effect of the execution is the
side-effect of the expression evaluation.

n

Next, we have two assignment statements: the first to an instance variable and the second
to a local variable or parameter. Upon execution of an assignment statement, the expression
is evaluated and the result, a primitive object or a reference to an object of a user-defined
class, is assigned to the variable.

Sequential composition, the if-statement, and the do-statement have their usual meaning. If
the guard ¥ of the if-statement or the do-statement evaluates to bunk, a non-deterministic
choice is taken whether the value should be interpreted as true or as false.

2 Data Objects
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Further, we define the set Systems with typical elements Sys, - - -.
Sys u= (CDy--- CD,)

A system Sys is a set of non-primitive data classes, comparable with a set of system classes
in Smalltalk. A system is built from a number of data class definitions.

The set Classdef of data class definitions, ranging over CD, - - -, is defined as

CD ::= data class C
instance variables z;--- 2,
instance methods MD,.-- MD;

Within a data class definition the functionality of the classes’ instances is specified. First,
the name of the class is given. Next, the instance variables z; - - - 2, of the class are in-

dicated. The last part of a class definition consists of a number of method definitions
MD1 . M.ch

The set of all method definitions is called Methdef and has typical elements MD, - - -

MD = m(uy, -, u,)
e |
E
| mu, -, u,)
primitive
Within a method definition the functionality of a certain message or method is described.
A method definition starts with a method or message name m and zero or more parameters
Uy, -+, U,. Next, zero or more local variables v, - - v,, are specified. A method definition
ends with an expression F which is the body of the method. This expression is evaluated

when the method is invoked. The result of this evaluation is returned to the message
sender.

However, there exist methods for which the functionality cannot be expressed in terms
of expressions. The functionality of these, often called prim:tive methods, is specified in
the form of azioms in the semantics of the language. A primitive-method definition only
contains the parameters of the method and a keyword which indicates that the method is
primitive. A typical example of a primitive method is a deepCopy method which is used
to create a complete copy of some object. Another example is the equality (==) message.
Through this message it is determined whether two expressions refer to the same object. In
this report we will assume that there are classes which use deepCopy and equality. These
primitives are also defined for every primitive object. Other primitive methods will not be
considered here.

Semantics of POOSL



8 Context Conditions

2.3 Context Conditions

In the previous section we gave the syntax of the data part of POOSL in BNF notation.
There are, however, a number of (syntactic) requirements, often called contezt conditions,
which have to be satisfied and which cannot be described in BNF. In this section we will
informally describe the context conditions with respect to a system Sys of classes. The
conditions are the following;:

(a.) All class names in Sys are different.

(b.) All instance variables in a class definition are different.

(c.) All method names of a class are different.

{(d.) All parameters and local variables in a method definition are different.

(e.) Every variable used in a method body is either an instance variable of the corre-
sponding class, a method parameter, or a local method variable.

(f.) The class in any new expression is contained in Sys.

2.4 A Computational Semantics

2.4.1 Informal Explanation

A computational semantics is a special kind of operational semantics and is specified by a
transition system. Transition systems where first used by Hennessey and Plotkin [HP79,
Plo81, Plo83] and they were also used by Apt in [Apt81, Apt83]. A transition system is an
ensemble ( Conf, —) where Conf is a set of configurations and where — denotes a transition
relation. In general, a configuration is of the form (S5, I} representing a system S together
with some amount of information f. § is the syntactic part of the configuration and often
denotes a statement. The information part I often refers to a state. A configuration
represents that system S is to be executed in the context of information /. Transition
relation (—) describes how this execution takes place. The intuitive meaning of transitions
(S,I} — (8',I') is that system § with information I can lead to system §' with information
I’ in a single computation (or execution) step.

The transition relation is defined by a syntax directed deductive system consisting of rules
and eztoms. A rule is of the general form

! ! t !
Eh IlL—’ ( (1}311}), -—> s( .(Sk?u}’I)n) —* (Sns In) if condition

2 Data Objects



A Computational Semantics 9

A rule has zero or more premises and one conclusion. A rule tells us how we can deduce
a new transition (the conclusion) from the old ones (the premises). A rule may have a
condition which has to be fulfilled whenever the rule is to be applied.

Rules without premises are called arioms. An axiom tells us what is considered to be a
basic transition. Usually, the solid line is omitted when a rule is an axiom. So, an axiom
has the general form

(S,I) — (8", I'} if condition

The transition relation — describes the individual steps of an execution. If we apply the
relation repeatedly, starting with configuration {S;, ), we obtain sequences of configura-
tions, called derivation sequences,

(S1, ), (S, oY, {Sa, &), - - -

such that for all i > 1 (S;, ;) — (Si+1, Liy1). Some of these sequences will be infinite and
others will be finite. The finite sequences are of the form

(SI,II),(S2:I2)3<SS,I3)"' * )(Sh-[k)

where configuration (S;, ;) is either a terminal or a stuck configuration, i.e., there exists
no configuration (S, I} such that (S, I;) — (S, I). A terminal configuration represents the
calculated information obtained by successful termination. A stuck configuration represents
an unsuccessful termination.

We can now give a meaning to a configuration (S, ;} by defining its semantics as the set
of all terminal configurations of all possible derivation sequences.

In the following two subsections we will give an operational semantics of the data part of
POOSL. Section 2.4.2 will start with a number of definitions. In Section 2.4.3 the transition
system is being developed. Section 2.4.4 defines the semantics of configurations in terms
of a semantic function M. In Section 2.4.5 the transition system is extended to deal with
the primitive deepCopy messages. Section 2.4.6 we give an example of the calculation of
the semantics of a data expression in POOSL.

2.4.2 Definitions

Before we can define our operational semantics we have to give some definitions.

We start defining the set NDObj of Non-Primitive Data Objects and let it range over «,
-+-. Non-primitive data objects are represented by 'capped’ integer values. In fact, these
‘capped’ integer values are really object identifiers and not the objects themselves. Most
of the time, however, we will blur this distinction and call them objects instead.

Semantics of POOSL



10 A Computational Semantics

NDObj = {# | n € N}

Together with the primitive data objects PDObj, this constitutes the set DObj of Data
Objects, with typical elemeats g, - - -,

DObj = NDOby U PDOby
We define a set of global states ¥ ranging over a, - - - as follows:
T = {o € (NDObj U {proc}) — (IVar — DObj) | Dom(o) is finite}

Here, we use — to indicate that a global state is a partial function. Dom(c) denotes the
domain of function . We will denote elements of NDObj U {proc} by §,--- and elements
of IVar — DObj by ¢,---.

Later in Chapter 3 we will see that every data expression or statement is executed within
the context of a single process object. Such a process has instance variables, which refer
to data objects known to the process. A global state ¢ € ¥ stores the values of all these
instance variables as well as of those of all non-primitive data objects (indirectly) known to
the process. Domain element proc identifies the process itself. The other domain elements
refer to the non-primitive data objects.

We define a function Mazld which retrieves the greatest object identifier contained in a
global state. Mazld is needed to describe the creation of data objects. If a state does not
contain any object identifiers, the function returns 0. Let ¢ € . Then

o if Dom(c | NDObj) =@
Mazld(o) = { Maz{n | & € Dom(o)} if Dom(o | NDObj) # @

Here ¢ | NDOb;j denotes function o restricted to set NDObj.

Next, we define a set Stack of (local} stacks, with typical elements s,---,
Stack = ({proc} x (LVar — DQObj))*(NDQbj x (LVar — DObj))*

A stack is a (possibly empty) list of stack elements. An element of a stack denotes a local
variable environment. Such an element consists of two components. The first component
denotes the owner of the environment, which is either the involved process object or some
non-primitive data object. The second component stores the values of local (method)
variables of the owner. The first component of the top of a stack denotes the object which
is currently executing one of its methods. Note that the bottom elements of each stack are
owned by the involved process object, whereas the top elements are owned by non-primitive
data-objects. We let the set of stack elements (NDObj U {proc}) x (LVar — DObj) range
over e,---. We further let Lvar — DObj range over y, - - -.

2 Data Objects
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We shall need the following operations upon stacks: For stack elements
€1, sen, € € ((NDObj U {proc}) x (LVar — DObj))
and stack

{e1, -+, en) € Stack

we define
POP((C],"', eﬂ)) = <ela°‘°)en—1) if n >1
push(e,{e1,- -, e.)) = {e1, -~ €n,€) if (€1, -, ¢€,,€) € Stack
top((elv"'a en)) = €y if n>1
|(e1,---,en)| - n

| s | denotes the depth (the amount of elements) of stack s.

We denote the first and second component of a stack element e by e(1) respectively e(2).
So if e = {6, x) then e(1) = § and e(2) = x.

To store for each non-primitive data object its class name, we define the set Type of type
functions ranging over 7, - - -

Type = NDObj — CName
Armed with these definitions we are able to define our set Conf of configurations.
Conf = Stat® x ¥ x Stack x Type x Systems

A configuration consists of a syntactic part and an information part. The syntactic part
is composed of a statement and a system of classes. The information part (the I part
described in Section 2.4.1) is composed of a state, a stack, and a type.

The set Stat®, with typical elements §¢,- - -, is an extension of the set Stat. This extension
is on its turn based on an extended set of expressions Fzp*, with typical elements E*,--- .
The extended sets are defined as follows:

Ee uw= =2 St u= E*
u r:=E°
new(C) u:=FE*
self 555
E¢ m(Ef,--,Ef) if E¢then S, else S; fi
B do E then S od
S K | E¢

Here, 8 denotes the direct naming of object 8. This construction is incorporated to facili-
tate the semantic description. | F° indicates that a message is outstanding and that the

result of the message, which is the value of expression E¢, is to be inserted at the place of
the |.

Semantics of POOSL
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2.4.3 The Transition System

In this section we will definz the transition system of the data part of POOSL. The tran-
sition relation

— C Conf x Conf

will be defined by the following axioms and rules:

Axioms
1. Object creation

(ﬂeW(C),J,S,T,SyS) - (ﬁ’U’:S’T':SyS)

if

Sys =! (CDl ct CD_,‘ cee CD;)

CD; = data class C instance variables 2; - - - 2, instance methods MD, --- MD,
and where

o’ =o{¢ [ @}

Dom(¢) = {=1, -, 2}

Hlx;) = nil

n = Mazld(o) + 1

T =7{C [ #}

Here we have used the variant notation for functions. If f is a (partial) function from X
toY,z,p€ X and y € Y, then f{y / z} is defined by

f(p) i p#z and p € Dom(f)
My /=Hp)=4 v if p==¢
undef if p#z and p ¢ Dom(f)

We write f{y/z}(p) = undef to mean that p & Dom(f{y/z}).
2. Assignment to instance variables
{z := B,0,8,7,8ys) — (B,0',s,7,5ys)
if
I s | >0
and where

o' = o{o(§){8 / 2} / 6}
6 = (top(s))(1)

'We use = to denote syntactic identity.
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3. Assignment to local variables

(u:=pB,0,s,7,8ys) — (B,0,5',7,8ys)

if
| s I >0
and where
s’ = push(e’, pop(s))
e' = (e(1), e(2){B / v})
e = top(s)

4. Instance variables

<x7013!7—38y3) - <£?0$3$T?Sys)

if

| s |> 0

o(top(s)(1))(=) # undef
and where

B = a(top(s)(1))(z)
5. Local variables

(u,0,8,7,5ys) — {(B,0,s,7,5ys)

if
| s |> 0
(top(s)(2))(u) # undef
and where
B = (top(s))(2)(u)
6. Self
(self,o,s,7,Sys) — (a,0,s,T,Sys)
if
I s |> 0
top(s)(1) # proc
and where

a = top(s)(1)

Semantics of POOSL
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10.

11.

. Discarding a value

{B;5,0,87,8ys) — (S,0,5,7,5ys}

. Method call

(a m(By, -
if

Sys = (CD,---CD;--- CDy)
CD; = data class (' instance variables -
C 7(a)

mu,- -

o

S

yw) |ueo| B

and where

3’

€

push(e, s)

ol
2 ‘Cb:é'-
=

x(w)
x(%)
Returning the result

(L B,o,8,7,85ys) — (B,0,5',7,5ys)
if

ls|>0
and where

s’ = pop(s)

Conditional

(S1,0,s,7, Sys)

(if Bthen 5, else 5; fi, 0, 5, 7, Sys) —

Do-statement

{do E then Sod, o, 5, T, Sys) —
(if F then(S; do E then S od)else

. MDy .-

(821 g,8,T, Sys)

,&),U,S,T,Sys) - (l E,O’,S',T,SyS)

MD - MDy

if B = true
or f = bunk
if 3 = false
or B = bunk

nilfi, o, 8,7, Sys)

Data Objects
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12.

13.

14.

Primitive-class Integer (and funk), operators

(1 op(m):0,8,7,5ys) — (12,0,5,7,5ys) if 7,1 € ZU {iunk}

where

72 = op(7, 1)

op =+, —,*, div, mod, - - -
and

(y op(),0,5,7,Sys) — (m,0,8,7,8ys) if v € ZU {iunk}
where

11 = op(v)
op = sqr, sqrt, asChar, - - -

Primitive-class Integer (and iunk), relators
{(y rel(m1),0,8,7,8ys}) — (12,0,8,7,Sys) if v,y € ZU {iunk}
where

Y2 = Tel(’)’a ’Yl)
rel = <,<,>, 2,

Primitive-class Boolean (and bunk), operators
(v op(m).0,5,7,8ys) — (y2,0,8,7,8ys) if 7,7 € BU {bunk}

where

Y2 = op(7,72)
op = and, or, nand, zor, -

and

(v op(),0,5,7,8ys) — (m,0,5,7,8ys) if v & BU {bunk}
where

m = op(y)

op = not,- -

Semantics of POOSL
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15. Primitive-class Real (and runk), operators

{1 op(m), 0,57, Sys) — {(12,0,5,7,5ys) if 7,71 € RU {runk}

where

Y2 = 0p(y,m)

op =+,—,%,/,
and

{(y op(),0,8,7,8ys) — {(n,0,57 Sys) if v € RU {runk}
where

N = op(7)

op = round, abs, - --

16. Primitive-class Real (and runk), relators

{x rel(m),0,5,7,85ys) — (12,9,8,7,8ys) if v,m € RU {runk}

where

T2 = rel(y,m)
rel = <,Sa>)25'“

17. Primitive-class Character (and cunk), operators

(v op(),0,8,7,8ys}) — {(w,0,s,7,5ys} if v €& CharVU {cunk}

where

n = op(v)
op = ascitValue, asUppercase, isLetter, isDigit, - - -

18. Primitive-class Character (and cunk), relators

(v rel(m),0,8,7,5y8) — {(y2,0,5,7,8ys) if v,m € CharVU {cunk}

where

Yz = 7'91(’)’,’71)
rel = <,<,>, >,

Data Objects
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19. Primitive method Equality, primitive objects

—— (true,o,s,7,8ys) if B=4
1 == @057 5p0) { {false,o,8,7,8ys) if B#+~

20. Primitive method Equality, non-primitive objects

(_g == (g),a,s,'r,Sys) - (1,0'1337-15ys)

if
Sys =(CDy---CD;--- CDy)
CD; = data class C instance variables - -+ MD, --- MD--- MD,
C =7{a)
MD = ==(u) primitive

and where

_J true f a=p
7= false if a# 8
Rules

a. Method call 1

(Et, g,5,T, Sys) - (Ee’, 0’1 3’1 T’a Sys)

(E® m(E¢,---,Ef),0,8,7,5y8) —
(E* m(Et,---,EL), o', 8,1, Sys)

b. Method call 2

(E¢,0,8,1,8ys) — (E*, 0,8, 7', Sys)

(ﬁ m(gb"":ﬂL——l_,Ec,"',E;),G,S,T,Sys) —
(8 m(By, -~ Bi1, BV, -+, E), 0,8, 7, Sys)

c. Assignment to instance variables

(E*,0,8,7,5ys) — (E*, 0,8, 7', Sys)
(.1: = Ee30', 8, T, Sys) - (I = Ee’,a’? 3’:1-" Sys)

d. Assignment to local variables

(E®,0,s,7,8ys) — (E*,d,d,7, Sys)

(u = F*¢,0,8,7, Sys) - ('u = Ee’ya’, sy, Sys)

Semantics of POOSL



18 A Computational Semantics

e. Method execution

(Ee,a7s7TTSys) - (EH,G',S’,T',SyS>
(l Ee’a, S,T! Sys) - (l Eefia’!s"lf’l Sys)

f. Sequential composition

(‘S"e ¥ a" S, T! Sys) - (Se"! U’! 3', T" Sys)

(Sc; S],O’,S,T, Sy3> - (SU; 31,0",3',1",31,!3)

g. Conditional

(Ecs 7,5,T, Sy3> - (EH, 0'” 3’, T’: Sys)

(if E° then Sy else $; i, 0,5, 7, Sys) —
(if E*' then S, else S; fi, o/, &', 7', Sys}

2.4.4 The Semantic Function M

Now that we have defined the transition relation —, we will specify what we consider to
be the meaning of a configuration. We define the semantics of a configuration as the set
of all terminal configurations of all its possible derivation sequences. A configuration is
terminal if it is of the form (B, 0, 5,7, Sys). Formally, we define a semantic function M as
follows:

M : Conf — P(Conf)
where
M({S¢,0,5,T,Sys)) = {(ﬁ,a', ', 7', Sys) | (S¢,0,8,7,8ys} —" (B,0',8',7,Sys)}

Here, P(Conf) denotes the powerset of Conf, i.e., the set of all subsets of Conf. —" is
the reflezive-transitive closure of relation — and denotes that a configuration can lead to
another configuration in zero or more execution steps.

2.4.5 Primitive deepCopy Messages

The transition system defined in Subsection 2.4.3 does not incorporate the definition of
so-called deepCopy messages. A deepCopy of a non-primitive object creates a new object
of the same class. The objects referred to by the instance variables of this newly created
object are again deepCopies of the objects referred to by the instance variables of the
original object. DeepCopies of primitive objects are the objects themselves,

To define the semantics of deepCopy messages we need to introduce a function copy and

2 Data Objects
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a collection of functions relabel,,,. Function copy takes a triple (8,0,7) of an object
(identifier) 8, a state o and a type 7 and delivers a copy of object 8. This copy is
again represented by a triple of an object (identifier), a state and a type and is of the
form (8,0 | D,7 [ D). D is the set of identifiers of all objects that are (indirectly)
known to object 8. If B denotes a non-primitive object, it is also contained in D. Since
primitive objects do not know any other objects, D is empty if 8 is primitive. The collection
of functions relabel,,, is used to relabel all object identifiers of some triple {3,0,7) by
increasing them by m.

To calculate a proper object-copy, we let the input triple (3,0, 7) of function copy be a
so-called Sys-structure.

Definition 2.1
Let Sys € Systems. A triple (§,0,7) € DObj x X x Type is a Sys-structure if and only if

1. All data object identifiers in o are also known in 7 and vice versa. So Dom(o |
NDObj) = Dom(r).

2. Every class name, which is referred to in 7, is defined in Sys, and the instance vari-
ables of all data objects in o conform to their respective class definition. Expressed

formally:
Y a € Dom(7): Sys={(CD,---CD,) and
J i€ {l,---,n} : CD; = data class T(cx) instance variables 1 - - - 7, - -- such that

Dom(o(a)) = {z, -, 5, }.

3. o is closed. This means that every data object, referred to by objects (or proc) in o,
is also in o:

VY 6§ € Dom(o) : V z € Dom(o(8)) : o(6)(z) € NDObj — o(6)(z) € Dom(s)

4. If object 8 is non-primitive, then it is part of 0. So 8 € NDObj implies 8 € Dom(c).

We let Strucs,, denote the set of all Sys-structures. (|

To compute identifier set D we introduce a collection of functions F, .

Definition 2.2
Let {8,0,7) € Strucsy, and let V C Dom(c). Then F, g : P(Dom(c)) — P(Dom(0)) is
defined by

a if B € PDObj

faﬂ(v)z{ {ﬁ}UVU
{a € NDObj | 36 € V : Iz € [Var : a = 0(8)(z)} if B € NDObj

Semantics of POQOSL
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For n € N we will write 77 5( V) to denote the n-fold application of , 45 to V, so

Fhvy =V
f"H(V) = FoulFrp(V))

We will now show how functions F,,4 and F;; can be applied to calculate the required
object identifier set D. Let {3, 0, 7) be a Sys-structure and assume that § € NDObj. Then

U{F2s(@)|0<a<0} = o

U{Frs(@) [0<n <1} = {8}

U{Fas(@) |0 < n <2} = {B}U{each object directly known to object 5}
U{F,5(2) l 0<n <3} = {B}U{each object directly known to object g} U

{each object directly known to some
object that is dlrectly known by 8}

U{F2s(2) ] 0 < n} = {8} U {each object (1nd1rectly) known to object 8}
In case 3 € PDObj, {F24(@)|0<n} =2

So clearly we have that U{F?5(@) | 0 < n} is precisely the set of all object (identifiers)
that are (indirectly) known to B, that is D = U{F} ;(2) |0 < a}.

For readers with a more mathematical background it may be interesting to observe that that
(I Dom(e)), C) is a complete lattice with least element @, and that each F,g is a continu-
ous function on (P(Dom(c)),C). By elementary fixed point theory it then follows that D =
FIX(F,p3), where FIX(F, ) denotes the least fixed point of Fy 4.

We are now able to formulate a definition of function copy.

Definition 2.3
Let {8,0,7) € Strucs,, be a Sys-structure. Then

copy((B,0,7)) = (8,7 I D,7 I D)

where
D =U{F2(2) |0 < n}

(8!

The elements of the range of function copy are characterized by a number of interesting
properties:

Proposition 2.1
Let (8,0,7) € Strucs,, and let copy({3,0,7)) = (8,0',7'}. Then
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(a') (ﬁ,O",T') € Struc,gy,.
(b) copy((B,0', 7)) = (B,0',7').
(c) proc € Dom(a’).
O

According to (a) of Proposition 2.1, a copy of a Sys-structure is again a Sys-structure.
This means that it contains at least all information about objects that are (indirectly)
known by B. Item (b) states that this Sys-structure is minimal in the sense that it does
not contain any information about objects that are not (indirectly) known by 3. By item
(c) we know that it does not contain any information about the involved process object
also. In conclusion, (a}, (b) and (c) state that {8,0’,7’) contains precisely the information
needed to characterize object 3.

Proof of Proposition 2.1

(a) For (a) of Proposition 2.1 we have to prove that (8,0¢',7') satisfies requirements
(1) --- (4) of Definition 2.1. Now requirements (1) and (2) easily follow from the
definition of copy. For (3) let § € Dom(c’}, let € Dom(c’(8)) and assume that «
= o'(8)(z) € NDObj. We have to show that « € Dom(c’). Since o/ = o [ D we
have that § € D. This means that there exists an n € N such that § € F]_(2).
But then by Definition 2.2 & € F;}'(@) and thus o € D. For (4) we observe that
that 8 € NDObj implies that 8 € F} (@) and thus that § € D. Further, since
B € Dom(c), we also have § € Dom(e | D) and thus 8 € Dom/(o’).

(b) For {(b) we have to prove that copy({8,0',7") = (B,0',7'). We know that copy
(B,0', 7)) = (8,0’ | D', 7' | D) where D = U{F} 5(@) | 0 < n}. If we can show
that D' = D we are ready. For then {8,¢' [ D',7' | D) = (8,0’ | D,7" | D) =
(B,o [ DI D,r | D|D)y={B,0D,7|D)={B,0',7"). To prove that D =D’ it
suffices to show that F, 5(@) = F () for each n € N. This can be proved by an
eagy induction on n.

(c) By induction it is easy to show that for all n € N proc & F} 5(9). Therefore proc ¢
D, and thus proc € Dom(o [ D) = Dom(c’).

This concludes the proof of Proposition 2.1 m]

As explained above, each Sys-structure (8,0’,7') satisfying property (b) of Proposition
2.12, contains precisely the information needed to characterize object 8. Sys-structures of
this kind are called minimal. They will later be used extensively to describe date object
passing between the various processes. The set of all minimal Sys-structures is denoted
Strucsys min.

2Note that if {8, 6', 7'} is a Sys-structure satisfying property (b), it also satisfies properties (a) and (c).
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Definition 2.4
Let (8,0,7) € Strucg,,. Then

(8,0,7) € Strucsys min if and only if copy((8,0,7)) = (B,0,7)
a

Next, we define a collection of functions relabel;,,. These functions are used to relabel all
object identifiers of a minirnal Sys-structure by increasing them by m.

Definition 2.5
Let {#,0,7} be a minimal Sys-structure, and let m € N be a natural number. We define
a collection of relabelling functions relabelsm : Strucgys min — Stritcgy, min as follows:

relabel,m ({B,0,7)) = (8,0, 7')

where
1. Dom(c’") = Dom(r") = {k+ m | k € Dom(o)}

ok Tm) () = p’-Fm 1fa(k)(a:) = p € NDObj
2. o'k +m)(z) { o(k)(z) ifo(k)(z) € PDObj
for all k € Dom(o) and = € Dom(o(k))

3. r'(kF m) = 7(k) for all £ € Dom(o)

This definition states that relabelling a minimal Sys-structure consists of replacing all
non-primitive data object identifiers k£ by objects identifiers k Fm. All primitive objects
remain unchanged. The relabelling of a minimal Sys-structure yields another minimal
Sys-structure. The proof of this fact is of a similar complexity as the proof of Proposition
2.1.

Finally, we are able to give the semantics of deepCopy messages. We will extend the
transition system defined in Section 2.4.3 with two axioms. The first axiom (21) deals

with deepCopies of primitive objects and the other (22) with deepCopies of non-primitive
objects.

21. Primitive method deepCopy, primitive objects

{y deepCopy(},0,s,7,8ys) — {v,0,s,7, Sys)
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22. Primitive method deepCopy, non-primitive objects

{a deepCopy(),0o,s, T, Sys} — (o

,O_IH" s’ TI”’ Sys)
if {@, 0, 7) is a Sys-structure and if

Sys = (CDy---CD;---CDy)

CDJ' = data class C instance variables --- MD--- MD--- MD,
C =171(a)
MD = deepCopy() primitive

where

copy({a,0,7)) = (e, 0',7')
relabel, puzra0) (&, ', 7)) = (o, 0", 7")

a!ﬂ' — Q”
O_J’H = U 0.”

TIH =T U T”

Axiom 22 states that a deepCopy of object « is being made in three steps. In the first step
a copy is made. This copy is being relabelled by adding the number Mazld(c) to all its
object identifiers. Mazld(c) is the largest object identifier which is contained in the original
state o, so the newly created identifiers are all "fresh”. As a final step, the relabelled object
is added to the original state, and the (new) object identifier o/ associated with « is the
evaluated result of the deepCopy operation.

The theory of this subsection is not just developed to describe deepCopy messages. Later,
we will need the same theory to describe data object passing between process objects.

2.4.6 Example: Complex Numbers

In this subsection we give an example of the calculation of the semantics of a configuration
representing the addition of two complex numbers. A definition of a system Sys which
contains a class Complez of complex numbers is as follows:

Sys = (
data class Complex
instance variables re
im
instance methods init(r, 1) add(comp)
re :=r; ' 1T res I
im =i r « self real + (comp real );
self i « self imag + (comp imag );
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res «+ new(Complez) init(r,i);
real res
Te

imag
im

\3
Calculating the sum of complex numbers, say (3+41) and (8+9i), can be performed by
evaluating

(new(Complez) init(3,4)) edd(new(Compler) init(8,9))

Syntactic entities 3, 4, 8, and 9 denote the direct naming of natural numbers 3, 4, 8 and 9.

The evaluation of this expression is reflected by a derivation sequence, starting with con-
figuration

{(new(Complez) init(3,4)) add(new(Complez) init(8,9)), @, (), &, Sys)

In this configuration we have put brackets around expression new(Complez) init(3,4),
although they are not part of the abstract syntax defined in Section 2.2. Such brackets are
used in ambiguous situations to explain the intended structure of expressions or statements.

To ease readability we represent functions in a way explained by the following example:

Assume
F:A— (B—C)
is defined by
F = {(a, {(b1, &), (b2, 1), (b3, €2)}), (a2, {(b2, €3), (b4, €1)}), (a3, @)}
then we represent F as
F={a.by — a,a1.by = c1,01.53 = 2, a0.52 > ¢3,03.54 — ¢1, a3 — B}
For the first step of the derivation we have to find a configuration, say conf, such that
{(new(Complez) init(3,4)) add(new(Complez) init(8,9)), @, (), 3, Sys) — conf

Since (new(Complez) init(3,4)) add(new(Complez) tnit(8,9)) is of the form
E¢ m(Ef, -+, E!) (choose E* = new(Complez) init(3,4), m = add, n = 1, and
E{ = new(Complez) init(3,9)), we can apply [Rule a] and deduce

3Note that in stead of self real and self imag we could have written re respectively im.
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conf = (E*' add(new(Complezx) init(8,9)),0',s', 7, Sys)
if
(new(Complez) init(3,4), 2, (), @, Sys) — (F¢,0',s', 1, Sys)

So, to calculate conf, we first have to calculate the latter transition. By applying [rule a
again we see that

(E¥,a,8', 7', Sys) = (E*" init(3,4),0", 5", 7", Sys)
if
{new(Complez), 2, (), D, Sys) — (E*",o",s",7", Sys)
We can now apply [axiom 1] to deduce
(E” o", s" 7" Sys) = (1, {1.re — nil,1.im — nil}, (), {1 — Complez}, Sys)
This implies that
(B, 0,5, 7', Sys) = (1 init(3,4), {I.re = nil, 1.im — nil}, ), {1 - Complez}, Sys)
and thus

conf = {(1 init(3,4)) add(new(Complez) init(8,9)),
{i.re = nil,1.im — nil}, (), {1 —» Complez}, Sys)

The other transition steps of the derivation sequence are deduced in a similar way. The
result of a partial derivation is as follows:

{(new(Complez) init(3,4)) add(new(Compler) init(8,9)),
@,(),2, Sys)

— {1. by [rules a,a] and [axiom 1] }

(1 init(3,4)) add(new(Complez) init(8,9)),
{i.re = nil,1.im — nil},(),{i — Complez}, Sys)
— {2. by [rule a] and [axiom 8] }
{1 (re := r; im := i; self) add(new(Complex) init(8,9)),

{i.re - nil,1.im — nil},
((d,{r —=3,i — 4})), {1 — Complez}, Sys)

— {3. by [rules a,e,f,c] and [axiom 5] }

(| (re :=3; im := 4; self) add(new(Complez) init(8,9)),
{i.re = nil,1.im — ndl},
(1,{r = 3,i = 4})), {1 = Complez}, Sys)
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— {4. by [rules a,e,f] and [axiom 2] }
(} (3; im = i, self) add(new(Complez) init(8,9)),

{i.re = 3,1.im — nil},

((1,{r — 3,i = 4})), (I — Complez}, Sys)
— {5. by [rules a,e] and [axiom 7] }

{l (im := i; self) add(new(Complez) init(8,9)),
{1 re = 3,1.im — nil},
(1,{r = 3,1 = 4})),{1 — Complez}, Sys)

— {6. by [rules a,e,f,c] and [axiom 5] }

(4 (im := 4; self) add{new( Complez) init(8,9)),
{1 re — 3, 1.im — nil},
(1, {r = 3,i = 4})), {1 - Complez}, Sys)

— {7. by [rules a,e,f] and [axiom 2] }

(1 (4; self) add(new(Compler) init(8,9)),
{i.re - 3,1.im — 4},
((i,{r —3,i = 4}, {1 — Complez}, Sys)

— {8. by [rules a,e] and [axiom 7] }

{1 (self) add({new{Complex) init(8,9)),
{1.re = 3,1.im — 4},
((1,{r = 3,i — 4})},{1 — Complez}, Sys)

— {9. by [rules a,e] and [axiom 6] }

(@ add(new(Compler) init(8,9)),
{1 re — 3, 1.im — 4},
(1, {r —3,i — 4})), {1 — Complez}, Sys)

— {10. by [rule a] and [axiom 9] }

(_i: add(new(Compler) init(8,9)),
{i.re — 3,1.im — 4}, (), {1 — Complez}, Sys)

—* {11. and by many other rules and axioms }
{l.re — 3,1.im — 4,2.re — 8,2.im — 9,3.7¢ — 11,3.9m — 13}, (},
{1 - Complez,2 — Complez,3 — Complez}, Sys)

2 Data Objects
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We therefore have

M(({new(Complez) init(3,4)) add(new(Complez) init(8,9)), 2, (), 2, Sys)) =
{((3 {1re-—+311m—>4 d.re — 8,2.im — 9,3.7¢ - 11,3.im — 13}, (),
{i — Complex,2 — Complez,3 — Complez}, Sys))}

So, the result of sum of complex number (344i) and (8+9i) is an object denoted as 3. This
object is of class Complez and represents value (11 + 137) (instance variable re refers to
11 and im refers to 13), precisely as we would expect.

In this case the set of terminal configurations is singleton. Note that in general this in not
necessarily true. If the execution of a statement loops or blocks, for example, the set of
terminal configurations may be empty. Further, if the execution involves non-deterministic
bunk objects, the set may contain more than one element.

Semantics of POOSL
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Chapter 3

Processes, Clusters and System
Specifications

3.1 Informal Explanation

This chapter describes the process-oriented part of POOSL. This part is based upon the
language of data objects described in the previous chapter. A specification in POOSL
consists of a fixed set of process objects and process-object clusters, which are composed by
parallel composition, channel hiding and channel renaming. For convenience we will often
use the terms processes and clusters to denote process objects respectively process-object
clusters. Processes and clusters are statically interconnected in a topology of channels,
through which they can communicate by exchanging messages. Message exchange is based

upon the synchronous (rendez-vous) pair-wise message-passing mechanism of CCS [Mil80,
Milg9).

The grain of concurrency in POOSL is the process. Processes communicate by sending
each other messages. When a process wants to send a message it explicitly states to
which channel this message has to be sent. It also explicitly states when and from which
channe] it wants to receive a message. Immediately after a message has been received,
the sending process resumes its activities (it does not have to wait for a result). If a
process receives a message, it does not execute a method as in traditional object-oriented
languages. Also, a possible expected result is not automatically returned to the sender.
If a result of the message is expected, it has to be transmitted by means of another
rendez-vous. Processes send and receive messages by execution message-send respectively
message-receive statements. These statements are combined by sequential composition,

choice operators, guarded commands, conditional statements and do-statements to describe
the temporal communication behaviour of processes.

A process object can call one of its methods. Methods are comparable with procedures of
imperative programming languages such as C or Pascal. However, procedures of imperative
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prograrnming languages are in general expected to terminate and can therefore only express
finite behaviour., Methods in POOSL, on the other hand, can be used to express infinite
(non-terminating) behaviour, Such infinite behaviour is specified by defining methods in
a (mutual) teil-recursive manner (see also Section 4.3). The concept of tail recursion has
proven to be very useful for the specification of hardware/software systems with complex
dynamic (communication) behaviour.

In almost any complex hardware/software system messages can be identified that disrupt
the normal course of behaviour. In general, such a message requires an immediate response.
Therefore, a system should be able to accept such a message at any time, no matter what
other activities are going on. To specify such behaviour, POOSL has a special disrupt
operator. This operator is similar to the disabling operator of LOTOS [EVD89].

Processes contain internal data in the form of data objects (also called traveling objects)
which are stored in instance variables. Data objects are private to the owning process,
i.e., process objects have no shared variables or shared data. A process can interact with
its data objects by sending messages to them. When a process sends a message to one of
its data objects, its activities are suspended until the result of the message arrives. Data
objects themselves cannot send messages (except for replies) to a process object.

When two processes communicate, a message and a (possibly empty) set of parameters
is passed from one process to another. The parameters refer to objects which are private
to the sending process. Because processes do not have any data in common, it does not
suffice just to pass a set of references to the data objects, as in traditional object-oriented
languages. Instead, the objects themselves have to be passed (whence the term traveling
object). This means that a new set of objects has to be created within the environment of
the receiving process. These objects are {deep) copies of the data objects involved in the
rendez-vous. The concept of traveling object was first introduced in [Ver92].

Next to processes, POOSL supports clusters. A cluster is hierarchically built from pro-
cesses and other clusters and acts as an abstraction of these. The constituents of a cluster
are cornposed by parallel composition, channe] hiding and channels renaming. These com-
binators are based upon similar combinaters originally used in CCS [Mil80, Mil89].

Processes and clusters are grouped in classes, just as data objects. Members of classes are
called instances. A process is an instance of a process class, and a cluster is an instance of a
cluster class. Each class is parameterized by exzpression parameters. Expression parameters
refer to data objects and are used to initialize an instance of a class. Future versions of
POOSL should support some form of inheritance among process classes or cluster classes.
The precise form, however, has not been decided on.

Semantics of POOSL
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3.2 Formal Syntax

This section describes the {formal abstract syntax of POOSL. It is based on the language
of data objects of the previous chapter. We assume that the following sets of syntactic
elements are given:

CName®?  process class names ce,--

CName®  cluster class names ce,---

Chan communication channels ch,---

EPar expression parameters P,...
We define

CName?® CName? U CName® cre,---

Var I'Var U LVar Dy

Next we define the set Stat? of process statements. These statements are used to specify
the behaviour of process objects.

87 == §
chim(E,,---, E,)
Ch?m(Pla e Pm I E)
m(EU M E‘n)(ph e 7pm)
Sf5 83
5] or SF
E}S?
if E then 57 else ST fi
do E then §7 od
S>> 87

The first type of statement is a statement defined in the language of data objects of the
previous chapter. These statements are used to model internel data computations of a
process.

The next two statements are the message-send and message-receive statements. A message-
send statement chlm(Ey,- - -, E,) indicates that a process is willing to send message m to-

gether with parameters Ey, - - -, E,, which refer to data objects, on channel ch. A message-
receive statement ch?m(p1,-- -, pa | E) indicates that a process is willing to receive message
m with parameters py,---, pm under condition E. F is a boolean expression which may

depend on the input parameters py,-«-,pn. It may, however, also depend on other local
variables or on instance variables.

For a message to be transferred, exactly two process objects are needed. One of the objects
should be executing a message-send statement, and the other a message-receive statement.

3 Processes, Clusters and System Specifications



Formal Syntax 3

These statements must refer to the same channel and the same message. Further, the
number of parameters has to be equal. Finally, the reception condition of the receiving
object should allow message reception.

A rendez-vous procedure is performed in the following way: First, the message parameters
E,- -, E, of the message-send statement are evaluated from left to right. Then deep copies
of these parameters are bound to the input parameters py,- - -, p,, of the message-receive
statement. After that, conditional expression E is evaluated at the recetving process. If
the expression evaluates to true or bunk, the rendez-vous is successfully terminated. In all
other cases, the states of both processes are restored to the states just before the rendez-
vous procedure started and no message is passed. This basically implies that the check
whether a message may be passed is performed transparently for both processes.

The fourth statement is a method call. By means of such a method-call statement a process
object can call one of its methods. A method call m(E,, -, E,){(p,-* -, pm) 15 executed
in the following way: First, expressions Ey,---, F, are evaluated from left to right. Next,
the values of these expressions are bound to the input parameters of the method m and
the local variables and output parameters are initialized to nil. Then the method body is
executed. If this execution successfully terminates, the output parameters of the method
are bound to variables p;,-- -, p,.

The fifth sort of statement is sequential composition, which is indicated with a semicolon.
Sequential composition has its usual meaning.

Next we have the choice statement S] or S}, indicating that a process can choose between
two alternatives. A process always leaves both alternatives open, at least until one of the
alternatives can actually be executed. So, a choice is never made ¢ priori. As soon as one
of the statements has performed an execution step, the other is discarded. In general, the
process environment will permit only one of the alternatives. If both alternatives are open,
the choice is made non-deterministically. The choice statement has the same meaning as
the summation combinator (+) of CCS.

[E]S? is a guarded command. E is a boolean expression, called the guard of statement S?.
A guarded command is executed as follows: First, expression F is evaluated. If it evaluates
to true or bunk, an attempt is made to perform an execution step of rest statement S*.
If this attempt succeeds this execution step actually takes place and the execution of 5?7
is continued. Otherwise, the state of the executing process object is restored to the state
just before the expression was evaluated, and the guarded command blocks, i.e., is not
executed. In general, guarded commands are used in combination with a choice statement.
If a blocking guarded command is used in isolation, the executing process has a danger for
complete blocking.

The if-statement and the do-statement have their usual meaning.

Semantics of POOSL
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Finally we have the disrup!-statement. §7 >> S} denotes that statement S} is executed
until it is disrupted by S7. If an execution step of S can be performed, this step actu-
ally takes place and the execution of SI continues. Statement S? is thereby completely

discarded. Upon succesful termination of §7, the complete disrupt-statement successfully
terminates.

Next, we define a set Systems? of systems of process and cluster classes, with typical

elements Sys?,-- ..

Sys? = (CD{--- CD})

Such a system is a set of process and cluster classes. It is built from a number of class
definitions. The set of all class definitions Classdef? ranges over CD?,--- and is defined as

CD? ::= process class C*(1,-* Yr)
instance variables IR
communication channels chy - ch
message interface -1
initial method call m(Ey, -, E){()
instance methods MD} ... MD}
cluster class Ce(Py,--,P)
communication channels chy - - chy
message interface R
behaviour specification  BSpec?

Within a class definition the functionality of the instances of the class is specified. We
distinguish two kinds of classes, each with its own specification format. The first kind of
class is called process class and the second kind is called cluster class.

A specification of a process class starts with the name of that class together with a number
of instance variables between angle brackets. Then the set of all instance variables of the
class is specified. These variables model the private or internal data of each instance of
the class. Upon initialization of an instance of the class, the instance variables specified
between angle brackets are bound to a set of externally supplied data objects. All the other
instance variables are initialized to nil. Next, all communication channels, through which
the class’ instance processes communicate with other processes, are specified. This channel
specification is followed by a description of a message interface. A message interface is a
list of abstract send or receive actions, also called abstract communication actions. Such
an action states that a process can send a certain message to a certain channel, or that a
process can receive a specified message from a certain channel. The set £* of all abstract
actions, has typical elements {*,-- - and is defined as

I* = chlm[n]
| ch?m[n]

3 Processes, Clusters and System Specifications
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The first clause states that a process or cluster, at some point in time, can send message m,
together with n data objects, to channel ch. The second, complementary, abstract action
states that message m, with n data objects can be received from channel ¢h. n denotes
the textual representation of natural number n. The actions are called abstract because
they contain no information about the precise transferred data objects; only the amount
of objects is indicated !. A message interface serves as an abstract description, often called
a signature, of the functionality of the instances of a process class.

The description of a message interface is followed by the specification of an initial method
call of the form m(Ey,---, E,)(). After initializing its instance variables, a process object
always starts its activities by calling its initial method. This method does not contain any
output parameters.

The last part of a process class definition consists of a number of method definitions. A
method definition specifies the behaviour of its corresponding method. The set Methdef?
of all process method definitions, with typical elements MD?, - -, is defined as

MD? = m('ul,' fty um)(vl;' Tt vn)

| w]. »owow wk | Sp
A method definition contains a header with name m, input parameters u,- -+, 4, and
output parameters v, --,v,. The method header is followed by a declaration ] Wy - W [

of local variables. Then the message body, which is a statement S?, is defined. Method m is
invoked through an m(Ey,---, En)(p1,- -+, Pn) statement. Such a statement is executed by
first evaluating Ey,- - -, E, from left to right and by binding the results to input parameters

Uy, -+, Uy. Lhe output parameters vy,---, v, and local variables wy,-- -, w; are initialized
to nil. Then statement S? is executed. If this statement terminates successfully, the
output parameters v,---, %, are bound to variables p;,- - -, p, and the method execution
terminates.

The second kind of classes are called cluster classes. A cluster class is built from other
classes, which are either process classes or cluster classes themselves. A class definition
of a cluster class consists of a cluster class name with a number of ezpression parameters
between angle brackets, a number of communication channels, and a message interface. The
behaviour of a cluster class is specified by means of a paramneterized behaviour specification.
The set BSpecifications? of all parameterized behaviour specifications has typical elements
BSpec? and is defined as follows:

BSpec? = C?(PE,---,PE,)
| C*(PE,---,PE,)
| BSpec! || BSpec}

1n practice it may be convenient to specify names of message parameters. One then for example
specifies ¢!m(z) in stead of c!m[1]

Semantics of POOSL
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| BSpec? \ L
| BSpecr(f]

Here each PE; denotes a parameterized expression. The set of all parameterized expressions
is ParEzp and ranges over PE,.... ParEzrp is defined as

PE = P
| &
PE m(PE,,---, PE,)
PS;PE

where PS is a typical element of the set ParStat of parameterized statements.

PS = F

z := PE

u:= PFE

PSﬁPSz

if PE then PS; else PS, fi
do PFE then PS od

L C Chan denotes a set of channels and f is a so-called channel renaming function. The
collection of all channel renaming functions is denoted ChanRen and ranges over f,---.

ChanRen = Chan — Chan

The first two parameterized behaviour specifications C?(PE,,---, PE,) and C°(PE; , ---,
PE.) denote a single parameterized instance of some process class C?{y,"--,y,) and some
cluster class C°(P,, -, P,) respectively.

The next kind of specifications BSpec] || BSpec} expresses the parallel composition of
specifications BSpec] and BSpec]. Assume, for example, that the class definition of a
class, say C°(Py, P,), contains behaviour specification C7(P,) || Cf(P;). This specification
expresses the behaviour of two (parameterized) instances, one of some process class C} (1)
and the other of some process class C?(y,), which execute in parallel and which (perhaps)
communicate through their common channels. The channel set of class C°{Py, Py) is the
union of the channel sets of classes C?(1) and C?(y,). An instance of class C°(Py, P;)
can send and receive any message which can be sent and received by instances of either
CF () or CJ{y2}. The parallel composition combinator is comparable with the composition
combinator of CCS.

The fourth kind of behaviour specification is called channel hiding. A channel hiding
BSpec?\ L expresses a specification BSpec? from which the channels in L are made unobserv-
able. This means that other (external) instances cannot communicate through channels in
L with instances contained in specification BSpec?. Assume, for example, that the method

3 Processes, Clusters and System Specifications
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definition of a class C¢(P;, P;) contains a behaviour specification (C?(P,) || Cf(P2))\{ch}.
This means that, even though classes C7{y) and Cf{y) may contain channel ch, class
C®(P,, P;) may not. Channel ch may only be used for the communication between (pa-
rameterized) instances Cf(P;) and CJ(P,:). The channel hiding constructor is similar to
the restriction combinator of CCS.

The last sort of specification expresses a channel renaming. The channel renaming BSpec?
[f] denotes a specification BSpec? from which the channels are renamed as dictated by f.
We shall often write chj/chy,- -, ch,, [ ch, for the renaming function f for which f(chi) = ch]
for i = 1,---,n and f(ch) = ch otherwise. Channel renaming can be very useful if several
instances of the same class are used within different environments and have to communicate
through different channels.

We are now ready to define what we consider to be a specification of a system. A sys-
tem specification consists of four parts. The first part is a behaviour specification BSpec
which expresses how the actual system is composed from instances of classes defined in
Sys?. A behaviour specification is a parameterized behaviour specification which contains
no expression parameters. We will let BSpecifications denote the set of all behaviour
specifications, and we let it range over BSpec,---

BSpec = C*(Ey,---,E,}
I CC(EI?"WET)
, BSpec, || BSpec;
| BSpec\ L
| BSpec(f]

C?(Ey,---,E.) and C°(Ey, -+, E,) denote an instance of some process class C?{y,- -, yr)
respectively of some cluster class C°(Py,-:-, P,}, initialized to expressions F,---, E,.
These expressions are called initialization expressions, since they initialize the instance.
Upon initialization of instance C?(E,, -, E,), expressions E;, -, E, are evaluated from
left to right and the results are bound to the corresponding instance variables 1, -+, 3. All
other instance variables are initialized to nil. Then the initial method is called. Upon in-
stantiation of the instance of cluster class C*{Py,- -, P,), expression parameters Py,---, P,
are syntactically substituted by E,---, E,. Then all constituents of the behaviour specifi-
cation are initialized.

The second part of a system specification is an empty list. The meaning of this part will
become clear in Section 3.4.2. ?

The third part is a system Sys? which contains the set of all process classes and cluster
classes, and the last part is a system Sys of non-primitive classes of data objects. For-
mally, we define the set of all system specifications SSpecifications, with typical elements

ZIn practice we often omit the empty list and write {BSpec, Sys?, Sys) in stead of {BSpec, {), Sys?, Sys).

Semantics of POOSL
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SSpec,- - -, as

SSpec = (BSpec, (}, Sys?, Sys)

3.3 Context Conditions

In this section we will describe the syntactic requirements, often called context conditions,
which have to be satisfied by specification {BSpec, (), Sys?, Sys) to be valid. The set of
conditions is partitioned into the following three groups:

Conditions concerning Sys
(1.) All context conditions defined in Section 2.3 have to be satisfied.
Conditions concerning Sys”

(2.) All class names in Sys? are different.

(3.) All instance variables in a class definition are different.

(4.) All method names within a single process class are different.

(5.) All parameters and local variables defined in a method definition are different.

(6.) Every variable used in a method body is either an instance variable of the corre-
sponding process class, a method parameter, or a local method-variable.

(7.) No method body has expression self as its constituent.

(8.) An expression contained in an initial method call does not contain any local variables
or self expressions.

(9.) All instance variables specified between angle brackets in a process class definition
are different. Further, each of these variables is member of the set of all instance
variables of the class.

(10.) The set of communication channels as well as the message interface defined in a class

definition conform to the corresponding instance methods or behaviour specification.
(This condition is formally defined in Section 3.4.2.)

(11.) For every method call statement there exists a corresponding method definition.

(12.) For every C*(PE,, -, PE,) used as part of the behaviour expression of some cluster
class, there exists a corresponding class definition. Further, C?*(PE,,---, PE,) does
not contain any variables or self expressions.

3 Processes, Clusters and System Specifications
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(13.) Every expression parameter used in a parameterized behaviour expression is defined
as expression parameter of the corresponding cluster class.

(14.) Parameterized behaviour specifications of cluster classes are not defined (mutual)
recursively.

Conditions concerning the combination of BSpec, Sys?

(15.) For every C**(E)y,---,E,) used as part of BSpec, there exists a corresponding class
definition in Sys?. Further no expression E; contains variables or self.

In the rest of this report it will be assumed that SSpecifications denotes the set of valid
system specifications.

3.4 A Computational Interleaving Semantics

3.4.1 Informal Explanation

The process-oriented part of POOSL will be formalized by means of a computational in-
terleaving semantics. The semantics is specified by a labeled-transition system. A labeled-
transition system is very similar to a "normal” transition system as described in Section
2.4.1. Tt is represented by an ensemble (Conf?, Act, {%+] a € Act}) where Conf? is a set
of configurations, Act is a set of (atomic) actions, and {—“>| a € Act} is a set of labeled-
transition relations. If (S,I) and (S, I') are configurations, then the intuitive meaning of
(87, 1'y = {(S', I'} is that system § with information J can lead to system S’ and information
I' by performing action a.

The execution of a system of collaborating instances is modeled as the interleaving of all
atomic actions, that is, as a sequential execution of these actions.

3.4.2 Definitions

The labeled-transition system will be based upon configurations of the form
(BSpec®, ({01, P81, T1)s -+, (s PSn, Ta) ), Sys?, Sys)

Together BSpect, Sys?, and Sys, form the syntactic part of the configuration. BSpec® is an
extended behaviour specification. The set BSpecifications® denotes the set of all extended
behaviour-specifications and is defined as

BSpect = C*(Ei,---,E,)
CC(EI,...,ET)

(87 ) cr(Ey e
| [BSpect]ce(g, . Er)
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BSpec; || BSpec;
BSpec* \ L
BSpec*{f]

C*(E,---,E,) and C°(Fy,---, E,) denote an instance of some process class C?{y1,- -, ¥r)
and some cluster class C*(Fy, - - -, Py) respectively, initialized to By, - - -, E,. [S"*|cr(E, - 8/)
denotes that statement $7'¢ still has to be executed by process instance C?(Ey,-- -, E,).
[BSpec®)ce(z,,. &, indicates that behaviour expression BSpec® remains to be executed by
cluster C¢(Ey,---, Er). The other constructs denote parallel composition, channel hiding,
and channel renaming respectively.

{{o1,p81,71} , -+, {On, PSn, Tw)), is the information part of the configuration. ({1, psi,71)
ot s {Ony PSa, Tw)) 1 a list of process environments, one for each initialized process object
of BSpec®. A process environment (o, ps, 7) is composed of a global state ¢, a local process
stack ps, and a type T.

We let Env denote the set of all process environments and let it range over env,---. Env
is defined as

Env = X x PStack x Type

Here, £ and Type are as defined in Section 2.4.2. PStack denotes the set of process stacks
which is a subset of Stack as defined in Section 2.4.2. PStack ranges over ps,--- and is
defined as

PStack = ({proc} x (LVar — DObj))"

Env* will be used to denote the set of all lists of process environments. It ranges over
envs, - - -. Further, we will write envs, - envs, for the concatenation of lists envs, and envs,,
and we write {} for the empty list.

We will now define the set Conf? of configurations. Conf? C BSpecifications® x Env* x
Systems? x Systems is inductively defined by means of the following set of axioms and
rules:

1. {(C*(E,---, E,), (), Sys®, Sys) € Conf?
if there exists a process class C?(y,---,y,} in Sys? and if no E; contains variables
or self.

The condition is derived from context condition (15.) given in Section 3.3.

2. (Cc(Elv Tty ET‘): ()’ Syspa Sys) € Conf?
if there exists a cluster class C*(Py,--, P} in Sys? and if no E; contains variables
or self.

The condition is again derived from context condition (15.) given in Section 3.3.
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3. ([Sr'e]CP(El vonkir)s ((0‘, ps, T»’ Sys?, Sys) € Conf?
if C"(y1,--,yr) is & process class in Sys?, if no E; contains variables or self, and if
AASort(S7¢) C AASort(C?, Sys?)

The first part of the condition is derived from context condition (15.). The second
part requires that S?° does not contain any send or receive statements, that do
not conform to the message interface of the process object. Function AASort, de-
fined later in this section, calculates the set of all associated abstract communication
actions.

{BSpec®, envs, Sys”, Sys) € Conf?
({BSpec®ce(k,, .. E,)» €nvs, Sys? , Sys) € Conf?
if C°(Py,---,P,} is a cluster class in Sys? with behaviour expression BSpec?, if no
E; contains variables or self, and if Reset(BSpect) = BSpec?[Er/P,---, E./P,]

Again, the first part of the condition is derived from context condition (15.). The
second part ensures that BSpec® is built from the same instances, in the same way, as
BSpec?{Ey/ Py, -+, E./P,]. Intuitively this means that the latter behaviour specifica-
tion is a "decent” descendant of the former one. BSpec?[E,/P,---, E,/P,] denotes
the syntactic substitution of each P; by E; in BSpec?. The precise definition is given
later in this section. Function Reset calculates, given an (extended) behaviour speci-
fication, the corresponding initial specification. Reset is defined later in this section.

5 {BSpec; , envsy, Sys®, Sys) € Conf? , (BSpec;, envsy, Sys”, Sys) € Conf?
' (BSpec; || BSpec;, envs, - envs,, Sys?, Sys) € Conf?

6 __{BSpec*®, envs, Sys®, Sys} € Conf?
" (BSpec® \ L, envs, Sys®, Sys) € Conf”

7 BSpec®, envs, Sys”, Sys) € Conf?
* (BSpec®{fl, envs, Sys?, Sys) € Conjf?

Sys? and Sys are assumed to satisfy context conditions (1.) --- (15.) of Section 3.3.

We can now see why a system specification (BSpec, (}, Sys?, Sys) contains the empty-list
part. The seemingly superfluous list, allows us to consider a system specification as a
special kind of configuration, thereby simplifying our theory. By induction it is easy to
show that indeed SSpecifications C Conf?.

As explained above, $7'¢ denotes a statement that still has to be executed by some process
object. §7°, an element of set Stat?*, is defined as
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g = §

chim(Ey, -+, Ey,)
ch?m(pr, -, Pm | F)
m(Ey, -+, B )(p1y- - ' Pm)
575 83

S¥or 8

[E]S?

if E then S} else S7 fi
do E then 57 od

She >> 8
lm(m,---.rm) Sre

v

Here, |™(p1r2m) §P:¢ indicates that the method body of method m is being executed and
that after successful termination of this execution the process has to resume its execution at
the place of the |™(P1-+»m) after the output parameters are bound to variables p;,- -+, pm
and the local method variables have been popped from the stack. This statement is intro-
duced to facilitate our semantics. 4/ denotes successful process termination.

Now that we have defined the set Conf? of configurations, we will show how the set Act
of actions looks like. We will distinguish the following three kinds of actions:

1. The internal action, also known as the silent action, which is denoted as 7. This
action reflects an internal computation which cannot be observed by the system
environment.

2. Send actions of the form ch!m[data] indicating that the system can send message m,
together with data data, on channel ch.

3. Receive actions of the form ch?m[data] indicating that the system is willing to receive
message m with data deta from channel ch.

When two processes exchange a message, a deepCopy of every message parameter is passed
from the sending process to the receiving one. The date part of the above send and receive
actions therefore consists of a list of deepCopies, one for each message parameter. Every

deepCopy will be represented by a minimal Sys-structure (see Section 2.4.5), and every
date by a list of such structures.

For each n € N we will let Sirucg,, .., denote the set of lists of minimal Sys-structures
consisting of n elements. The set of all lists of minimal Sys-structures will be denoted by

Strucg,, mi, and will range over data,---.

The set Act of actions can now be defined as

3 Processes, Clusters and System Specifications



A Computational Interleaving Semantics 41

Act =L U {7}
where £, the set of all communication actions, is

L = {ch?m|data] | ch € Chan A m € MName A data € Struck,, nint U
{ch!m[data] l ch € Chan A m € MName A data € Strucs,, min}

Elements of £ will be denoted as /,-- -, and elements of Act as a,---.

We now define what we mean by functions Abstract Action Sort (AASort) and Channel
Sort (ChSort). Both functions are defined on a number of constructs. In general the
AASort of a construct is the set of all associated abstract communication actions. ChSort
calculates the set of associated channels. For configurations both functions have a partic-
ular meaning. The AASort of a configuration is the set of abstract communication actions
corresponding to the communication actions which can ever be performed in future by that
configuration. The ChSort calculates the set of channels which can possibly ever be used
for communication.

Definition 3.1
The abstract action sort is defined on Stat?*, on BSpecifications® x Systems?,
on BSpecifications? x Systerns® and on CName®™ x Systems? as follows:

AASort(S)
AASort(ch\m(Ey,---, Ey,))
AASort(ch?m(pr, -+, pa I E)
AASort(m(Ey,- -+, En)(p1,- -+, Pn))
AASort(SP¢; 87)

AASort(S} or 57)

@
{chlm|n]}
{ch?m[n]}

&
AASort(S]*) U AASort(SF)
AASort(S?) U AASort(S?)

| I O O [ |

AASort([E]S?) AASort(S?)

AASort(if E then S{ else ST i) = AASort(SF)U AASort(S])
AASort(do E then S? od) = AASort(S?)

AASort (57 >> §2) = AASort(SP) U AASort(SP)
AASort(|™(p1men) Groe) = AASort(S™)

AASort(+/) =

AASort(C*(Ey,---, E;), Sys?)
AASort(C*(Ey,---, E,), Sys*)
AASOT‘t([S"’]cp(Eh...‘E,,), Sys?)
AASort(|BSpec|ce(gy,.5r)> SYs?)
AASort(BSpecs || BSpecs, Sys?)

AASort(C?, Sys?)
AASort(C*, Sys?)
AASort(C?, Sys?)
AASort(Cc, Sys?)
AASort(BSpecs, Sys?)U
AASort(BSpec;, Sys®)

/I U VI T |
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Il

AASort(BSpec \ L, Sys?)
AASort(BSpect(f], Sys?)

{1* € AASort(BSpect, Sys?) | Chan(i®) ¢ L}
{f(1*) | I* € AASort(BSpec’, Sys®)}

AASort(C?(PE,,--, PE,), Sys?) = AASort(C?, Sys?)

AASort(C°(PEy,---,PE,),Sys?) = AASort(C*, Sys?)
AASort(BSpec] || BSvecl, Sys™) = AASort(BSpec!, Sys*)U
AASort(BSpecs , Sys*)
AASort(BSpec? \ L, 5ys?) = {1* € AASort(BSpec?, Sys*) | Chan(i*) ¢ L}
AASort( BSpec?(f], Sys®) = {f(1*) | I* € AASort(BSpec?, Sys?)}

{,---, 12} if Sys* =(CD]-.--CD?---CD?),
CD? = ... class CP(--)
« - message interface I -+ I% ---

% otherwise

AASort(C?, Sys?) =

Definition 3.2

The channel sort is defined on Stat?°, on BSpecifications® x Systems?, on BSpecifications? x
Systems? and on CName?® x Systems? as follows:

ChSort(57:¢) = {Chan(I*) | I* € AASort(S7*)}
ChSort(BSpec*, Sys?) = {Chan(l*) | I* € AASort(BSpec®, Sys*)}
ChSort( BSpec?, Sys?) = {Chan(l®) | I* € AASort(BSpec?, Sys?)}
ChSort(C?,Sys?) = {Chan(l*) | I* € AASort(C?*, Sys*)}

Definition 3.3

Let conf? = {BSpec®, envs, Sys?, Sys) be a configuration. The AASort and ChSort of conf?
are given by

AASort(conf?) = AASort(BSpec®, Sys®)
ChSort(conf?) = ChSort(BSpec®, Sys?)

a

Chan(1*), used in Definition 3.1, retrieves the channel from abstract communication action
1*. Chan is also defined on £

Chan(ch!m[data]) = ch
Chan(ch?m|data]) == ch
Chan(chim]i]) == ch
Chan(ch?mli]) ==ch
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The application of a channel renaming function f to an (abstract) communication action
yields a new action which channel is relabelled as dictated by f. For channel renaming
function f we define

f(chim[data]) = f(ch)!m|[data]
f(ch?m|data]) = f(ch)?m[data]
flcbiml) = f(ch)lmld
f(ch?mli]) = f(ch)Tm[q]

Another convenient function is Abs. This function takes a communication action from £
and calculates the corresponding abstraction. Abs is defined as

Abs(ch!m[data]) = ch!m[] data ”3
Abs(ch?m|data]) = ch?m[l data I]

On £ and £*, we define the complement operator * which maps a send action to a corre-
sponding receive action and vice versa.

chlm|data] = ch?m[data]
ch?m|data] = ch!m[data]

ch!m[i] = chTmli]
ch?mf[i] = chimli]

The next definitions concern syntactic substitution of expression parameters in parameter-
ized expression, in parameterized statements and in parameterized behaviour specifications.
We define the set SSubst of syntactic substitution functions as

SSubst = EPar — EPar U Ezp

and let it range over g, -.

We shall often write E\/Py,---, E,/P, to denote a function ¢ for which ¢(P;) = E; for
i=1,---,r and g(P):PifP #P;foralli=1,---,r.

Definition 3.4
Syntactic substitution of expression parameters is defined as:

3Here | data | denotes the amount of elements of list daia.

Semantics of POOSL



44 A Computational Interleaving Semantics

C*(PE,---,PE,)[q4]
(BSpec] || BSpec])[g]
(BSpec® \ L)[g]
(BSpec?[f))[d]

C*(PElg),---, PE,[g])
(BSpecf[g]) || (BSpec] [g])
(BSpec?lg]) \ L
(BSpec[g])[f]

Plg] = g(P)

Efg} = F

(PE m(PEy, -, PEsl = (PELg]) m(PEilgh,- -, PE.lgD
(PS; PE)g] = (PS[gl); (PE[q])

(z := PE)[qg] = z:=(PE[g])

(u := PE)[g] = u:=(PE[g])

(P5y; PS,)[g] = (PSi[g]);(PS:gl)

(if PE then PS, else P5; fi)[g] = if PE[g] then PS{[g] else PS;[¢] fi
(do PE then PS od)[g] = do PE[g] then PS[g] od

The definition of the set of configuration Conf? uses function Reset. There it was applied
to (extended) behaviour specifications, but we will define it on configurations too. The
Reset of a behaviour specification is the corresponding initial behaviour specification, i.e.,
the behaviour specification describing the (part of the) system in its initial state, i.e.,
before initialization has taken place. The Reset of a configuration is the corresponding
initial specification, i.e., the specification from which it is (probably) derived. We say
probably, because not every configuration has a specification as ancestor. However, later
we will prove that if a configuration has an ancestor specification, then this must be the
configurations’ Reset.

Definition 3.5
The Reset of an extended behaviour specification is inductively defined as

Reset(C*(Ey,- -+, E,)) = C*(E, -, E,)
Reset([S™¢) ook, 8n) = C'E, -, E,)
Reset(C*[Ey, -, Ea)) = C*(Ey,-+-, Ey)
Reset([BSpec®|ce(gy,Ba) = C°(Fn, -+, E,)
Reset(BSpec] || BSpec;) = Reset(BSpect) || Reset(BSpecs)

Reset(BSpec® \ L) = Reset(BSpec®) \ L
Reset( BSpec*[f]) = Reset(BSpec*)(f]
()
Definition 3.6
The Reset of a configuration conf? = {BSpec®, envs, Sys?, Sys) is defined as
Reset(conf?) = (Reset(BSpec®), (), Sys?, Sys)
a
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We conclude this section by considering context condition (10) of Section 3.3. We defined
this condition as

(10) The set of communication channels as well as the message interface defined in a class
definition conform to the corresponding instance methods or behaviour specification.

Since the precise meaning of this definition is not clear at all, and since the condition is
important for our semantics to be correct, we will formally rephrase it. We will do this in
terms of functions AASort and ChSort defined in this section.

(10) Let CD? be a class definition of Sys?. Then

(i) if CD? = process class C?{--+) --- communication channels ch; ' -- ch, message
interface [ - - - I3 - - - instance methods MD{ - - - MD}, such that foreachi = 1.--k
MD? = ... 57, then

k
U AASort(S!) = {§,---,13}
i=1

() ChSort(S?) = {chy,---, chy}
=1

(ii) if CD? = cluster class C*{---) --- communication channels ch, --- ch, message
interface I - - - I behaviour specification BSpec?, then

AASort(BSpec?,Sys?) = {&},---, 15}
ChSort(BSpec?, Sys?) = {chy,---, ch,}

3.4.3 The Labeled-Transition System

In this section we will define the set of labeled transitions {-%| a € Act}. It is defined by
the following axioms and rules:

Axioms

1’. Internal computation

([S]Cp(El v Er)e ((O’, ps, T))’ SySP‘J Sys) 5

([\A CP(Ey,-,EBr)s ((O", PS’: T’)), Sysp? Sys)
if

(B,0',ps', ', Sys) € M((S,0,ps,T,5ys))

2’. Message send

chlm|[data]
—_

([chlm{Ey, - -+, En)lcr(ar,..E)y ({0, p5, 7)), Sys®, Sys)
([V]ep gy, By ({07, ps', 7)), Sys?, Sys)
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3.

if

(g}_s J1, P51, T, Sys) € M((Ela o, p3, T, Sys))

(g?_s T2, P82, T2, SyS) € M((E21 01, P31, T, S’yS))

(&a o’ ps’, T/, Sys) € M(<EM On-1; PSn-1, Tn-1, SyS))
and

(B1,0',7"),- -, [Bu,0’,T') are Sys-structures
and where

data = {copy({%,0’, 7)), -, copy({Bn, &', 7'}))

Message reception

ch?m|daia)
([Ch?m(pla T Pa | E)]CP(EL'--,Er)? ((0’, ps,‘r)), Sysp’ Sys) _[_’

([\/] CP(E1, - Er)s ((UI; ps', Ti)), Sys?, Sys)

if
| ps ‘> 0
date = ((51,01, Tl): T, (ﬁmam Tn)) € Stmcgymmiﬂ
v € {true, bunk}

and where

(B1, 01, 1y} = relabely poora(o) ({6, 01, )
gr=0cUc}, Hi=7UT

(ﬂ2? 02’ TQ) = Tela‘bel+MarId(a'1)(<ﬂ2a 02, 7'2))
g, =01 U0}, 72—71U1'2

{ ( n:UMBT ) = TEIabeI+Ma$Id(5n—1)((ﬁﬂiJﬂ?Tﬂ))

Fo— = !
Tp = Tn_ IUar,,, Ta =Ta-1 UT,

Fn{Fa{proc){Bi/p}/proc}, top(ps)(2) if p € IVar

TOXUZY 5, top(ps)(2){B1 /) if py € LVar
5 | &1{61(proc){BL/p:}/ proc}, x1 if p, € IVar
2X2Z 61, x0{By/ p2) if p, € LVar

5 _J Gn-1{Gna(proc){B,/ps}/proct, xa-1 i pu € [Var
nr Xn En-1, Xn-1{B./Pn} if p. € LVar

{(y,0',ps', 7', Sys} € M({E, &, push({proc, X»), pop(ps)), Ta, Sys})
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4. Method call

((m(Ery -, Em)(prs- -, Po)lonsy, - £0), {(0) PS, T)), Sys?, Sys) =
([l (P2 S?lor(ey B2, ({07, PS', ), Sys?, Sys)

if
Sys? = (CD}--- CD?--- CD?)
CD? = process class C?{---} --- instance methods MD] --- MD? ... MD?
MD? =m{u, -, un) (v, ", 0s) I RERE"A | S?
(&’ 1, P51, 1y Sys) € M((E1,0', ps, 7, Sys))
(&,0’2)1’5‘2, Tg,SyS) € M((-Elaalspslafh Sys))
(é_@_, Tmy PSmsTm, Sys) S M((Eﬂvan—lapsn—hrn—luSys))
and where

o' =0, and ' =T,
ps' = push((proc, X), pSm)

x(w) = 8
x(v) = nil
x(wk) = nil

5. Conditional, first branch

if

([if E then S? else ST fi] ca(g, ,..Er) ({0, P8, 7)), Sys?, Sys)
([SPcp(sy, 80y (0, P8, 7)), Sys?, Sys)

(v,0',ps', 7, Sys) € M((E,a,ps,,8Sys)) for some y € {true, bunk}

6’. Conditional, alternative branch

if

([if E then S else 87 i) cr(s, ... E)> {0, P5, 7)), Sys? , Sys) 5
([S7)er(Ey, - Er)s ({0, PS', ')}, Sys?, Sys)

{(y,o',ps’, 7', Sys) € M({E,0,ps,7,Sys)) for some v € {false, bunk}
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7. Do-statement

{[do E then §? od]cr (g, ,.-..5.), {{7, PS5, T}, Sys?, Sys) —
{[if E then(S?; do E then S* od) else nil filco(g, .. Bo)» ({0, p5, 7)), Sys?, Sys)

8. Process initialization

(Cp(Els' Ty Er)v (),Sys”,Sys) 5
([m(E{a T E;)()] CP(Ey,~,Er)» ((0", PSr, Tr))a Sys?, Sys)

if
Sys? = (CDF--- CD? ... CD?)

CD? = process class C?{y1,- -, y,) instance variable names z; - - - 2,
- initial method call m{E{,--, E;)() s

(&, a1, P81, T1,y Sys) € M((Ela g,p5, T, Sys))
(_ﬁ_?a T2, P82, T2, SyS) € M((EzvalapslaTl'.-Sysn

<£r_$ Oy PSr, Ty, SY8) € M{(E;, 0,1, PSr—1, Tr-1, Sys))
and where

Dom(o) = {proc}

o(proc) =@
ps =)
T =y
o’ = g, {¢/proc}
Dom(¢) = {z1,-++, s}
o(w) =45

$(z;) =nil if y; Z 1 forall y
9. Cluster initialization

(CC(EI, Ty Er)? ()1 SySp, Sys) 5 ([BSPECP lIg]I]CC(El v Er)s ()5 Sys’, Sys)

if

Sys? = (CD{--- CD? ... CDrF)

CD? = cluster class C°(Py,---, Py} - behaviour specification BSpec?
and where

.q:El/Ph"':Er/Pr
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Rules

a'. Sequential composition 1
([Slp'elCP(Eh"-,Er)) ((07 P&, T))l Sys" 3 Sys) =
[S0" Vv (gr B0y ({07, PS5, 7)), Sys?, Sys)

{
([Slp,ei ‘5’2?] CP(Ey, - Er)s ((0’, pPs, T)): Sys?, Sys) =
(157 SP1er(r 80y ({0, ps’, T')), Sys?, Sys)

if
Sp,e' ?—é \/
b’. Sequential composition 2

(ISP crp(By B ({0, PS, T)), Sys?, Sys) —
([\/J CP(Ey,,Er)s ((0", ps', T'))a Sys?, Sys)

(ISP 83)er(kr,mEr), ({0, 8, 7)), Sys?, Sys) =
([S;]CP(Eh---,Erb ((a’a ps’a TI))s Sys?, Sys)

c¢’. Choice 1

(ST 1cp(Ey ) ({0 DS, 7)), Sys?, Sys) =
([SP*]co(r,Er), ({0, P, 7)), Sys?, Sys)

([SF or 8F)cr(E,,. E)s ({0, P8, T)), Sys?, Sys) >
(8P| co(Ey o E)» ({0, P87, T)), Sys?, Sys)

© d’. Choice 2

(1T cp(Br o En)s ({0, P, T)Y, SysP, Sys) =
[Sp,e] CP(E,-,Er)s ((0", ps', T’))a Sysp-r Sys)

{
([SF or S7|co(&y,- B0 {(0, DS, T)), Sys?, Sys) >
(1S™*crzr,mEr), (L', P8’y 7)), Sys?, Sys)

e’. Guarded command

([SP]CP(EI"",ET)’ {(o', ps’, TI))? Sys?, Sys) —
([S?'CICF(El,---,Er)a ((O’”, Psna T”))a Sysp? Sys)

((E1S*1cr(gy - Ey), ({0, P8, 7)), Sys®, Sys) —=
([SP’C]CP(EJ,"',Er)a ((0”1 ps”, T”)): Sys?, Sys)

if

{(v,0',ps', 7', Sys) € M({E,0,ps,T,Sys)) with v € {true, bunk}
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f’. Method execution
([Sp,e] CP(Ey,dir)y ((0, ps, T))a Sysp1 Sys) =
{[S7*"lcr(gs - Br)s {0, pS', T')), Sys?, Sys)
(L7020 2] o (0, 53,7), 5957, Sus) =
([Lmpr=pn) el oy By, {07, ST, 7)), Sys?, Sys)
if
SPt 2/
not (n =0 and $7¢ =|™0 §»<" for some m’, §7¢")
g’. Tail-recursive method call
([SP'JC]CP(EL---,Er)s ((07 PS8, T))? Sysps Sys) =
([im 0 Sp’e’]CP(El.---,Er)s ((0", ps', Tl))a Syspa Sys)
(Lm0 7)o, . £n): ({0, D5, 7)), Sys?, Sys) =
({10 87 origy .. 50y, ({0, p5", T')), Sys?, Sys)
if
l ps' |> 1
and where
ps" = push(top(ps’), pop(pop(ps’)))
h’. Method termination 1
((SP'E]CP(El,"'.Er), {(J, P8, T)), Sysp’ Sys) =
(Ve (g, 80, ({0 s, 7)), Sys?, Sys)
([Lmzren) §2°) ooy .. Bry, {0 S, T)), Sys?, Sys) =
{([V1ce(g,- B ({0, ps”, 7))}, Sys?, Sys)
if
| ps |>1
Sys? = (CD} --- CD?--- CD?)
CD? = process class C?{---) --- instance methods MDf --- MD? .- MDP
MD? =m{w, - Um) (1, -, vs) | Wy - W, | Nid
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k’.

and where

vt = o'{a'(proc){top(ps’)(2)(x )/ ;1 }/proc}, top(pop(ps))(2) ifpm € IVar

o', top(pop(ps'))(2){top(ps')(2)(m)/m}
oa,xz = 1 tlou(proc){top(ps')(2)(v2)/pa}/proct, xa
’ o1, x1{top(ps')(2)()/p2}

Oy Xn = { Un.-1{crn-l(proc){top(ps’)(2)(vn)/pn}/pmc},Xﬂ_l

Ta_1, Xn—l{tf’p(.ps’)(z)(vn)/pn}

ifPl € LVar
if p € IVar
if p; € LVar

if p, € I'Var
if p, € LVar

0" = g, and ps” = push({proc, X.), pop(pop(ps))) and 1" =7’

. Method termination 2

([S**|crgy B0 {{o, PS, T}), Sys?, Sys) LN
[Vierg, ), ({07, ps', 7)), Sys?, Sys)

(
([lm() SP'C]CP(EL-".Er)a ((U: Ps, T))a Sys?, Sys) —
([\/] CP(Ey, - Er)s ((0”, ()a T!))-: Sysp7 Sys)

if
| ps' |=1
Sys? = (CD} --- CD? - CD?)

CD? = process class C?{---} .-+ instance methods MDY - -- MD?
MD? Em(ul,...,um) () I Uy - W, l sr

. Disrupt command, normal execution

([Sf'elcp(s,,---,Er),((U,PS,T)),Sys’,SyS) =

(ST er(8y B ({0, pS, TV}, Sys? , Sys)
([51’]’°’>> S¥ler(gy, B0y ({0, 5, T)), Sys?, Sys) =
([Sll'E >> S;]Cp(El,'“,Er)a((0’195':TI))aSyspsSys)

if
p.c!
7 EY
Disrupt command, successful termination

([Sf'e]CP(E'J."-.Er)a ( g, ps, T))a Sysp’ Sys) f""
([\/] CP{Ey,Er)s ((UI, pS’, 7' )s Sysp ) Sys)

)
({S7° >> Sflev(gy - Erys (o, Pss 7)), Sys?, Sys) —
v CP(Ey,Er)s {{e’, ps’, T}, Sys?, Sys)

.-+ MD?
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I’. Disrupt command, disrupt occurrence

(157160000 (0, 25", 7)), S0, S) -5

([S3) co(Ey o Beys ({0, PST, 7)), Sys?, Sys)
([51’"8,>> SP)cr (i nbrys {0y S, T}, Sys?, Sys) =
([Sg,e ]CP(EI,---,Er)’ <<U,7 ps', T’))a Sysp: Sys)

if
| ps [> n
and where

n equals the amount of |™(P1?%) symbols contained in §7*°
ps" = pop™(ps)

. Parallel composition 1

(BSpecs, envsy, Sys?, Sys) = (BSpec{’, envs}, Sys®, Sys)

(BSpec; || BSpecs, envs; - envsy, Sys?, Sys) =
{BSpect’ || BSpecs, envs] - envs,, Sys?, Sys)

. Parallel composition 2

(BSpect, envsy, Sys?, Sys) - (BSpec’, envsh, Sys?, Sys)

(BSpect || BSpecs, envs, - envsy, Sys?, Sys) >
(BSpect || BSpec;’, envs, - envs}, Sys®, Sys)

. Parallel composition 3

{BSpect , envsy, Sys?, Sys) 4 (BSpect’, envs!, Sys?, Sys)
(BSpect , envsy, Sys?, Sys) 4 (BSpect’, envs), Sys?, Sys) .

(BSpec; || BSpecs, envs; - envsy, Sys®, Sys) —
(BSpect' || BSpecf', envs] - envs), Sys?, Sys)

. Channel hiding '

(BSpec*, envs, Sys?, Sys) - (BSpec®, envs', Sys?, Sys)
(BSpec* \ L, envs, Sys?, Sys) > (BSpec®’ \ L, envs', Sys?, Sys)

if
a=r7 or Chan(a) ¢ L
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q’. Channel renaming

{BSpect, envs, Sys?, Sys) = (BSpec®’, envs’, Sys?, Sys)

¢

(BSpec®[f], envs, Sys?, Sys} = (BSpec*'[f], envs’, Sys?, Sys)

where

a,_{f if a=r1
T fla) f a# T

r’. Cluster execution

(BSpec®, envs, Sys?, Sys) — (BSpec*’, envs’, Sys?, Sys)

([BSPCCB]CC(EIF...'E,,), envs, Sys? , Sys) 5
({BSpec®’) g<(y - Ey), RS, Sys?, Sys)

3.4.4 Some Properties of the Transition System

In this subsection we will prove some important properties of the labeled transition system
of Subsection 3.4.3.

Proposition 3.1
Let conf? € Conf? and assume that conf = conf] for some action ¢ € Act. Then we
have

(i) conf? € Conf?
(ii) Reset(conf?) = Reset(conf}).
(iii) if @ € £ then Abs(a) € AASort(confy)
(iv) if a € £ then Chan(a) € ChSort(conf’)
(v) AASort(confy) = AASort(conf?)
(vi) ChSort(conf}) = ChSort(conf?)
a

Item (i) of Proposition 3.1 states that every labeled relation — is indeed defined on Conf?.
Note that, since the definition rules of Conf? are conditional, this is by no means a trivial
property. Item (i1) states that the Reset of a configuration is equal to the Reset of any
of its derivates. From (iii) and (iv) it follows that the abstraction (Abs) of any non-silent
action performed by some configuration is part of the AASort of that configuration, and
that the corresponding channel is part of the configurations’ channel sort. Finally (v) and
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(vi) state that the AASort and ChSort of a configuration equal the AASort respectively
ChSort of any derivate configuration.

Proof of Proposition 3.1

Items (iv) and (vi) directly follow from (iii) and (v) respectively. We will prove (i),
(if), (iii), and (v) simultaneously by transition induction on the shape of the derivation
tree of conff = conf]. We argue by cases on the applied axioms and rules. Let confy
= (BSpect, envs, Sys”, Sys) and conff = (BSpec, envs’, Sys®, Sys) and assume conf]
confy .

Case[Axiom 1°]

Then BSpec; = [Slce(g,—5), BSpecs = [V]ceg,-8,) and ¢ = 7. (i) directly follows
from the definition of Conf? and from conff € Conf?. (ii) is an immediate result of
the definition of Reset. (iii) holds vacuously since 7 € £. Further AASort(conf]) =
AASort(BSpec], Sys?) = AASort(C?,Sys?) = AASort(BSpec;, Sys?) = AASort(conf),
and thus (v) is also satisfied.

Case[Axiom 2']
Then BSpeci = [ch!m(E, -+ -, Ea)lor(g],.. £y, BSpec; = [V]cor(gl...51), and @ = chim[datd]
with | data | = n. (i), (i), and (v) are proved as in case [Axiom 1’]. For (iii) we notice that

Abs(a) = chlm|n] € {ch!m[n]} = AASori(ch!m(E;,--+, E,)). Then, using the condition
of rule (3.) of the definition of Conf?, we derive Abs(a} € AASort(C?, Sys?}, and thus
Abs(a) € AASort(BSpec;, Sys?) = AASert(conf), so the result follows.

Case|[Axiom 3]
Analogous to case [Axiom 2].

Case[Axiom 4]

Then BSpecf = [m(El, SN Em)(pl, ce, pn)] CP(E],EL) BSPE’,C2 = [lm(m‘""p") Sp] CP(E!,E})
with S? being the body of method m, and ¢ = . (ii), (iii), and (v) are proved as in case
[Axiom 1’]. For (i) we have to show that the condition of rule (3.) of the definition of Conf?
is satisfied. The first part of the definition directly follows from confy € Conf?. For the
second part we use context condition 10 together with the definition of AASert, and deduce
AASort(57) C AASort(C?,Sys?). From this the result follows since AASort(|™(1-Pn)

S?) = AASort(5?) C AASort(C?, Sys?).

Cases[Axioms 5,6°,7]
Are proved analogous to case [Axiom 4'.

Case[Axiom 8]
Then BSpec; = C?*(Ey,---, E,), BSpecs = [m(E],---, E,)\)lcr(g,,kr), and a = 7. (i),
(ii), and (jii) are proved as in case [Axiom 1’]. Item (v) holds since AASort(confy) =
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AASort(BSpeci, Sys?) = AASort(C?P, Sys?) = AASort(BSpecst, Sys?) = AASort(confl).

Case[Axiom 9]

Then BSpec; = C°(Ey,---, E,), BSpecs = [BSpec?[E\/Py, -+, E./P]loog,, B) Where
BSpec? is the behaviour specification and where Py, - - -, P, are the expression parameters of
cluster class with name C°, a = 7, and envs = envs’ = (). (ii) is an immediate consequence
of the definition of Reset. (iii) holds vacuously. (v) is satisfied since AASort(Conff) =
AASort(BSpecs,Sys?) = AASort(C*,Sys®) = AASort(BSpecs, Sys®) = AASort(confy).
For (1) we first have to show that (BSpec?[E1/ Py, -, E,[ P}, (}, Sys?, Sys} € Conf*. Using
context condition (15.) it easily follows that BSpec?[Ey/Py,---, E,/P,]| € BSpecifications,
and thus that {BSpec?[Ey/Py,---, E./P:],{}, Sys?, Sys) € SSpecifications. From this the
result follows because SSpecification C Conf?. The next thing we have to show for (1)
is that the condition of rule (4.) of the definition of Conf? holds. The first part of
the condition follows from conff € Conf?. For the second part we have to show that
Reset{BSpec? [ Ey/Py , ---, B/ P, ]|) = BSpec?[E\/Py,- -, E./P.]. But this follows from
the fact that BSpec?{E\/P,,---, E,/P,} € BSpecifications by applying Lemma 3.1.

Case[Rule a’]

Then BSpec; = [S7*; SPlov(s5r), BSpecs = [ST*"s SPler(g,..E.) Where SP° # 1/,
and ( [Slp’e]c'p(E],---,Er) , env , Sys? , Sys) = ( [S]p‘e’]CP(EJ,"-,Er) , env’ Sys? , Sys)
Items (ii) and (v) are proved as in case [Axiom 1’]. By induction we have ¢ € £ =
Abs{a) € AASort({[S]") ooz, Er) > €nv , Sys?, Sys)), but then clearly a € L = Abs(a)
€ AASort(conf}, so (iii) holds. For (i) we have to show that the condition of rule
(3.) of the definition of Conf? is satisfied. Again, the first part of the condition fol-
lows from conf? € Conf?. For the second part first notice that since conff € Conf?,
AASort(SP*; S§7) € AASort(C?, Sys?). But then AASort(S*°) C AASort(C?, Sys?) and
thus ([S?*] o (£, Er), €8, Sys?, Sys) € Conf?. By induction we then have
(SP"")er (g, Er), €RV', Sys?, Sys) € Conf? and thus AASort(SP*') C AASort(C?, Sys?).
But then AASort(S]"’; §7) C AASort(C?, Sys?), and consequently confy € Conf?.

Case[Rules b’,c’,d’,¢’,f',g’ b1 ik’ ,I']
Are all proved analogous to case [Rule a’].

Case[Rule m’]

Then conf’ = (BSpec; || BSpec;, envs, - envsy, Sys?, Sys), conff = (BSpec;' || BSpec;, envs,’
- envsy, Sys?, Sys), and {BSpec, envsy, Sys?, Sys) = (BSpec;’, envs’, Sys?, Sys). By induc-
tion we have ¢ € £ = Abs(a) € AASort({BSpec;, envs, Sys?, Sys)), AASort ({ BSpecf ,
envs; , Sys? , Sys)) = AASort({BSpect’, envs,, Sys?, Sys)), and Reset ({ BSpecf , envs
, Sys? | Sys)) = Reset ({BSpec{’, envsy’, Sys?, Sys}). From this, (ii}, (iii), and (v) follows
easily. For (i) observe that for conf{ to be member of Conf?, (BSpec;, envsy, Sys?, Sys) and
{BSpec:, envsy, Sys?, Sys) both must be member of Conf? (see rule (5.) of the definition of
Conf?). But then by induction {BSpec{’, envs;’, Sys?, Sys) € Conf?, and thus (using rule
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(5.) again) confy € Conf?.

Case[Rules n’,0’,p’,q’]
Are proved in a similar way as case [Rule m’].

Case[Rule 1’|

Then conf! = {[BSpect}ce(s,,.E.)» €nvs, Sys?, Sys), conff = ([BSpec®|ce(g, - Er) » €nvs’
, Sys? , Sys), and (BSpec®, envs, Sys?, Sys) — (BSpec*’, envs’, Sys?, Sys). Since conff
€ Conf? we have that Reset(BSpec®) = BSpec?[E,/Py,-, E./P;] where BSpec? denotes
the behaviour specification and where P;,---, P, denote the expression parameters of
the cluster class with name C° Item (ii) directly follows from the definition of Reset.
By induction, a € £ = Abs(e) € AASort({BSpec®, envs, Sys?, Sys)). Further we have
AASort({BSpec®, envs, Sys?, Sys)) = AASort(BSpect, Sys?) = { according to Lemma 3.2
} AASort( Reset( BSpec®), Sys?) = AASort(BSpec?[Ey/ Py, - - -, B/ P,]), Sys?) = { according
to Lemma 3.3 } AASort (BSpec? , Sys?) = { context condition (10.) } AASert(C*®, Sys?)
= AASort(conf), and thus (iii) follows. (v) is true because AASort(conf?) = AASort(C*
, Sys¥) = AASort(conf]). Since conf? € Conf?, we have using rule (4.) of the def-
inition of Conf? that (BSpec® , envs , Sys® , Sys) € Conf?. By induction we then
have {BSpec®’, envs’, Sys? , Sys) € Conf? and Reset ({BSpec®, envs, Sys?, Sys)) = Reset
({BSpec®’, envs', Sys?, Sys)). Now, (i) follows from rule {4.) of the definition of Conf?.

This concludes the proof of Proposition 3.1. ]

The proof of Proposition 3.1 is based on the following three lemmas:

Lemma 3.1

Let BSpec be a behaviour specification. Then
Reset(BSpec) = BSpec.

Proof
The proof is an easy induction on the structure of BSpec. O

Lemma 3.2
Let BSpec® be an extended behaviour specification. Then AASort(BSpect, Sys?) =
AASort(Reset( BSpec®), Sys?)

Proof
The proof proceeds by structural induction. o

Lemma 3.3

Let BSpec? be a parameterized behaviour specification. Then AASort(BSpec?, Sys?) =
AASort(BSpec?fg], Sys?)

Proof .
Again, the proof is an easy induction on the structure of BSpec. nl
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In the previous sections we have seen that a system specification describes a system in its
initial state, 1.e. before initialization has been taken place. A configuration, on the other
hand, is also able to describe a system during ezecution or, if you want, during simulation.
A system always starts in a configuration reflected by some system specification, and it
proceeds its execution through a sequence of consecutive configurations. Sometimes it is
convenient to be able to retrieve the initial specification, given some configuration. For
this purpose, we have introduced function Reset in Subsection 3.4.2. One would expect
that starting from the Reset of a configuration, it would be possible to return to that
configuration. However, from the fact that there exist configurations that can never be
reached from any system specification, it is easy to see that this cannot be true. For such
an "unreachable” configuration, the Reset then is not the initial specification, but that
specification built from the same instances, in the same way as the configuration. For
a "reachable” configuration, on the other hand, it is true that it can be reached from
its corresponding Reset. Furthermore the Reset is the only specification from which a
configuration can be reached. These latter two properties, justifying the well-definedness
of function Reset, are captured in Proposition 3.2.

Proposition 3.2

Let conf? be a configuration and let SSpec =" conf? * for some system specification SSpec.
Then SSpec = Reset(conf?).

Proof

The proof proceeds by induction on the syntactic structure of conf?.

Case Confp = (CP(-E'I: A Er)? ()1 Sysps S‘yS).

Assume SSpec <> conf? for some n > 1. Then there exists a conf?’ such that SSpec ="
conf?’ — conf?. However, there exists no axiom or rule which can produce conf?, and
thus we have a contradiction. So n = 0 and SSpec = conf?. But then Reset(conf?) =
Reset(SSpec) = { use Lemma 3.1 } SSpec.

Case conf? = (C°(Ey,---, E,), (), Sys?, Sys).
Is proved in an analogous way.

Case conf? = ([SP’C]CP(EJ,...,E,,), (), Sys?, SyS).
By inspection of the axioms and rules, it is easy to verify that then SSpec = (C?P(E;,---, E,)
, {} , Sys?, Sys). But this implies that Reset(conf?) = SSpec.

Case conf? = ([BSpec|ce(g, .. &), €RVS, Sys?, Sys).
Analogous to the previous case.

Case conf? = (BSpec{ || BSpec;, envs; - envs;, Sys®, Sys).

. - a .
4We write conf? — conf?’ to mean that conf? — confP?’ for some action a.
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By inspection of the deductive proof system, it is not hard to see that then SSpec =
{BSpec; || BSpeca, (), Sys?, Sys) for some BSpec; and BSpecy, and that {BSpec, , () , Sys” ,
Sys) =" (BSpect, envsy, Sys?, Sys) and (BSpecz , () , Sys? , Sys) = (BSpec; , envsy , Sys? ,
Sys). By induction we then have Reset({BSpec{, envs, Sys?, Sys)) = (BSpec, (), Sys?, Sys)
and Reset ( {BSpec;, envsy, Sys?, Sys)) = (BSpeca, (), Sys?, Sys) and thus Reset( BSpec]) =
BSpecy and Reset(BSpecs) = BSpecy. So Reset({BSpecs || BSpecs, envs,-envs,, Sys?, Sys) =
{Reset(BSpecy) | Reset(BSpecs), (), Sys?, Sys} = (BSpecy || BSpecs, (), Sys?, Sys) = SSpec.

Cases conf? = (BSpec® \ L, envs, Sys?, Sys) or conf? = (BSpec*|f], envs, Sys?, Sys).
These cases are proved analogous to the previous case.

This concludes the proof of Proposition 3.2. mi

3.4.5 Observational Equivalence and Semantic Function M

In the introduction we mentioned that correctness-preserving transformations play an im-
portant role in our object-oriented methodology for the design of hardware/software sys-
tems. A correctness-preserving transformation takes a specification Spe¢; and transforms
it into a specification Spec,. Specification Spec; should be correct with respect to Speq.
This basically means that the specifications are related by some predefined (binary) cor-
rectness relation. In general, it is required that the correctness relation is an equivalence
relation which is also substitutive under some or all language constructors. A pair of re-
lated specifications is often called equivalent with respect to the corresponding correctness
relation.

A currently well-known and practically applicable way to define a correctness relation is
in terms of so-called bisimulations. A bisimulation establishes a kind of invariant holding
between a pair of dynamic systems, and the technique is to prove two systems equivalent
by establishing such an invariant. The notion of bisimulation was first introduced by Park
in [Par81] and later developed in the context of CCS in [Mil83].

In this report we will only define one kind of correctness relation, namely observational
equivalence. Observational equivalence is defined terms of weak bisimulations. Weak bisim-
ulations are binary relations on configurations.

Definition 3.7
A binary relation S over configurations & C Conf? x Conf? is a weak bisimulation if
(conf?, conf]) implies

(i) the Sys parts of conf! and conf] are syntactically identical
and for all a € Act

(ii) if conf? 2 conf?’ then, for some conf?’, conf] = conf?’ and (conf”, conf?’) € S
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(iii) if conf? = conf?’ then, for some confy’, conf? 2 conf?' and (conf?’, conff'y € S. O

Here, for each a € Act, & isa binary transition relation over configurations (often called
descendant relation) and is defined by

Definition 3.8
Let conff, conff be configurations and let [ be a communication action. Then

conf? = conf? if conf?(5)*conf?
T
_}

conf 1 conf] if confP(5)" 2 (D) conff
O

Our notion of weak bisimulation is very similar to that of CCS [Mil89]. The difference
is that CCS does not include (i) in its definition. We, however, need to incorporate (i)
to ensure that every data class name referred to from within any communication action,
unambiguously denotes a single data class.

The following definition uses weak bisimulations to define observational equivalence (=)
upon configurations.

Definition 3.9
conf! and conf] are observational equivalent, written conff =~ confy, if (conf?, conff) €
S for some weak bisimulation S. So

~ = U{S|S is a weak bisimulation} O

It is not hard to prove that = is an equivalence relation. Further, it can be shown that =
is substitutive under parallel composition, channel hiding, and channel renaming.

We will now use relation = to assign a meaning to configurations (and thus to specifica-
tions). Since = is an equivalence relation, we can consider the meaning of a configuration
(and implicitly of system specifications) to be the class of all observational-equivalent con-
figurations, so,

M (conf?) = [conf?|x

Evidently, My(conf’) = Mx(confy) if and only if conff = confy, so, two configurations
are observational equivalent, precisely if they have the same semantics.

Although relation = and function My reflect a very strong notion of equivalence, we
have good hope that they can be used to prove a set of interesting correctness-preserving
transformations. For transformations which are not correct under observational equiva-
lence, alternative equivalence relations and semantical functions will have to be developed.
Defining a useful set of transformations, developing suitable equivalence relations, and
proving correctness of transformations will be subject of future research.
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3.4.6 Example: A Simple Handshake Protocol

In this subsection we will show how to calculate the behaviour of a simple handshake
protocol, using the labeled-transition system defined in Subsection 3.4.3. Further, we will
demonstrate that the protocol behaves as a 1-place buffer. The protocol, consisting of a
Sender process and a Heceiver process, is visualized in figure 3.1.

Figure 3.1: A Simple Handshake Protocol

The Sender can receive some date from channel in and this data is delivered by the
Receiver at channel out. Externally the protocol behaves as a 1-place buffer. The protocol
is specified as follows:

((Sender || Receiver) \ {z, y}, (), Sys?, Sys)

For reasons of simplicity we assume that there are no non-primitive data classes, so Sys =
(). Sys? consists of process classes Sender and Receiver. It is defined as Sys? = { ®

process class Sender
instance variables
communication channels n ¢ ¥

message interface infreceive(ds ) zltransfer(ds) y%ack
initial method call start
instance methods start | dg |

in?receive(ds); z!transfer(ds); y?ack; start

process class Receiver

instance variables

communication channels 2z y out

message interface zPtransfer(dg ) out!deliver(dp) ylack

5The specifications and configurations use some obvious syntactic simplifications.
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initial method call start
instance methods start I dp I
z?transfer(dr); outldeliver(dgp); ylack; start )

Configuration {(Sender || Receiver) \ {z,y}, (), Sys?, Sys) reflects the state of the protocol
where both the sender and the receiver are still uninitialized. The actual computation
starts by initializing either the sender or the receiver. By [axiom 8'] we have

(Sender, (), Sys?, Sys) —
([Stal‘t]gmdc,, (({pTOC - Q}, (), Z)), Sysp? Sys)

Using {rule m'] we then deduce

{Sender || Receiver, (), Sys?, Sys) —
([start]sender || Receiver, ({{proc — &}, (), @)}, Sys*, Sys)

and thus by [rule p’]

{(Sender || Receiver) \ {z,y}, (), Sys?, Sys) =
([(Start]SGNder ” Recei”er) \ {.’t, y}’ (({proc - @}, ()? 9))3 Sys?, Sy5>

By applying [axiom 4’] and [rules m’,p’] we get

([(start]sender || Receiver) \ {z,y}, {{{proc = @}, (), @)), Sys?, Sys} ©
(([1***" (in?receive(ds); z'transfer(ds); ylack; start)|senqer || Receiver) \ {z,y},
{{{proc = @}, ({proc,{ds — nil})), )}, Sys?, Sys)

The latter configuration reflects the situation where the receiver is able to receive message
receive and data dg from channel in, and where the receiver is still uninmtialized. If we

let the receiver perform its message reception we get, by applying [axiom 3’] and [rules
b, m’,p’]

{([L7*** (in?receive(ds); z'transfer(ds); y?ack; start')]_;m,." || Receiver) \ {z, v},
({{proc — @}, {{prac, {ds — nil})), @), Sya?, Sys) " "=H

(({Letem (zUransfer(ds); ylack; start)]s.qr || Receiver) \ {z, v},

{{proc — B}, ({proc, {ds — v})), @)}, Sys?, Sys)

Here, data = {{, &, @)} for some primitive data object v € PDObj. This can be seen as
follows: According to [axiom 3'], data should be of the form {(61,01,7})) € Strucg,, nin-
Since Sys = ()} we have by (2) of Definition 2.1 that Dem(7) = @, and therefore by (1)
of the same definition that Dom(e, | NDObj) = @. By Proposition 2.1(c) we know that
proc ¢ Dom(o1) and thus Dom(o,) = @. Now according to Definition 2.1(4) §; € NDObj
implies 4, € Dom(oy). Therefore 8, € PDObj and thus thus data is of the form ({v, &, @}).

If we continue calculating the transitions between the involved configurations we construct
a so-called transition graph, shown in Figure 3.2, representing the behaviour of the protocol.
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Figure 3.2: A Transition Graph of the Handshake Protocol

The transition graph consists of 18 configurations (represented by the nodes of the graph),
some of which are parameterized. The > mark attached to node conf denotes that this
1s the starting configuration. The substitution {y/vs, A /yg] indicates that parameters 4
and g of confi(vs,7vr) have to be replaced by 4 and A respectively. Substitution [y/ A}
has a similar meaning. Further, a? denotes receive action in?receive[{{y, @, @})] and a!
denotes send action out!deliver[{({v, &, @)}].

Note that, although the graph of Figure 3.2 has a finite amount of nodes, it represents an
infinite transition graph. Node conf; (), for example, represents a collection of nodes, one
for each v € PDObj. The configurations are given by

confy = ((Sender || Receiver) \ {z, y}, (), Sys?, Sys)

confy = {([start]sender || Receiver) \ {z, y}, (envsm), Sys?, Sys)

conff = {(Sender || [start]p.ceiver ) \ {z,y}, (envag), Sys®, Sys)

confy = (([{*" (inTreceive(ds); z!transfer(ds); yTack; start)]senacr || Receiver)
\{3, v}, {envs(nil)), Sys®, Sys)

confy = (([start]sender || [startipeceiser) \ {z, 4}, (envs, envag), Sys?, Sys)

confe = ((Sender || [{*" (2?transfer(dp); out!deliver(dp); ylack; start)]pueier)

\{z, y}, {enva(nil)), Sys*, Sys)
conff () = {([{1***" (ztransfer(ds); y?ack; start)]senqer || Receiver)
\{z, ¥}, {envs(7)), Sys?, Sys)

3 Processes, Clusters and System Specifications



A Computational Interleaving Semantics 63

confd
COﬂfgp
confyp(7)

conff

confih(7)

confia(7)
confiy(7)
confis(7)
confis(7)

confi7(7)

confly(vs,7r) =

= {([L***"* (inTreceive(ds); z'transfer(ds); y?ack; start)]scnser ||
[start]receiver) \ {2, ¥}, (envs(nil), envpg), Sys?, Sys)

= ((Sender || [|"" (27transfer(dr); out!deliver(dr); ylack; start)]receiver )
\{z, v}, (envsg, envg(nil)), Sys®, Sys)

= (([{***" (z!transfer(ds); yTack; start)]gmde, [| [start] geceiver )
\{z, v}, (envs(7), envra), Sys?, Sys)

= (([L**"* (in?receive(ds); :c'transfer(ds) y?ack; start)]senser) ||
[Let (z?transfer(dg); out!deliver(dg); ylack; start)]geceiver)
\{z, v}, (envs(nil), envp(nil)}, Sys”® , Sys)
= {([|***" (z!transfer(ds); ylack; start)]sender ||
[L**" (z?transfer(dr); out!deliver(dr); ylack; start)]geceiver)
\{z, ¢}, (envs(7), envp(nil)), Sys?, Sys)

= (([1**" (y?ack; start)]sender || [ (out!deliver(dr); ylack;
start)] receiver ) \ {z, y}, (envs(7), enva(7)), Sys?, Sys)

= {([{***" (y?ack; start)]sender || [L**" {ylack; start)]peceiver)
\{z, y}, (envs(7), envr (7)), Sys?, Sys)

= (([1**" (start)]sender || [L**™ (start)]receiver )
\{z, ¥}, (envs(7), envr(7)), Sys?, Sys)

= ([{*** (in?receive(ds); zltransfer(ds); ylack; start)]sender ||
[ (start)] peceiver ) \ {z,y}, (envs(nil), enva(y)}, Sys?, Sys)

= (([1**" (start)]sender || [1*°" (z?transfer(dr); out!deliver(dg); ylack;

start)) geceiver ) \ {z,y}, {envs (), envg(nil)), Sys?, Sys)
([L#et (2Mtransfer(ds); y?ack; start)]senser || [L**" (start)] zeceiver )
\{z, y}, (envs(7s), envr(7r)), Sys?, Sys)

Here, envsg and envs(+y) denote environments of the Sender process. In envsg no local
variables are allocated on the stack (the stack is empty), whereas in envg(y) variable ds
is allocated and bound to primitive object 7. Environments envpe and envg(y) have a
similar meaning for the Heceiver process. The environments are defined as

envsQ
EnvRE

envs ()
envr(7y)

= ({Proc — 3}, (), 9)
= 2{1’?”00 - @},(),9)
(

= {proc - Q}s ((pT‘OC, {ds - 7})): Q)
= {{proc — @}, {{proc, {dﬂ — 1), @)

In the beginning of this subsection we mentioned that the protocol externally behaves as a

1-place buffer

(see Figure 3.3). We will show this by giving a explicit specification of such

a buffer, and then show that this specification is observational equivalent to the protocol.

The 1-place buffer is specified as

{Buffer,

(), Sys?’, Sys)

where Sys = () and where Sys?’ = {
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in’ BUffel' + out

Figure 3.3: A 1-place Buffer

process class Buffer
instance variables
communication channels in out

message interface inPreceive(dp ) out!deliver(dp)
initial method call start
instance methods start I dg |

in?receive(dg); out!deliver{dp); start )

A transition graph of the buffer is given in Figure 3.4. The (parameterized) configurations
are given by

Figure 3.4: A Transition Graph of the 1-place Buffer
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conf!’ = (Buffer, (), Sys?’, Sys)
conf})! = ([start]p.g.-, {envpe), Sys?’, Sys)
conff' = ([|"*" (inTreceive(dp); out!deliver(dp); start)]p.ger,
{envg(nil)}, Sys?’, Sys)
conf!'(v) = ([L**"t (out!deliver(dg); start))s.g.., (envp(7)), Sys?’, Sys)
conf?'() = {[[74" (start)}suger, (en05 (1)), Sy, Sys)
where

envgep = ({proc — @}, (}, )
envs () = {{proc — B}, ((proc, {ds = 7)), &)

It is not hard to verify that relation S defined by
S=(AxBYU(C x D)
with

A = {conff, - conff, conff, conf, conf }U

{confly(+), confi(), conffy(), confl(v) | v € PDOb;}
B = {conf’, conf}', conf}’, conf?'}

C = {confl(v), confh(7), confih(v) | ¥ € PDOb;} U {confly(v,)) | 7, A € PDOb;}

D = {conf!"}

is a weak bisimulation. Since conf?, conf?] € S, we have that {(Sender || Receiver) \
{z,y}0), Sys?, Sys} = (Buffer,{), Sys?, Sys}, and thus the protocol is observational equiv-

alent to the 1-place buffer.

One would expect that a similar result could be proved if the protocol and the 1-place
buffer were able to receive and deliver arbitrary data objects instead of only primitive data
objects. However, it is not hard to find out that observational equivalence is too strong for
this to be true. Developing equivalence relations which do establish the equivalence will

be subject of future research.
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Chapter 4

Reviewing the Development of

POOSL

Developing a formal language is a very complicated task. Language constructs which seem
to have a clear meaning at first glance, may appear to be a lot trickier than expected.
During the development of POOSL we found out that difficulties or unclarities often show
up only at the moment one tries to describe the meaning of constructs in very precise
and detailed, that is formal, way. To solve encountered difficulties, alternative semantic
interpretations or possible alternative language constructs have to be evaluated. A formal
language description is then of great help. It provides a deep understanding of encountered
problems and it aids in evaluating design alternatives in a systematic way.

During the development of POOSL, lots of problems were encountered and a large number
of design decisions were taken. In the following sections three of the more interesting
problems are studied.

4.1 The Grain of Concurrency

The grain of concurrency in POOSL is the processes object. All internal activities of pro-
cess objects are performed sequentially. The evaluation of data expressions, for example,
is always performed from left to right. Consider message-send expression £ m(Ey, -, E,).
To evaluate this expression, first destination expression E is evaluated. Then the param-
eters Ey,---, E, are evaluated from left to right and finally the message is sent to the
destination object. The order in which the expressions are evaluated is formalized by rules
a and b of the transition system of Subsection 2.4.3:

a. Method call 1
(Ec,d, S? T') Sys) —* (Ee” OJ! S’? T,) Sys)

Et m(FE, - Ef),0,5,7,5y5) —
1 n
(E* m(Ef,---,Ef), 0,8, 7', Sys)
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b. Method call 2

(E¢,a,5,7,8ys) — (E*, a0’ s, 7', Sys)

(B8 m(By,---,Bic, B¢+ Ef),0,8,7,8ys) —
(é m(&a"',&.}_,E",“',E,f),o",s’,r',Sys)

Why did we chose to evaluate the expressions in a strict sequential manner, in stead of in
a concurrent one? For it seems that concurrent expression evaluation can easily be dealt
with by replacing rule b by 4"

b”. Method call 2

(E.-C,O',S,T,Sys> - (E,—",O",s',T',Sys)

(Ee m(E'l‘,---,E'f_l,E,-‘,‘--,E,f),o,s,r,Sys) -
(E'c m(Elea"'1E£117E;'e’1""E:)Ja’-:s’anu Sys)

However, if we take a closer look at this rule, we see that it does not formalize concurrent
expression evaluation at alll The problem is that the rule allows n + 1 different data
objects to be executing one of their methods at the same time. Therefore n + 1 different
local variable environments have to be active at the same time. Unfortunately, there exists
only one active environment and this environment is positioned at the top of stack s and
belongs to the object which is currently executing one of its methods. This problem is not
easily solved in our chosen type of semantics. Each possible solution will most certainly
complicate the semantics in a serious way.

Next to this theoretical difficulty of concurrent expression evaluation, a more practical
problem exists. Consider the following definition of a (very simple and restricted) class
Bit:

data class Bt
instance variables bit
instance methods

error setToZero setToOne invert
primitive  bit ~ 0; bit — 1; if bit =0 then bit := bit + 1
self self else bit .= bit — 1fi;
if bit <0 or bit > 1 then sell error fi;
self

Primitive message error aborts the execution with an error message. Assume that a
variable & refers to a Bit which is setToZero and consider the concurrent evaluation of
expression (b invert) == (b invert). It seems clear that the result of this evaluation must
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be true '. Indeed, true is one of the possible outcomes. Another possibility, however, is
that the evaluation aborts with an error message, leaving b in the unexpected state where
instance variable bit refers to 2!

Problems of this kind are well-known in object-oriented languages, such as Smalltalk-80
[GR89], that support processes as an orthogonal language concept. These processes may
act on the same collection of objects. It is even possible that they are executing the
same method in the same object at the same time [AR89]. This can result in problems of
synchronization and mutual exclusion as in the case of our Bif example.

Of course, these problems of synchronization and mutual exclusion can be solved if concur-
rently evaluated expressions are required to be side-effect free. However, the application
of expressions with side-effects in object-oriented languages is not at all unusual. In Eiffel
[Mey88], a restricted use of functions with side-effects is even recommended and exploited!

The above described problems also occur when other forms of concurrency within process
objects are allowed. We have therefore determined the grain of concurrency at the level of
the process object.

4.2 Layers of Semantics

The semantics of POOSL consists of two layers. At the layer of data objects, data ex-
pressions and data statements may take lots of small steps to be evaluated respectively
executed. At the layer of process objects, these small steps are abstracted from and com-
bined into single steps. In this section we will explain why we decided to build the semantics
this way. For an alternative would have been to consider only one semantic layer and to
formalize this layer by a single labeled-transition system.

Consider guarded command [E]S? whose execution is given by rule e’ of Subsection 3.4.3:

e’. Guarded command
[SP] CP(Ey . Er) ((OJ! ps', T'))a Sys’ ’ Sy3> —
(S7°ler(gy,Er)s {{0”, pS", T")}, Sys?, Sys)

{
{
([[E}SP]C?(Eh“'rEr)’ ((07 ps, T))? Sys”, Sys) =
([SP*)cr(gy, Er), ({0, pS”, 7)), Sys?, Sys)

if

{(v,0',ps', 7', Sys) € M({E,o,ps,7,Sys)) with v € {true, bunk}

'Note that the primitive equality message == only determines whether two expressions refer to the
same object or not.
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In the alternative approach, the guarded command could have been described by the
following axiom and rule:

Guarded command, aziom

([[ﬂSP]CP(EJ s Br)s ({0, s,T)), Sys®, Sys) —
([SP]CP(El,"‘,Er)a ((Cf, 5, T))! Sysp1 Sys)

if

v = true or 7y = bunk

Guarded command, rule

([Ec] CFP(Ey,Er)y ((0‘, 3, T))’ Sys?, Sys) -
([Eel'] CP(Ey,-Er)s ((0’1 3'? TI)): Sys? s Sys)

([[EB]SP] CP(Ey,-,Er)» ((0‘, Sy T)), Sysps Sys) L
([[E*1S?]cr gy, ) ({0, ' T')), Sys?, Sys)

The problem is that this alternative formulation changes the intended meaning of guarded
commands in combination with choice operators. Consider a process object C() that is
executing statement [true]ch?m or [true]ch’?m’. If the rules of the layered semantics are
applied, the process always leaves both alternatives open. It never chooses a priori whether
it wants to receive message m from channel ch or message m’ from channel ch’. The actual
choice depends on environment processes that are able to communicate with C(). In case of
the alternative semantics the choice is made a priori by process C{) itself. If environment
processes are only willing to send message m on channel ¢k, a deadlock may occur if CY()
chooses to receive m’ from ch’. This can never happen in case of the layered semantics.

The problem is caused by the fact that guarded commands and choice statements are
orthogonal language constructs. A possible (partial) solution is to replace guarded com-
mands and choice statements by so-called select statements. An example of such a select
statement is

sel

[Ey)ch!m(E,, E5) then ST
or

[E4)ch'?m'(p;) then S7
or

[Es]ch"'m”( Eg) then S¥
les

It is executed by first evaluating expressions E),- - -, Eg in the order of appearance. Each
branch which guard evaluates to false is discarded. For a branch which guard evaluates to
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bunk, a non-deterministic choice is taken whether it is discarded. For each non-discarded
branch, an attempt is made to execute the corresponding communication statement. If the
attempt succeeds, the communication actually takes place and the rest statement (after
the then) is executed. ?

In fact, in imitation of POOL [PARS3], earlier versions of POOSL indeed incorporated
select statements. The semantics of these statements was quite complex though. This
complexity became unmanageable when message-receive statements ch?m(py , -+, pm)
where replaced by selective message-receive statements ch?m(p1,- -+, pm I E). The formal-
ization of these statements in terms of the one-layered semantics appeared to be extremely
cumbersome. For this reason it was decided to split the semantics in two layers. As a
result, the select statements could be replaced by guarded commands and choice state-
ments. Through this decision the semantics was considerably simplified. Furthermore, the
introduction of guarded commands and choice statements increased the expressive power

of POOSL.

4.3 Tail Recursion

Reactive behaviour of complex (real-time) hardware/software systems is often most nat-
urally described in terms of finite state machine-like descriptions. Now each finite state
machine is more or less expressible in terms of if and do constructs. However, the required
conversions can be quite complicated and the results are often unreadable. For this reason,
POOSL has incorporated a construct that allows state machine behaviour to be expressed
directly and naturally. Consider the state diagram of a 1-place buffer Buf given in Figure
4.1. In process calculi such as CCS [Mil89], this behaviour is naturally specified as

Empty ¥ ch?in(date) - Full(data)
Full(data) o chtout(date) - Empty

This specification can directly be translated into POOSL by representing states Empty
and Full(data) by methods:

process class Buf
instance variables
communication channels c¢h

message interface ch?in(data) chlout{data)
initial method call Empty
instance methods Empty | data l Full(data)

ch?in(date); Full(date)  chlout(data); Empty

2Remark that, although this execution resembles the execution of statement [Ey]ch'm(E;, Es) ST or
[Esleh’?m!(p1) SF or [Es]ch”!m”(£s) S5 in the layered semantics, it is not the same. If one of the
expressions has side-effects, different observable behaviour can be obtained.
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ch?in{data)

Figure 4.1: State Diagram of a 1-place Buffer

To describe infinite, non-terminating behaviour, methods Empty and Full are defined mu-
tual recursively. But can methods really be defined this way without causing any prob-
lems? Unfortunately, the answer to this question is negative. Each time one method calls
on another one, the depth of the process stack is increased by one. Since no method ever
terminates, the stack will eventually grow beyond any bound. This problem has earlier
been detected in [Blo93] in which context-free grammars are applied to specify the (infinite)
behaviour of data communication protocols.

There exists a solution to this problem though. Suppose the buffer is currently executing
method Empty and is ready to execute method call Full(data). Since this method call
is not followed by any other statement (the call is tail-recursive) and since method Full
as well as method Fmpty do not have any output parameters, the current local variable
environment is never needed anymore. Upon invocation of method Full it can therefore be
popped off the stack. Similarly, if the buffer calls on method Empty, the top of the stack
can first be removed. In this way, the depth of the stack will never exceed 1.

The general solution to the unbounded stack problem is formalized in terms of rule g’ of
the labeled-transition system of Subsection 3.4.3. It states that if a method with no output
parameters is called from another method with no output parameters in a tail-recursive
way, the top of the process stack can first be removed.
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Chapter 5

Conclusions

In this report we have developed a Plotkin-style structural operational semantics for the
Parallel Object-Oriented Specification Language POOSL. The language is developed as
a part of an object-oriented methodology for the analysis and design of data processing
systems which contain a mix of software and hardware components.

We have explained that a formal semantics, and in particular a structural operational
semantics, is of great importance during the process of language design and during the de-
velopment of software tools such as simulators and compilers. Further, a formal semantics
provides the means to reason about specifications, thereby offering possibilities of formal
verification and correctness-preserving transformation.

The semantics consists of two parts. The date part, which is concerned with data objects or
traveling objects, is a computational semantics. It emphasizes the individual steps needed
to evaluate or execute data expressions respectively data statements. The semantics is
specified by means of a transition system. We have clarified the formal description by an
example in which we calculate the semantics of a complex-number expression.

The process part, concerning process objects, clusters and system specifications, is a compu-
tational inferleaving semantics based on the communication model of CCS. The execution
of a system of parallel objects is modeled as the interleaving of all atomic actions, i.e.,
as a sequential execution of these actions. The semantics is defined in terms of a labeled
transition system.

On top of the operational semantics we have defined observation equivalence, a well-known
and useful equivalence relation. We have given an example in which we prove that a
simple handshake protocol and a 1-place buffer are observational equivalent. This ability to
reason about specification equivalences is of vital importance in the context of correctness-
preserving transformations which form an important part of the object-oriented design
methodology.
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In comparison to semantics found in literature, our semantics may seem rather complex.
In literature, however, semantics are often based on toy languages or on simple and clean
parts of realistic languages. In our case we have given a full semantics of a complez and
realistic language. We think that this justifies the additional complexity.
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