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Abstract 

Thermodynamic and diffusion models were developed to describe the morphological evolution of the diffusion zone 
during interaction between inorganic materials. The application of these models is demonstrated for a number of metal/metal 

and metal/ceramic systems. 

Keywords: Diffusion; Phase formation; Thermodynamics; Interfaces 

1. introduction 

Reactive phase formation during solid state diffu- 
sion is of concern in a wide variety of structures 
including composite materials and coatings, welded 
and bonded components, thin-film electronic devices 
and metallization. The stability of interfaces formed 
between inorganic materials is a problem of great 
technological importance. Since interdiffusion and 
chemical reactions at the interfaces affects the prop- 
erties and performance of the multiphase structures, 
it is important to have a good understanding and 
control of the microchemistry of the interfacial 
region between dissimilar materials. 

The chemical interaction at the interfaces is gov- 
erned by the thermodynamics and reaction kinetics 
of the system under consideration. The former 
determines which phases are stable at the processing 
and service conditions and the latter determines how 

*Corresponding author. Tel: (31-40) 247-3331; fax: (31-40) 

244-5619; e-mail: tgtvmr@chem.tue.nl 

much of a phase can be formed. If the thermo- 
dynamics (e.g., potential diagrams) and mobilities of 
all elements in all phases are known, the sequence, 
morphology and thickness of newly formed phases 

can be predicted to a large extent. 
In efforts to describe the interfacial phenomena, 

two major obstacles arise. The first is that often no or 
only incomplete thermodynamic and diffusion data 
are available. The second is connected with problems 
in understanding the interrelations between the defect 
structure of materials, nucleation of new phases, 
mechanical stresses and morphological evolution of 

the reaction zone. 
In the present work, use is made of equilibrium 

thermodynamics and diffusion kinetics in predicting 
the variation of chemical composition in the diffu- 
sion zone during solid state reactions between dis- 
similar materials. A number of metal/metal and 
metal/ceramic systems will be considered as exam- 
ples. We assume that thermodynamic equilibrium is 
attained at the interfaces and that diffusion is the 
rate-limiting step, which means that all product 

0167-2738/97/$17.00 0 1997 Elsevier Science B.V. All rights reserved 
PI1 SO167-2738(96)00550-4 



96 F.J.J. van Loo et al. I Solid State tonics 9.5 (1997) 9.5-106 

layers in the reaction zone grow parabolically with 
time. Especially in the early part of the process this 
is not always true, and in thin-film experiments the 
interface concentrations do not always match the 
equilibrium phase diagram values because of surface 
energy effects. In this paper we will not go into these 
interesting aspects and just suppose a diffusion-gov- 
erned process. 

2. Diiusion in a multiphase binary system 

If in a binary system the interdiffusion coefficient, 
fi, is known as a function of temperature and 
concentration, the concentration profile across the 
diffusion zone can be calculated using relatively 
simple analyses, provided that equilibrium exists at 
the interfaces. 

However, when intermetallic compounds with a 
very narrow region of homogeneity are formed 
during the solid state interaction, it is impossible to 
measure a concentration gradient for the components 
in these phases. It is, therefore, impossible to apply 
the conventional Matano-Boltzmann analysis to 
define interdiffusion coefficients for these phases. To 
avoid this problem the integrated diffusion coeffi- 
cient, Dint, was introduced [l]. This coefficient, a 
materials constant, is defined for a phase (Y as the 
interdiffusion coefficient in (Y, integrated over its 
(unknown) homogeneity limits N’ and N”: 

N” 

(1) 
N’ 

This integrated diffusiun coefficient can be related to 
the parabolic growth constant of the phase OL in a 
diffusion couple. 

The formation of line compounds in the Ni-Si 
system will be described as an example. It was 
demonstrated that the growth of Ni-silicides in 
diffusion couples is diffusion controlled and that Ni 
is the most mobile species in the Ni,Si, phase [2]. 
This means that the rate at which Ni,Si, (= Ni,, Si ,2 
[3]) forms in the reaction zone is completely de- 
termined by the intrinsic diffusion coefficient of 
nickel in this phase. The tracer and the intrinsic 
diffusion coefficient, D* and D, respectively, are 
related through the thermodynamic factor [4]: 

where y is the activity coefficient. Eq. (2) can be 
substituted into Fick’s first law and with a= y*N the 
flux equation becomes: 

aCNi a In aNi 
JNi= -Diidx ~ 

[ 1 alnNNi . (3) 

Considering a diffusion couple where Ni,Si, is 
growing between Ni,Si(N&&,) and &Ni,Si (Fig. 
l), one can use Eq. (3) to describe the flux of 
Ni-atoms in Ni,Si,. If one assumes a constant molar 
volume, V,, and using dC,, = d(NNi lV,) Eq. (3) can 
be integrated: 

JNi AX = D& ($ [In aLi - In a:J, (4) 
m 

where superscripts I and II refer to the phase 

Fig. 1. Optical micrograph (polarized light) of a cross-section of a S-Ni,Si/Ni,Si diffusion couple annealed at 1043 K in vacuum for 70 h. 
Letter K indicates Kirkendall plane. 
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boundaries Ni,Si/Ni,Si, and NiSSi,/Ni,Si, respec- 

tively. The following reactions take place: 

12/69 Ni,,Sig #9/69 Ni,,Si,, + [Nil 

with AGe = - RT In a;,, and 

(I) 

12/7 Ni,Si + [Nil # l/7 Ni,,Si,, 

with AGo= +RT lnaEi. 

(II) 

Per one moving nickel atom [Nil the net reaction 

is the sum of reaction I and II: 

12/69 Ni,,Si, + 12/7 Ni,Si 

#(9/69 + 1/7)Ni,,Si,, (I + II) 

In Fig. 1 one can recognize the parts of the layer 

formed by reaction I and II; the different morphology 

reflects the different nucleation sites of the Ni,Si, 

crystals at the interface I and II, respectively. 

Eq. (4) can be written in terms of A,G* of the 

overall reaction (I + II) (= RT In aEi - RT In &). 

With N,,=31/43 and V,=1/43V, (Ni3,Si,*) it 

becomes: 

31 
‘Ni ’ b = - DN*i V,(Ni,,Si,,) 

A,G Fi 
RT 3 

where A,G$ is the standard Gibbs energy of the net 

reacting Ni-atom, leading to (9/69+1/7)=44/161 

mol Ni,,Si,,. The value of A,GEi can be easily 

visualized with the help of a plot as shown in Fig. 2. 

The standard Gibbs energy of reaction per moving 
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Fig. 2. Part of the stability diagram of the Ni-Si system (based on 

thermodynamic data from [38]). A,Ge is the Gibbs energy of 

reaction for the reaction (I+II). 

Ni-atom is equal to Ahi, which is the difference of 

the intersections of the common tangents with the 
axis Nsi = 0. 

The growth of the Ni,Si, layer between Ni,Si and 

Ni,Si can be described by the parabolic rate con- 
stant, k, =Ax2/2t. Assuming nickel is the only 

diffusing element, one can write: 

dr k 
dt = G = GJNi X V,,,(Ni3,Si12). (6) 

In fact, the growth rate is equal to the flux of 

Ni-atoms, diffusing through the product layer, times 
the number of moles of Ni,Si, formed by each mole 
of diffusing Ni-atoms times the molar volume of 

Ni,Si,. Combining Eq. (5) and Eq. (6) gives: 

31 x44 A Gzi 
kp= 161 Dzi+’ 

Further, a relation between k, and D,,, can be 

derived [5], leading to: 

12x31 AGE, =-D*_L 
43 N’ RT (8) 

The integrated diffusion coefficient is not depen- 

dent on starting materials in a diffusion couple as 

long as thermodynamic equilibrium is maintained at 

all interfaces. Eq. (8) gives a simple relation between 

integrated and tracer diffusion coefficient and A,GEi. 

The ratio of the growth rates at the interfaces I and II 
(Fig. 1 ), which determines the position of the 

Kirkendall plane relative to the phase interface, is 

fixed by the reaction equation (I + II). Following the 

same analysis, it can be shown that for a stoichio- 
metric phase growing between its neighbouring 

phases in which both elements are mobile: 

Dint = - (Ns,DZi +NNiDti) 

NIiiArGZi 

RT . (9) 

It should be noted that the term N,*,A,Gzi equals 

N$A*Gz, with A,GE being the reaction free energy 
in the case of one Si atom moving from interface II 
to interface I (Fig. 1). 

In order to describe quantitatively the transport of 
material in a growing phase one needs to know the 
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contribution of the volume and the grain boundary 
diffusion to the diffusion coefficient. The effective 
diffusion coefficient, D,*f,, which determines the 
growth rate, consists of the sum of the contribution 
of the two processes. In the &Ni,Si/Ni,Si diffusion 
couple the newly formed layer of Ni,Si, exhibits a 
columnar morphology (Fig. 1). A simple model can 
be used to describe the overall transport of material 
during the growth process [6], the growing phase 
comprises two media, the lattice and grain 
boundaries. It forms two parallel diffusion paths with 
two different diffusivities D$ and D&, leading to an 
effective diffusion coefficient D& The experimental 
verification of this model can be found in [7]. 

intricate as was demonstrated for the Cu-Fe-Ni 
system [12]. When the iso-activity curves and the 
mobilities of the elements are known it is possible to 
predict the diffusion paths in such systems as shown 
in the next analysis. 

In a ternary system, Onsager’s phenomenological 
diffusion coefficients form an L(3 X 3) matrix [ 131. 
Assuming a vacancy mechanism for diffusion and 
neglecting correlation effects, it is possible to 
elimininate the non-diagonal elements in the L, 
matrix. For the relation between phenomenological 
diffusion coefficients L, and the tracer diffusion 
coefficient D,?, Darken has derived the equation 
[14]: 

3. Diffusion in a ternary solid solution 

c.D* 
L;; = *, 

The composition of the diffusion zone in a ternary 
diffusion couple can be visualized by the so-called 
diffusion path (or reaction path). This is the locus of 
the average composition measured parallel to the 
original interface, which can be mapped on the 
isothermal Gibbs triangle of the system. Kirkaldy [3] 
and Clark [9] described a number of rules which 
have to be taken into account and they related the 
diffusion path to the set of four interdiffusion 
coefficients that can be determined in a ternary 
system, and which are a complex function of the 
mobilities of the components. However, one might 
gain more insight into the diffusion phenomena if 
one uses directly the mobilities or the tracer diffusion 
coefficients of the individual components. The fol- 
lowing analysis gives an outline of the results which 
can be obtained. 

where ci is the concentration of component i 

(mol cmP3). If the gradient of the chemical potential 
is the only driving force, the flux of atoms of 
component i can be expressed as: 

c-D* aH 
J,= _a-= NP? api 

RT 3.x RTV,, ax 

where Ni is the atomic fraction of component i and 
V, is the molar volume of the solid solution [cm3 
(mole of atoms)-‘]. The chemical potential of each 
component is related to its thermodynamic activity 
through the equation: 

pi = ,$ + RT In a, 

which leads to: 

(12) 

In a thermodynamically ideal ternary solid solu- 
tion a diffusion path is always S-shaped. If the 
mobilities of the elements in such a system are 
constant but different, the diffusion path can be 
predicted using a model of van Loo [lo]. The 
starting direction of the diffusion path can be quali- 
tatively estimated even without any calculations. If, 
for instance, in a couple AB vs. C, the mobilities of 
atoms are in the sequence DA > D, > D,, then the 
diffusion path has to start from AB in the B-richer 
direction. This determines, in principle, the S-shaped 
diffusion path [l 11. 

0: Ni aa, 0: 1 aai 
J,= -v---= e-m-, 

m I vi x ax 
where ‘): =a,lN, is the activity coefficient of com- 
ponent i. 

The relationship between the interdiffusion fluxes 
< (defined with respect to the volume-fixed or 
Matana frame of reference) and the intrinsic fluxes Ji 

(defined with respect to the lattice plane-fixed or 
Kirkendall frame of reference) is given by [ 

J;=J,-N~~: 4. 
j=l 

In non-ideal solid solutions the prediction is more Eq. (11) and Eq. (14) can be combined to: 

(10) 

(11) 

(13) 

101: 

(14) 
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N,D? a,ut j,= _--...- 
RTV,, ax 

N2D: aP2 w,* Q-3 
+RTV,ax+-- RTV, ax 

N2D,* aP-2 + N,Df a& 
+RTV,a?r RTV,ax 

j, = _ j, _ j 
2’ (15) 

Applying the Matano-Boltzmann analysis for 

multicomponent systems [ 151, the interdiffusion 

fluxes can be calculated from the experimental 

concentration profiles of two independent diffusion 

couples at the common composition N,‘: 

N: 
1 

Ji = 2tV, -I XcW, (16) 
NJ-m) 

where the origin (x=0) coincides with the Matano- 

interface. 
Using thermodynamic data the experimental com- 

position profiles can be converted into profiles of 

activity or chemical potential. At an intersection 

point of two independent diffusion profiles the three 

values for the interdiffusion fluxes in Eq. (16) can be 

obtained and the three tracer diffusion coefficients in 
Eq. (15) can be calculated. If one component has an 

extreme in its activity profile, one term in Eq. (15) 

can be neglected and two tracer diffusion coefficients 

can be calculated in this point from a single diffusion 
profile. 

The vacancy flux can be calculated in a similar 
way: 

3 

J,=- J, 
I 

j=l 

V: Wu, N2E a& + w: ah 
=RTV,x+-- RTV,, ax RTV,ax’ (17) 

At the original (Kirkendall) plane the vacancy flux is 
related to the ‘marker shift’ AX, by the relation: 

Ax m = V,J” 
2t (18) 

and can, therefore, be measured independently. This 

allows the experimental verification of the model and 
especially of Eq. (17). 

A number of ternary diffusion couples of the 

Cu-Fe-Ni system were annealed at 1273 K in 

vacuum. Composition of the couples and the ex- 

perimentally determined diffusion paths are given in 
Fig. 3. 

The thermodynamic calculations on the Cu-Fe-Ni 

system at 1273 K have been performed using 

primarily the critical assessment of Jansson [ 161. On 
the basis of our experimental results on equilibrated 

alloys, the ternary system has been reevaluated by 
introducing a new ternary parameter in the FCC 

phase which leads to a fair agreement between the 

calculated and experimental boundary of the mis- 

cibility gap in this system. The calculated miscibility 

gap is shown by a dashed line in Fig. 3. 

The tracer diffusion coefficients were calculated in 
the Cu-Fe-Ni system at 1273 K at the intersection 

points of two independent diffusion paths. They were 
consistent with the literature data in the binary Cu- 

Ni and Fe-Ni systems as shown in Fig. 4 [ 171. A 

good agreement was also found between the calcu- 
lated and the independently (from the marker experi- 

ments) obtained values for the distance between the 

Kirkendall and Matano planes [ 121. 

Ni 

____----- ______ 

Fe, at. % - Fe 

Fig. 3. The experimentally determined diffusion paths in the 

Cu-Fe-Ni system at 1273 K. The calculated miscibility gap is 

shown by a dashed line. The diffusion paths inside the miscibility 

gap run parallel to the tie-lines. 
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Cu, at. % 

lo-= 4 
4 . -: . rem. . . . . . 1 

a). 

b). 

c). 

Fig. 4. The tracer diffusion coefficients of Cu (a), Fe (b) and Ni (c) 

(circles) at 1273 K as a function of the atomic fraction of copper 

calculated at the intersection points (Fig. 3). The literature data in 

binary Cu-Ni and Fe-Ni alloys [17] have been calculated from 

Arrhenius plots and are presented as triangles. The values in the 

binary Fe-Ni system are shown on the axis Nc,+O. The highest 

values are in pure nickel and the lowest in pure iron. 

The diffusion paths in the solid solution of a 

system with a miscibility gap are strongly influenced 

by the direction of the tie-lines as can be seen clearly 

from Fig. 3. 

4. Reactive phase formation in ternary systems 

Contrary to binary systems it is possible in a 
ternary system to develop two-phase areas in the 
diffusion zone because of the extra degree of free- 
dom. The diffusion path reflects the morphology of 
the reaction zone. If phases are separated by planar 
interfaces, the diffusion path crosses the two-phase 

region parallel to a tie-line, as shown in Fig. 3 for 

four diffusion couples, and along the whole interface 

the same local equilibrium can be assumed. How- 

ever, this is not necessarily the case: regions of 

supersaturation can be formed near the interfaces. 
This implies an interface which is thermodynamical- 

ly unstable and gives rise to wavy interfaces or 

isolated precipitates. The diffusion path then crosses 
the tie-lines in the two-phase areas [8]. 

Rapp et al. [ 181 developed a simple model to 

predict the morphological evolution of the diffusion 

zone during solid-solid displacement reactions, 

based on the criterion of the limiting diffusion step in 

the product layers. Van Loo [ 191 added another 

guiding rule in addition to that, stating that the 
intrinsic diffusion of an element takes place only in a 

direction in which the chemical potential (activity) of 

that element decreases. Contrarily, interdiffusion 
fluxes can have the opposite direction. The utility of 

chemical potential diagrams in predicting the mor- 

phology of the reaction zone between ceramics and 
metals has been demonstrated in a number of 

systems [20,21]. We will restrict this discussion to 

the interaction between SiO, and Ti. 

The isothermal cross-section through the ternary 

Ti-Si-0 diagram at 1373 K was determined by 

combining a diffusion couple technique and the 
traditional methods of equilibrated alloys (Fig. 5a). 

However, from the isothermal cross-section through 

the phase diagram it is not unambiguously clear how 
the phase sequence in the reaction zone between 

SiO, and Ti will be. For example, a diffusion path 

such as SiO,/TiO,/Ti,O,/Ti,O,/Ti,O,/Ti,Si,/P- 
Ti cannot be excluded when looking only at the 

phase equilibria in the Ti-Si-0 system at 1373 K. In 
principle, all these phases can form stable interfaces 

in such a hypothetical diffusion couple and the mass 

balance can be preserved. Activity (potential) dia- 
grams can give more information for predicting the 

actual diffusion path. Such a diagram for Si is shown 
in Fig. 5b. The corresponding values for silicon 
activity were calculated using critically assessed 
values of AGe for the relevant binary systems. The 
same data were also applied to other systems, such 
as Ti-Al-O, Ti-Si-C and Ti-Si-N [21,22]. In all 
these cases the thermodynamically calculated dia- 
grams were consistent with the experimental results. 
The possibility of the aforementioned diffusion path 
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Fig. 5. (a) Experimentally determined isothermal cross-section 

through the Ti-S-0 phase diagram at 1373 K; (b) corresponding 

potential (activity) diagram. Note the non-linear scale for the 

In a,,-axis. 

can now be verified by superimposing this diffusion 

path on the potential diagram. It can be seen that 

In a,, at the SiO,/TiO, interface is 5 - 17.84. This 
implies that the phase Ti,Si, can never be formed, 

since the intrinsic diffusion of silicon should then 
take place towards a higher activity (the minimum 
value for In asi = - 3.35, the equilibrium value for 
Ti,O,/Ti,Si, coexistence}, which is thermody- 
namically forbidden. 

If the diffusion path would proceed further along 

the Ti-0 binary side until TiO before going to the 
phase field of Ti,Si,, then this would again be 
thermodynamically impossible, because the value of 

lna,, at the TiO/Ti,Si, interface is 2 - 12.02, 
which is higher than the maximum initial value of 
- 17.84. When the diffusion path goes further along 

the Ti-0 binary side until o-Ti is reached, then this 

path becomes thermodynamically possible but is 

kinetically not allowed because the mass balance 
cannot be maintained. Thus this model can predict 

which layer sequence is not allowed. 

5. Reactions in which a volatile product is 
formed 

If one considers the reaction between, e.g., Si,N, 

and a non-nitride forming metal, the product can be 

one or more metal silicides (or solid solution) plus 

nitrogen gas. This nitrogen gas has to disappear from 
the interface and it is clear that this poses some 

problems. 
The type of reaction products which can be 

formed at elevated temperature, in the diffusion zone 

between S&N, and any metal (or alloy), depends on 

the chemical potential (activity) of silicon and, 
hence, on the activity (fugacity) of nitrogen at the 

contact surface. 

When using a porous S&N, starting material or a 
powder mixture of a non-nitride forming metal and 

Si,N,, the reaction products will entirely depend on 

the surrounding N, partial pressure, because this 
pressure determines the activity of Si at the S&N, 

interface. When using diffusion couples consisting of 

dense Si,N, and non-nitride forming metals, the 
interior of the couple is not in direct contact with the 

surrounding atmosphere. Nitrogen which is formed 

by the interfacial reaction cannot escape easily. A 
nitrogen pressure (fugacity) will be built up at the 

contact surface. It decreases the chemical potential of 
Si at the metal/ceramic interface, leading to reaction 

products which contain less silicon compared with 
porous couples. 

As an example, the calculated stability diagram for 
the Mo-Si-N system is given in Fig. 6 [23]. This 

graph displays which solid phases of the system are 
in equilibrium with S&N, as a function of tempera- 
ture and partial pressure of nitrogen. The activity of 
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Mo,N 

-8 

- T(K) 
-10 I I 

1300 1400 1500 1600 

Fig. 6. Stability diagram showing solid phases in equilibrium with 

solid S&N, in the Mo-Si-N system as a function of temperature 

and nitrogen partial pressure (fugacity). 

silicon at the metal/ceramic interface is related to the 

N, partial pressure (fugacity and hence activity) 
through the equilibrium constant of Si,N,. Only 

Mo,Si was found in the reaction zone after diffusion 

bonding of dense Si,N, with MO at 1573 K in 

vacuum, and no Mo,N had been formed. According 
to calculations, it means that the nitrogen pressure at 
the interface can be estimated to be somewhere in 

between 10 and 100 bar. 

This is corroborated by the diffusion couple 

experiments between MO and 50% porous Si,N, 

(Fig. 7). Layers consisting of MoSi, and Mo,Si, are 
formed in the transition zone. Obviously, the whole 

MO part of the couple has been consumed, as well as 
the Mo,Si layer which must have been present after 

shorter annealing times. It is clear that no N, 
pressure can build up at the interface because N, can 

escape through the open pores in the S&N,. It 
increases the chemical potential of Si at the contact 
surface resulting in the formation of Si-rich silicides. 
The same phases are found at the edges in couples 
with dense Si,N, where the contact interface meets 
the surrounding atmosphere (vacuum). 

In the case of Ni/Si,N, diffusion couples, no 
intermetallic compounds were detected after solid 
state bonding at 1398 K in vacuum or under hydro- 

Fig. 7. Secondary electron image (SEI) of the reaction zone 

between MO and 50% porous Si,N, annealed at 1573 K in 

vacuum for 50 h. 

gen-containing mixtures (Fig. 8). Only a Ni-Si solid 

solution with a maximum Si concentration of about 

15 at.% was formed, which according to the calcu- 

lated stability diagram (Fig. 9) implies a nitrogen 

pressure (fugacity) at the contact surface 250 bar. 

A N, pressure build-up at the metal ceramic 
interface is also proven experimentally by the mor- 

phology of the reaction zone after binding of silicon 

nitride with Ni-Cr alloys at 1398 K [24]. As in 
diffusion couples with pure nickel, no silicides were 

formed in the transition zone. Numerous precipitates 

of cubic CrN inside the FCC ‘Ni-Cr(Si) solid 
solution were detected by TEM (Fig. 10). 

Fig. 8. Backscattered electron image (BEI) of the diffusion zone 

between dense Si,N, and Ni after annealing at 1398 K under 1 bar 
of a gas mixture Ar+ 10 vol.% H, for 120 h. The Kirkendall plane 

is indicated by K. 
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Fig. 9. Solid phases in equilibrium with solid Si,N, in the 

Ni-Si-N system as a function of temperature and nitrogen partial 

pressure. 

The calculated and experimentally verified stabili- 

ty diagram of chromium nitrides at 1398 K in 

various Ni-Cr alloys as a function of nitrogen 

fugacity is given in Fig. 11 [25]. In fact, with this 
graph it is possible to predict which nitride phase 

will be formed at the metal/gas interface under a 
certain pressure of nitrogen. The formation of cubic 

CrN inside the diffusion zone quite far from the 
metal/ceramic interface, underlines the high activity 

of nitrogen at the contact surface during the inter- 
action of dense Si,N, with Ni-Cr alloys. The 

presence of traces of oxygen in the ambient atmos- 

phere may influence the reaction products, as dis- 
cussed in [23]. 

6. The formation of layers periodic in space and 
time 

A periodic layered morphology of the reaction 
zone has been observed in several annealed solid/ 

solid diffusion couples, both in metal/metal and 
metal/ceramic systems. This morphology is char- 
acterized either by a regular array of alternating 
single-phase layers or by bands of particles embed- 
ded in an intermetallic matrix phase. 

(a) 

Fig. 10. (a) Microstructure (SEI) of a diffusion couple Ni (5 at.% 

Cr)+Si,N, annealed for 32 h at 1398 K in vacuum. Kirkedall 

plane is indicated by K; (b) selected area diffraction pattern taken 

from a nitride particle formed inside the reaction zone showing the 

[IOO] direction in the cubic lattice of CrN. 

6.1. Periodic layer formation as a Liesegang 

phenomenon 

Fig. 12 shows the reaction zone in a AglTi-foil 
(15 p,m)/Si ‘sandwich’ diffusion couple after anneal- 

ing at 1023 K in vacuum for 720 h. This structure is 
formed through reaction between binary reaction 

products of the Ti-Si and Ti-Ag systems, after the 
Ti-foil has been consumed. It consists of intermittent 
bands of pure silver embedded in a matrix of 

titanium silicide (TiSi,). 

As long as pure titanium is present in the transi- 
tion zone, the growth of intermetallics is governed 
by the thermodynamics and diffusion kinetics of the 
respective binary systems, Ti-Si and Ti-Ag. This 
means that all binary equilibrium intermetallics are 
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Fig. 11. Calculated stability diagram of chromium nitrides at 1398 

K in various Ni-Cr alloys as a function of nitrogen fugacity, 

together with experimental data (0 chromium nitride was detected 

at the surface of alloy with XRD analysis; 0 no nitride forma- 

tion). 

Fig. 12. Reaction zone morphology of a sandwich diffusion couple 

AglTi-foil (15 um)/Si after annealing at 1023 K in vacuum for 

720 h (BEI). 

present inside the transition zone. The most titanium- 
rich intermetallic compounds of the respective binary 
systems, Ti,Si and Ti,Ag [26] will come into contact 
when the Ti-foil is completely consumed. The two 
semi-infinite binary couples have now been trans- 

formed to a finite ternary system. According to the 
experimentally determined phase diagram of the Ti- 
Ag-Si system [27], at 1023 K Ti,Si and Ti,Ag are 
in equilibrium (Fig. 13). The reaction, however, 
proceeds because of the existing Si and Ag chemical 

at% Ag 

Fig. 13. Experimentally determined cross-section of the Ag-Ti-Si 

phase diagram at 1023 K. 

potential gradients across the diffusion zone. This 

process will eventually bring a Ti,Si, layer into 

contact with TiAg. Those phases connot be in 

equilibrium at 1023 K, as dictated by the phase 
diagram, hence Si-atoms diffusing through the re- 

action product layer will react at the TiAg/Ti,Si, 
interface: STiAg + 4[Si] # Ti,Si, + 5Ag. As a result 

a continuous layer of silver will form, separating the 
TiAg and Ti,Si, layers. The appearance of a silver 

layer creates a situation in which silicon atoms and 
titanium atoms can diffuse in opposite directions into 

an ‘inert’ Ag-solvent and react to form titanium 

silicides inside the silver. The subsequent evolution 
of the periodic layered structure of silver bands 

alternating with titanium silicide can be explained by 

adopting a line of reasoning analogous to that which 
explains the Liesegang phenomenon [27]. In general, 
Liesegang bands are known to occur in solids as a 

result of internal precipitation [28,29]. To our knowl- 
edge, however, this is the first observation of internal 

reaction in an in situ formed matrix. 

6.2. Periodic layer formation artd the Kirkendall 

effect 

This section considers a number of solid state 
systems that also show periodic layer formation, like 
Fe,Si/Zn [30], Co,Si/Zn [31], Ni,Si,/Zn [32], 
Ni,,Co,,Fe,,/Mg [33], SiC/Ni [34] and SiC/Pt 
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[35]. However, we argue that the mechanism for the 

formation of those layers is different from the 
previous case. 

All these systems exhibit the same type of phase 
diagrams and large differences in mobilities of the 
components inside the reaction zone. The common 

feature of the corresponding diffusion zones is that 
they consist of a periodic arrangement of two-phase 

bands. Periodic structures in which the bands coexist 

as single-phase layers are not observed. 
The bands are embedded in a continuous matricx 

which is formed at the substrate/reaction zone 

interface. In the Ni/SiC and Pt /Sic systems the 

bands are formed by carbon which cannot diffuse 

intrinsically towards the metal in these diffusion 

couples because of the thermodynamic constraints as 
noted before [19]. Details on the periodic layer 

formation in the Pt/SiC system can be found in [35]. 
More evidence that the periodic layer formation is 

not a Liesegang phenomenon can be seen from Fig. 
14. A two-phase layer (S-FeZn,,+FeSi) is still 

Fig. 15. The distortion and rupture of an initially circular tungsten 

wire (10 pm diam.) placed between the Ti and Ni end-members of 

the diffusion couple after heat-treatment at 1073 K for 72 h in 

vacuum (optical micrograph). 

present at the initial substrate when the previous one 
has been released. According to the Liesegang 
mechanism a new band is not formed until a critical 

supersaturation has been built up [36]. This is 

obviously not the case. 
We link the appearance of a periodic layered 

structure to the large difference in mobilities of the 

components inside the diffusion zone and hence to a 

large vacancy flux in the direction of the fast 

component. If a relatively thick ‘inert’ marker ends 
up at the reaction interface between phases with 
opposite vacancy fluxes, actual rupture can occur, as 

shown by Bastin [37], for a multiphase Ti/Ni 

diffusion couple (Fig. 15). 
The FeSi bands may be considered as ‘inert 

markers’ formed in situ inside the diffusion zone and 

should drift into the direction of the faster com- 
ponent. By this mechanism the FeSi band close to 

the substrate can be split. The remaining FeSi-band 

at the substrate interface will then grow again until it 
reaches a critical thickness where disrupture takes 

place again, leading to the formation of a spatiotem- 

poral pattern. 

7. Concluding remarks 

Fig. 14. BEI of the reaction zone in a Fe,Si/Zn diffusion couple 

annealed in He for 121 at 663 K; (a) general view; (b) magnified 

area close to the Fe,Si substrate. Letter K indicates position of the 

Kirkendall plane. 

The reaction phenomena in multicomponent, 

multiphase systems can obviously be quite complex. 
However, by using the available thermodynamic data 
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(especially phase diagrams and potential diagrams) 

and mobility dam from the constituing binary sys- 
tems, one often can predict, at least qualitatively, the 
composition and width of the diffusion zone. Many 

problems remain for the moment, especially the role 

of mechanical stresses which result from the diffu- 

sion process. Also the role of interface energies and 

non-equilibrium situations which have not been 
mentioned here pose some questions, especially in 

thin-film applications. 
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