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Abstract 

In this paper an agent-based approach to interactive learning environments (ILE) is 
proposed. It is argued that current interactive learning systems, especially the intelli- 
gent tutoring systems, do not satisfy the minimal requirements of an ILE. A specifi- 
cation is given of an agent-based approach to ILE in which situated agents are 
associated with different aspects of the teacher's behaviour. It is argued that the 
interaction between these teacher agents and the student agent results in a highly 
adaptive and interactive learning system that satisfies the requirements of an 
ILE.The most promising is perhaps that the behaviour of the teacher seems already 
fairly complex even with a very limited amount of simple behaviours of the agents. 

1 Intelligent Tutoring Systems: Adaptive Interactive Learning 
Environments? 
The main problem with traditional computer aided instruction (CAI)systems was that 
they were unable to provide adaptation or individualization. In response to this and 
other problems CAI faced, Self (1974) argued that an interactive learning program 
should contain knowledge of how to teach, knowledge of what is being taught, and 
knowledge of who is being taught. Carbonell (1970) also argued that the CAI problem 
could not be solved without the use of AI techniques. Consequently, CAI systems have 
evolved into what are now usually called "Intelligent Tutoring Systems" (ITS). 

A central assumption of ITSs is that the cognitive diagnosis of a learner's errors is an 
essential step towards meaningful individualized tutoring; the student model is manda- 
tory to the goal of cognitive diagnosis, and consequently to the goal of adaptation. 
More specifically it is assumed that: 1. student modelling allows feedback adequate to 
correct any misconceptions or missteps that result in error; and 2. beyond error correc- 
tion, a dynamic representation of the developing knowledge of each student deter- 
mines what to teach next and how to teach it (Snow & Swanson, 1992). 

In ITSs the student is modelled in terms of the domain expert, either in terms of what 
knowledge units the expert has but the student does not (overlay model) or in terms of 
what knowledge units (i.e., buggy rules) the student has and the expert not (process 
model). In line with the expert system approach, it is assumed that both types of stu- 
dent model can be used with an inference engine. 
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Although the ITS approach to adaptive training has its merits, there are many problems 
associated with it. Since current interactive learning environments are developed 
according to an expert system methodology, the expert module is the central compo- 
nent of those systems. 

A consequence of the expert system approach is that the student is modelled in terms 
of the representation model of the expert module. In the ITS literature (e.g., Wenger, 
1987) it is often argued that the expert module should be transparent, so that each rea- 
soning step can be inspected and interpreted by the student. However, it is not at all 
obvious that the representation model of the expert module corresponds to the cogni- 
tive representations of the student. There is indeed empirical evidence that expert 
knowledge structures do not provide the most useful models for teaching (McArthur et 
al., 1988; Roschelle, 1990). This implies that student modelling should be conducted 
in terms of the cognitive model of the student, and not in terms of the expert module. 

ITS researchers are trying to develop an adaptive system based on a-representation- 
driven approach rather than a situation-based (data-driven) approach. O'Shea (1979) 
has argued that one of the most important aspects of any CAI program is its response- 
sensitivity: an interactive learning program is more response-sensitive than another 
when it is more adaptive to the individual learning needs of the student than the other 
system. In a classical ITS system the student's performance is interpreted within the 
representation model of the expert. Hence the degree of response-sensitivity of the ITS 
is determined by the extent to which the set of all possible behaviours of the student 
fits within the representation framework of the ITS. As the student's performance is 
rarely consistent and it is in fact impossible to predict the full range of student behav- 
iours, the response-sensitivity or adaptivity of ITSs is limited. (see, e.g. empirical 
research (Payne & Squibb, 1990)). In other words, classical ITSs are not robust as they 
cannot cope with unexpected, i.e., not predefined, behaviour of the student. Moreover, 
as further instruction is based on the hypothesized ,knowledge state of the student and 
not on the student's behaviour itself, problems can arise because the student's perform- 
ance was misinterpreted within the expert module. 

Last but not least, ITSs are very complex systems which require a lot of implementa- 
tion time and consume a lot of computing resources. Consequently the performance of 
ITSs is very poor which makes on-line adaptive training quite difficult. 

2 Minimal Requirements for Interactive Learning Environments 

In this section, the minimal requirements for an ILE are discussed briefly: 

�9 I n t e r a c t i v i t y .  Tackling the problem of the design of an ILE means in the first place 
addressing the specific problems involved in the development and the use of inter- 
active machines. The interaction in a computer-based learning environment can be 
considered as a dialogue between two equal and collaborative partners, i.e., the 
instructional system and the student, where special rules apply in order to promote 
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learning and where the communication goes along a narrow channel, but where 
also the conventional behavioural repertoire can be exploited (Bouwhuis & Bunt, 
1993). 

�9 Adaptive instruction. One of the characteristics of the collaborative nature of an 
instructional system is its adaptivity. At the general level this implies that through- 
out the instruction session there is moment-to-moment adaptation of the instruction 
to the needs of the individual student. 

�9 Robustness. The interactive system must cope appropriately and in a timely fashion 
with the always changing behaviour (i.e., learning) of the student, and unexpected 
behaviour or errors of the student should not lead to total collapse of the system. 

�9 Direct monitoring o f  the learning process. The main goal of the ILE in the tutorial 
dialogue is to support or optimize the learning process of the student. This implies 
that the actions of the instructional system are based on a model of human learning. 

�9 Evaluation research: user-centred approach. Empirical research is central to the 
design of ILEs. By analogy with Norman & Draper (1986) we could call this meth- 
odology the user-centred design of interactive learning environments. This 
approach implies that at all stages the design process of an interactive learning sys- 
tem should be based on (1) fundamental research on the learning process the sys- 
tem will support, and (2) continual user testing with the prototype. 

�9 Parsimony. An ILE should have a simple, but eff• architecture. 

3 The APPEAL System 

APPEAL (A Pleasant Personal Environment for Adaptive Learning) is an interdiscipli- 
nary project which started in 1993 at the Institute for Perception Research (IPO). Per- 
sons with a background in computer science, computational linguistics, experimental 
psychology and phonetics are involved. The main goal of this project is to develop an 
appealing intelligent learning environment, which meets the requirements mentioned 
above. Interaction should be more varied and flexible, i.e. highly adaptive to the stu- 
dent's performance. A prototype, also called APPEAL, has been developed. This pro- 
totype will function as a research cartier. 

The APPEAL system has been designed in a modular way. Its architecture is shown in 
figure 1. The instruction network contains the course material. Its structure provides 
information about the relative level of difficulty of the various lessons and exercises. 
The student history contains a history of the student's performance. The dialogue with 
the student is determined by the teaching expert. This component represents the gen- 
eral didactic side of teaching. We believe that it is independent of the chosen domain, 
and that it can be used in various applications ranging from the teaching of language to 
that of mathematics. The domain model contains information specific to the domain, 
which, in the system we have implemented, happens to be the language Dutch. The 
domain expert generates, on the basis of information from the teaching expert, exer- 
cises and examples, and evaluates the student's answers. This component represents 
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the domain specific side of teaching. The interface manager provides the interface of 
the system to the student. 

In this paper we focus on the teaching expert which we have implemented using 
agents. For more detailed information about the other components of the APPEAL 
system see (Van Hoe et al., 1995; Appelo et al., 1994). 

Teaching Expert 

Ir 

I J u u l o L t l l  

Model 
Domain 
Expert 

Interface Manager I 

Fig. 1. Architecture of the Appeal system 

4 The Situated Agent Approach 

The agents in APPEAL are situated agents as in the work of Connah and Wavish 
(Wavish & Connah, 1990; Connah, 1993) and Chapman and Agre (Agre & Chapman, 
1987; Chapman, 1991), and are inspired by the work of Brooks (1986, 1991) and 
Steels (1989) on autonomous robots, and the work of Suchman (1987) on situated 
action. 

In this section we describe briefly this situated agents approach. For a more detailed 
overview of the relevance of the situated agent approach for cognitive science in gen- 
eral, and cognitive psychology in particular, we refer to the special 1993 issue of Cog- 
nitive Science on situated action. 

We can take Shoham's (1993, p. 52) description of agents as a starting point for our 
discussion of situated agents: "an entity that functions continuously and autonomously 
in an environment in which other processes take place and other agents exist". 



81 

This description needs to be explained and extended as follows: 
Situatedness. An agent's most important resource in determining what to do is its 
immediate situation, rather than internal plans of action; 
Interactivity and emergent functionality. The activity pattern emerges from the dynam- 
ical interaction between an agent and its environment, rather than being explicitly 
designed as a property of an agent or the environment. In general, the relation between 
agents can either be cooperative, to solve a common goal or share a common resource, 
or competitive. 
Autonomy and self-organization. On a micro-level, autonomy implies that the activi- 
ties of the individual agents do not require constant external guidance. On a macro- 
level, autonomy implies self-organization, i.e., there is no central authority to control 
the overall interactions between the agents. 
Cognitive economy. An immediate implication of the situatedness principle is the cog- 
nitive economy principle. Certain facts relevant to the explanation of the agent's 
behaviour are not represented by that agent, but are to be found only in the presenting 
external situation. Agents do not maintain a symbolic model of the world: the world is 
its own best representation. This implies that perception is central in the functioning of 
an agent, as it is the agent's only access to the concrete situation. 
Parallelism. Agents function continuously, i.e., concurrently with each other, in a 
multi-agent environment. 
Predictability. The environment in which the agents are functioning is partially unpre- 
dictable. 
Behaviour-based. Agents are described in terms of their behaviour at different levels 
of granularity in response to other behaviour in their environment rather than in terms 
of their knowledge. 

5 The Teacher Analysed 

From an observer's point of view, a human teacher seems to be very complex. That is 
why we have decided to decompose teaching into smaller components which are easier 
to think about. Concentrating on the different aspects of a teacher's behaviour which 
are adapted to the student, we can distinguish the following: 

�9 Navigation 
The teacher navigates through the course material, determining at any time which 
topic to discuss. The slSeed and order in which the material is taught depend on the 
performance and interests of the student. 

�9 Practice 
Within a given subject, those exercises and examples are given that fit best to the 
performance of the student. 
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�9 Instruction 
In the case of bad performance or lack of performance, the student is instructed and 
helped with his task. The amount of instruction needed depends on the student. 

�9 Feedback 
The teacher reacts in different ways to the student. He or she tries to distinguish 
between errors and slips, and is more or less enthusiastic or disappointed: 

�9 Presentation 
Material can be presented in many different ways. For instance in mathematics, 
depending on the level of the student, additions are presented using formulas, pic- 
tures, or even real apples (say). 

�9 Student model 
A lot of the adaptations we have just mentioned depend on some knowledge about 
the history of the student's performance. So, another aspect of the teacher's behav- 
iour is to keep a record of this. 

We have associated an agent with each of these different aspects of the teacher's 

behaviour. 

6 Behaviours of  the Agents 

As a basis for the behaviours of the various agents we drew on the literature and on 
certain cognitive models. We will now discuss some of the behaviours of the agents 
and the theories they are based upon. 

6.1 Navigation Agent 

The behaviour of the navigation agent is based on the notion of controlled complexity 
as described in (Wood, Wood, & Middleton, 1978). The student should be confronted 
with problems that lie beyond his current level of competence but not so far beyond 
that he or she is unable to master the problem being presented. Problems should be nei- 
ther too easy nor too difficult. 

We use rules like 

I f  the student's performance is not improving any more and he or she performs 
sufficiently well then go on to a more difficult kind o f  exercise or topic. 

and 

I f  the student's performance is not improving and he or she does not perform 
sufficiently well then return to a less difficult type o f  exercise or topic. 
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A history of the student's performance is maintained in the student history to deter- 
mine whether the preconditions of these rules hold. We will come back to this in more 
detail when discussing the behaviour of the student model agent. 

To determine which new topic or exercise to address or to which to return, information 
from the instruction network and student history is used. In the instruction network 
information can be found about which topics or kinds of exercise are considered 
beforehand to be the more difficult. The student history (as maintained by the student 
model agent) provides information about which topics and exercises a student has 
already encountered and his or her performance on these. 

6.2 Practice Agent 

The navigation agent determines which topic and kind of exercise will be addressed. In 
most cases however, the topic to be taught consists of a number of items of which the 
relative difficulty level is not necessarily known beforehand. For instance, with the 
conjugation of the verb 'to be' as topic, there could be an item for each person. The 
practice agent decides at any time which item will be presented in an exercise or exam- 
ple. 

The most efficient way of teaching seems to be to confront a student with those items 
he does not know yet. The difficulty is that it is not always obvious what a student 
knows. As a basis for the behaviour of the practice agent we took quite trivial hypoth- 
eses. In the first place, we are convinced that performance of the student in the past 
predicts future performance. To be more precise, we believe that: 

P (incorrect(b,n) I incorrect(b,n-1) ) > P (incorrect(b,n) I correct(b,n-1) )1 

In natural language this comes down to: 'the chance that a student answers incorrectly 
to an item, is greater when he or she answered incorrectly the last time it was presented 
than when he or she answered correctly'. This assumption led to the idea of using two 
sets to represent the items to be taught, a 'good' set and a 'bad' set. The good set con- 
tains the items correctly answered the last time they were presented. The bad set con- 
tains the incorrectly answered ones. Initially all the items to be taught are in the bad 
set. The assumption implies that the chance that a student does not know an item is 
bigger when that item is in the bad set than when it is in the good set. So, an item 
should have a greater chance of being presented to the student when it is in the bad set 
than when it is in the good set. This is expressed in the following formula. 

P (present(b) I b in bad set ) = k P (present(b) I b in good set ), k > 1 

1. where incorrect(b,n) stands for an incorrect answer to the n-th presentation of 
item b 
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In natural language: 'the chance that an item is presented to the student is k times as 
great when that item is in the bad set than when it is in the good set, with k greater than 
one'. When k is very large, an item answered correctly (so, in the good set) is only pre- 
sented to the student again when the bad set is empty (i.e. all other items have been 
answered correctly the last time they were presented). If a student never forgot an item 
that has been answered correctly once, this would be a very good strategy. We have 
however as a second assumption that a student tends to forget. This is expressed by the 
formula: 

P (incorrect(b,n) A --,slip(b,n) I correct(b,n-1) ) > 0 

The chance that a student answers an item incorrectly, i.e. makes a real error not a slip, 
is greater than zero even when he or she answered correctly the last time it was pre- 
sented. This made us choose k not too large. We have chosen k equals 10. Notice that 
our task sequencing strategy only has one parameter. This makes it far simpler than 
those existing strategies which also try to take the student's performance into account. 
We are currently evaluating this strategy and model and comparing it with existing 
o n e s .  

6.3 Instruction Agent 

The instruction agent is an important agent in the system as it not only determines the 
adaptivity, but also the interactivity level of the system. The behaviour of the instruc- 
tion agent is determined by the rule "If the student succeeds, when next intervening 
offer less help. If the student fails, when next intervening take over more control." 
(Wood, Wood, & Middleton, 1978, p. 133). Furthermore, the instruction agent is based 
on a layered model of intervention varying between the "general verbal encourage- 
ment" level and the "demonstration" level, whereby each layer represents a different 
level of control from the side of the teacher agent. This implies that the behaviour of 
the instruction agent is contingent on the performance of the student (cf., situatedness 
principle); the most appropriate intervention is chosen on the basis of the student's 
success. 

Currently our instruction agent uses a quite simple form of layered intervention, with 
only two levels. It has, among others, the following rules: 

I f  the student does not act then try to encourage him or her by saying something 
like 'you must do something to proceed'. 

and 

I f  the student even after encouragement does not act then he or she should be 
helped by making the exercise some what easier. 
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For instance, in a kind of jigsaw exercise in which the student has to construct a sen- 
tence from words, a word is put in the correct place. We intend to extent this behaviour 
with more layers of intervention. 

Essential for the behaviour of the teacher is that out of the cooperation between prac- 
tice agent (i.e., controlled complexity) and instruction agent (i.e., contingency rule and 
layered intervention model) a tutorial dialogue emerges with a mixed, varying locus of 
control: as long as the student cannot master the problems he or she is confronted with, 
the teacher is more or less in control, once the student succeeds in solving the problem, 
he or she takes over more control. The layered intervention model of the instruction 
agent also encompasses different types of ILEs. The 'general encouragement' level 
corresponds with microworld systems which are user-controlled systems, whereas the 
'demonstration' level corresponds with classical ITSs in which control is in the (vir- 
tual) hands of the system. 

.6.4 Feedback Agent 

As a first rule we have that feedback should be immediate. For instance, in the before 
mentioned jigsaw exercise the student gets immediate feedback when he or she tries to 
put a word where it does not belong. The word bounces back and a sound is produced. 

As described in (Norman, 1981) a distinction can be made between real errors and 
slips, which are errors that occur when someone does an action that is not intended. We 
have as hypotheses that: 

P (slip(b,n) ) > 0 

P (slip(b,n) I correct (b ,n- l ) )  >> P (slip(b,n) I incorrect (b ,n-I ) )  

Slips occur and most frequently after the same item has been answered correctly 
before. 
These hypotheses led to the following rule: 

I f  an incorrectly answered item belonged to the good set, there is a fair  possibility 
that the student has made a slip. In that case the student will get the opportunity to 
correct his answer. 

The feedback agent also determines the degree of enthusiasm or lack of it with which 
the student's answer will be greeted. It uses amongst others the following rules: 

I f  the student answers correctly and his or her last answer was correct then give 
weak positive feedback like 'okay'. 

I f  the student answers correctly and his or her last answer was incorrect then give 
very positive feedback like 'excellent'. 

This last rule is meant to keep the student motivated. 
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6.5 Presentation Agent 

We have not yet implemented the presentation agent. We will briefly describe our 
views of the behaviour of this agent. The behaviour of the presentation agent can be 
compared with the task of the director of a television broadcast of a soccer game. 1 The 
default rule of the director is that as long as the game goes up and down the field, the 
television viewer gets a general overview of the whole soccer field. However, when a 
goal is scored the director focuses in on the goal-scorer and replays the goal-scoring in 
slow motion. As in the case of the broadcast director, the presentation agent tries to 
choose at each moment in the learning session the optimal representation for the stu- 
dent. 

The presentation agent is based on a layered model, whereby each layer represents a 
different level of abstraction. The general rule determining the behaviour of the pres- 
entation agent is that information is presented at the abstract level (cf., the default rule 
of the director). However, when a student is having difficulties with a particular exer- 
cise or is asking for more explanation, the presentation agent can decide to focus in on 
the problem in another, more concrete representation format. It is obvious that efficient 
behaviour of the presentation agent will depend on the collaboration with the other 
agents, especially the student model agent (for information on the performance level of 
the student) and the feedback and instruction agents (those are the agents requesting a 
specific representation format). 

6.6 Student Model Agent 

All the agents mentioned so far, need some information about the history of the stu- 
dent's performance. The student model agent maintains this kind of information. We 
decided what exactly to record by looking at which information the other agents need. 
So, student modelling did not become a goal per se, but is only used to supply the other 
agents with the information they need. 
In the first place, the student model agent maintains the good set and bad set needed by 
the practice agent. The following rules are used for this purpose: 

I f  the student answered incorrectly to the item presented, it is added to the bad set 
and removed from the good set. 

I f  the student answered correctly, the item is added to the good set and removed 
from the bad set. 

For the navigation agent, information regarding which topics and exercises the student 
has encountered and his or her performance on these is maintained. This means that 

1~ This comparison is due to Mike Graham, Philips Research Laboratories, England. 
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not only a good set and bad set for the current exercise is kept but for all exercises the 
student has done so far. The expression 'the student performs sufficiently well', in the 
precondition of the rules of the navigation agent, has been formalised as 'at least 95% 
of the items is contained in the good set'. Whether the student's performance is 
improving is determined by comparing the size of the current good set with the size of 
that set before a certain number of items has been presented. For this purpose, a history 
of the number of items in the good set is maintained for the current exercise. 

6.7 Postman Agent 

An extra agent, called the postman agent, is added to transfer incoming messages from 
the other modules of the system into a format the other agents can understand. 

6.8 Interaction 

There is no control component. The behaviour of the system emerges from the interac- 
tion between the agents. To give an example of this interaction: the navigation agent, 
practice agent and instruction agent compete sometimes. When the student is perform- 
ing badly, the practice agent tries to present more exercises of the same kind to the stu- 
dent. The navigation agent tries to return to an easier kind of exercise or topic, and the 
instruction agent tries to give extra instruction. Which agent wins eventually depends 
on the internal states of the agents and the history of the student's performance. 

7 Concluding Remarks 

The first prototype of our system was ready in december 1993. It is argued that our 
multi-agent architecture satisfies the minimal requirements of ILEs discussed in sec- 
tion 2. According to an agent-based approach, interactivity and adaptivity are emer- 
gent properties of the interaction between the student and the teacher.The persons, with 
various backgrounds, to which we have shown APPEAL were surprised by the variety 
of the system's responses and its adequate reactions to the student's behaviour. 

As robustness is concerned: in the course of more than 50 demonstrations the system 
has never behaved in an undesirable way. The system coped even with very unex- 
pected behaviour from the visitors. 

The definition of the agents has been and will be based on user-centred research into 
the interactive learning process. Based on empirical research the behaviours of the 
agents will be fine-tuned. The system as a whole will be evaluated when the course 
material has been extended. 

It is our experience that the use of agents (the RTA programming language in particu- 
lar) results in a simple, but efficient architecture. Response times are very acceptable, 
and the amount of storage space needed for the agents and the student model is limited. 
It is quite simple to extend the behaviour of the agents, and we plan to do this. To 
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prove the domain independence of the teaching expert, another domain, namely read- 
ing, has been implemented. 

There is still a lot to be done: the behaviour of the instruction agent should be extended 
with more layers of intervention, the presentation agent still has to be implemented, 
the behaviours of the other agents have to be fine-tuned and extended. But it is promis- 
ing that the behaviour of the teacher seems already fairly complex even with a very 
limited amount of simple behaviours of the agents. So, we are only at the beginning 
but we seem to be on the fight track. 
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