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Chapter 1 

Introduetion 

Lie algebras arise naturally in various areas of rnathematics and physics. Examples are: 
representation theory of Lie groups ([20]) and of algebraic groups ([30]) and the theory of 
Lie point symmetriesof a differential equation ([9], [39]). The topic of the present work 
is the algorithmic treatment of finite dimensional Lie algebras. These Lie algebras live in 
an obscure world where they are only known by their multiplication table, that is by a 
faint shadow. Here we present algorithms for obtaining information about a Lie algebra. 
These allow us to shed rays of light in this world that make a Lie algebra cast more 
distinct shadows. In some cases, particularly when the Lie algebra is semisimpte and of 
charaderistic 0, this enables us to recognise it. In other cases we have to content ourselves 
with only partial information. 

The work described here is implemented in a package called ELIAS (for Eindhoven Lle 
Algebra System), that will be a part of GAP4. 

In this chapter we will first introduce some basic mathematica] concepts. Then in Section 
1.2 we will deal with the first step of the process of the algorithmic identification of a 
Lie algebra: repreaenting ît on a computer. In the next section we briefly discuss some 
complexity issues. Finallyin Section 1.4, we will present a survey of algorithms known in 
the literature. 

The chapters 2 to 6 each deal with a partienlar algorithmic problem. In Chapter 2, this 
is the calculation of the nilradical. In Chapter 3 we describe how a Cartan subalgebra 
can be found. This is used in Chapter 4, where algorithms for decomposing a semisimple 
Lie algebra are given. In Chapter 5 the problem of determining the isomorphism type of 
a semisimpte Lie algebra is discussed. An effective version of Ado's theorem is given in 
Chapter 6. In Chapter 7, the system ELIAS is applied in two practical problems. Finally 
in Appendix A there is a manual of ELIAS. 

In the chapters 2 to 7 running times of calculations are presented. All computations were 
performed on a SUN SP ARC classic workstation. 
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2 Introduetion 

1.1 Notation, definitions, and basic theory 

In this section we describe the basic theoretica! tools that we use. For the proofs we refer 
to the standard monographs ([29],[32]). 

Definition 1.1 A Lie algebra is a vector space over a field F equipped with a bilinear map 
( m ultiplication) 

[·, ·] : L x L ___, L 

satisfying 

(L1) [x,x] OforallxEL, 

{L2 ) [[x, y], z] + [[y, z], x]+ [[z, x], y] = 0 Jor all x, y, zE L. 

The second condition (L2 ) is called the Jacobi identity. By applying (L1 ) to the element 
x+ y we see that the first condition implies [x, y] -[y, x]. lf the characteristic of the 
field is not 2, then this in turn implies (LI). 

Example 1.2 Let L be a 3-dimensional vector space over Qwith basis {x,y, h} and Lie 
product described by 

[x,y] = h, [h,x] 2x, [h,y] 

By using bilinearity and anticommutativity this defines the Lie product for all elementsof 
L. 

Example 1.3 Let L be the 3-dimensional subspace of M3(Q spanned by 

For two elements A, BEL we set [A, B] A·B B·A (where the ·stands for ordinary ma­
trix multiplica.tion). lt is seen that the spaceL is closedunder this operation. Furthermore 
the [·, ·] defined in this way satisfies the two requirements for being a Lie multiplica.tion. 
It follows that L is a Lie algebra. 

Definition 1.4 Let L be a Lie algebra over F and V a vector space over F. A represen­
tation of L on V is a linear map 

p : L ___, End(V) 

such that p([x,y]) = p(x)p(y)- p(y)p(x). 
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Example 1.5 Let L be the Lie algebra of Example 1.2 and let A~, A2, A3 be as in Example 
1.3. Let p be the linear map from L into the space spanned by the A; given by 

Then it is seen that pis a representation of L. Furthermore we have that the kemel of p 
is 0, so that L is isomorphic to its image. Representations with this property are called 
faithful. 

Example 1.6 Let L be a Lie algebra. Define a map 

ad: L-+ End(L) 

by ad(x)(y) [x,y]. The fact that this is a Lie algebra representation is equivalent to the 
Jacobi identity. Themapad is called the adjoint representation. 

Toa representation pof L we associate a bilinearform fP defined by fp(x, y) Tr(p(x)p(y)). 
In the case of the adjoint representation this form is called the KilZing form and is denoted 
by !'i. 

Definition 1. 7 Let L be a Lie algebra. A subspace K of L is called a subalgebra if 
[x,y] EK for all x,y EK. 

Definition 1.8 Let L be a Lie algebra. A subspace I of L is called anideal if [x, y] E I 
for all x EL, y EI. 

Let L be a Lie algebra and let I be an ideal of L such that there is a subalgebra K of 
L with the property that L K EB I (direct sum of vector spaces). Then L is called the 
semidirect product of I< and I. It is denoted by L =Kt>< I. A special case is the situation 
where [( is also an ideal of L. Then L is called the direct sum of K and I. In this case we 
write L = I< EB I. 

Definition 1.9 Let L be a Lie algebra. Then the subspace 

Z(L) {x EL I [x,y] = 0 for all y EL} 

is called the centre of L. 

As is easily seen, the centre of a Lie algebra L is an ideal in L. If L is equal to its centre, 
then L is called Abelian or commutative. 

Definition 1.10 Let L be a Lie algebra and [( a subspace of L. Then 

ZL(K) {x EL I [x,y] 0 for all y EK} 

is called the centraliser of K in L. 
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If K is an ideal of L, then also ZL(K) will be anideal of L. This follows from the Jacobi 
identity. 

Definition 1.11 Let K be a subspace of the Lie algebra L. Then 

NL(K) ={x EL I [x,y] EK for all y EK} 

is called the normaliser of K in L. 

If KI and K 2 are subspaces of L, then [KI,K2] will denote the subspace spanned by all 
[x~, x2] for XI E KI and x2 E K2. 

Definition 1.12 Let L be a finite-dimensional Lie algebra. Set LI = L and recursively 
Lk+I = [Lk, Lk]· Let s be the smallest integer such that Ls = Ls+I. The series 

is called the derived series of L. 

A Lie algebra is called solvable if the final term of its derived series is 0. If I and J are 
solvable i deals of L, then it can be proved that I+ J is also a solvable i deal of L. It follows 
that if L is a finite-dimensional Lie algebra, then it has a maximal solvable ideal. This 
ideal is called the solvable radical of L. It is denoted by R(L). 

Definition 1.13 Let L be a finite-dimensional Lie algebra. Set LI = L and Lk+I = [ L, Lk]. 
Let t be the smallest integer such that V = V+I. The series 

is called the lower central series of L. 

A finite-dimensional Lie algebra L is called ni/potent if V = 0. If I and J are nilpotent 
ideals of L, then it can be proved that so is I+ J. It follows that a finite-dimensional 
Lie algebra L has a largest nilpotent ideal. It is called the nilradical and it is denoted by 
NR(L). 

Definition 1.14 Let L be a finite-dimensional Lie algebra. Set ZI = Z(L) and define 
Zk+I recursively by the relation Zk+I/Zk = Z(L/Zk)· Let u be the smallest number such 
that Zu = Zu+I . Th en the series 

is called the upper central series of L. 

The final term of the upper central series of L is called the hypercentr-e of L. It is denoted 
by Zoo(L). It can be proved that Lis nilpotent if and only if L = Zoo(L). 
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Definition 1.15 Let L be a Lie algebra defined over a field of charaderistic p > 0. Then 
L is called restricted if the set ad L is closed under the operation of taking p-th powers. 

Restricted Lie algebras admit a richer structure than Lie algebras that do not posess this 
property. We refer to [32] and [50] for the details. 

Definition 1.16 A Lie algebraL is called semisimple ifR(L) = 0. 

The next lemma gives a useful criterion for a Lie algebra to be semisimple. 

Lemma 1.17 Let L be a Lie algebra with basis { xh ... , Xn} and let d be the determinant 
of the matrix (x;(x;,xj)). IJ d ::J 0, then L is semisimple. IJL is defined over a field of 
charaderistic 0, then this in turn implies d ::J 0. 

Definition 1.18 A Lie algebraL is called simple if dimL > 1 and it has no ideals except 
0 and L. 

Let L be a simple Lie algebra. Then R( L) can only be 0 or L. Suppose R( L) = L. Th en 
L is solvable and hence [L, L] is anideal of L not equal to L. It follows that [L, L] = 0 so 
that L is Abelian. But then every subspace of L is an îdeal contradicting the fact that L 
is simple. The condusion is that R( L) 0 and L is semisimple. 

Semisimple Lie algebras play an important role in the structure theory of non-semisîmple 
Lie algebras. This is due to the following theorem. 

Theorem 1.19 (Levi) Let L be a Lie algebra over a field of charaderistic 0. IjL is not 
solvable then there exists a {necessarily semisimple) subalgebra S of L such that L is the 
semidirect product of S and R( L). 

The semisimple subalgebra S of the theorem is called a Levi subalgebra or Levi factor of 
L. 

Now we define a class of subalgebras that is vital for the structure theory of semisimple 
Lie algebras. 

Definition 1.20 A subalgebra H of L is called a Cartan subalgebra ij H is nilpotent and 
NL(H) H. 

If the size of the field over which L is defined is larger than its dimension, then L has a 
Cartan subalgebra ([29], Theorem 15.3). 

Example 1.21 Let L be the Lie algebra of Example 1.2. Then the subalgebra spanned 
by the element h is a Cartan subalgebra. 
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Let L be a semisimple Lie algebra. Then it turns out to be a fruitful idea to analyse the 
adjoint action of a Cartan subalgebra on L. The next two results constitute a first step in 
that direction. 

Lemma 1.22 (Fitting) Let A be a linear transformation of a finite dimensional vector 
space V. Then V decomposes as 

V= Vo(A) ffi Vi(A), 

where Vo(A) {v E V I Amv = 0 forsome m > 0} and Vl(A) n:l AiV. 

The decomposition in the lemma is called the Fitting decomposition of V with respect to A. 
The spaces V0 (A) and V1(A) are called, respectively, the Fittingnulland one component 
of V relative to A. 

A similar decomposition exists with respect to a nilpotent Lie algebra of linear transfor­
mations. The next proposition is a transcription of Theorem Il.4 of [32]. 

Proposition 1.23 Let L be a nilpotent Lie algebra of linear transformations in a finite 
dimensional vector space V. Th en V dccomposes as a direct sum of L-invariant subspaces 

V= Vo(L) EB V1(L), 

where Vo n4EL Vo(A) and VI n:1 (L*);V {where L* is the associative subalgebra of 
End(V) generated by L). 

Let L be a semisimple Lie algebra over an algebraically closed field F of charaderistic 
0. Let H be a Cartan subalgebra of L. Then via the adjoint representation H acts as 
a nilpotent Lie algebra of linear transformations on L. Let L = L0(H) ffi L1 (H) be the 
Fitting decomposition of L with respect to H. Now we have L0 (H) = H (Proposition 
III.l of [32]). Furthermore L1 (H) decomposes as a direct sum of simultaneous eigenspaces 
relative to the action of H. This means that there are fundionals a; : H-+ F such that 

L =La, EB··· ffi La, ffi H (1.1) 

where La,= {x EL I [h,x] a;(h)x for all hE H}. The decomposition (1.1) is called the 
Cartan decomposition of L with respect to H. 

lt can be proved that the spaces La, are alll-dimensional. They are called root spáces and 
the a; are called roots. Let R be thesetof all roots. Then Ris a root system (see Chapter 
3 of [29]) in the dual space H* of H. Toa root system corresponds a Cartan matrix. Now 
all Cartan matrices have been classified. It follows that there is also a classification of all 
semisimple Lie algebras over algebraically closed fields of characteristic 0. 

Example 1.24 Let L be the Lie algebra of Example 1.2. Then H = (h) is a Cartan 
subalgebra of L. It is seen that ad h has all its eigenvalnes in <Ql so that L already has a 
Cartan decomposition over this field. This decomposition is 

L L2 ffi L2 H. 
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There are two roots, a1 2 and a2 = -2 in the 1-dimensional space H*. Furthermore, 
L2 (x) and L_2 (y). 

1.2 Presentations of Lie algebras 

In this section we turn our attention to the problem of representing a Lie algebra on a 
computer. We refer to [10] fora more elaborate discussion of this topic. 

In Examples 1.2 and 1.3 we already encountered two ways of handling the problem. First 
of all we can present the Lie algebra by a set of matrices that form a vector space basis 
of the Lie algebra. If A and B are two elements of this space, then their Lie product is 
defined as [A,B] =A· B-B· A. 

The second approach is used in Example 1.2. Now the Lie algebra is viewed as a (abstract) 
vector space with basis {xt, ... ,xn}· The multiplication is described by a table of n3 

structure constants cf1 such that 

n 

[x;, x1] = I:>rix" for 1 ::; i, j ::; n. 
k=l 

By bilinearity this defines the product for any two elementsof L. In order that this he a 
Lie bracket, the structure constants have to satisfy the following relations: 

•=1 

for 1 :5 i, j, k, m :5 n. 

The third way to present a Lie algebra on a computer is by generators and relations. Let 
A be a finite alphabet. Then L(A) will denote the free Lie algebra on the alphabet A (see 
[42]). Let R be a finite subset of L(A) generating anideal J. Then L = (A I R) is the Lie 
algebra with generators A and relations R. It is defined as the quotient L(A)/ I. 

Example1.25 SetA {x,y}andR {[[x,y],x]-2x,[[x,y],y]+2y}. Thenitisseen 
that the Lie algebra L = (A I R) is isomorphic to the Lie algebra of Example 1.2. 

We can also represent subalgebras and i deals. In the first two cases this is done by specifying 
a basis of the subalgebra or ideal. In the case of generators and relations we can give a 
subset of L(A) that generates the subalgebra or ideal. 

We consider the possible transitions between the various representations. If L is given by 
matrices, then it is an easy task of linear algebra to calculate the structure constants and 
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obtain a presentation by means of a table. It is also not difficult to go from a table to a 
presentation by generators and relations. If { x1 , ..• , Xn} is a basis of L, then the alp ha bet 
A will consist of the symbols x 1 , ••• , Xn· The set R will simply consist of all relations 

n 

[x;, Xj] .L>rjxk for 1 "S: i < j "S: n. 
k=l 

The other transitions are more difficult. It is only possible to obtain a multiplication table 
from a presentation by generators and relations if the resulting quotient Lie algebra is 
finite-dimensionaL In that case there are Todcl-Coxeter techniques that find a basis and 
the multiplication table (see [35]). Also it is possible to use a kind of Gröbner basis to 
solve the problem. This direction was pursued in [21]. The remaining transition (from 
multiplication table to matrix presentation) is considered in Chapter 6. 

Concerning the input to our algorithms, we shall always assume that the Lie algebras are 
given by a table of structure constants. The reason for this is that many algorithms have to 
know the structure constants anyway (see e.g., Section 1.4). Soit is better to input them 
than to calculate them every time anew. Subalgebras and i deals will always be represented 
by a basis ( that is by a set of coefficient veetors) of the corresponding subspace of the 
parent Lie algebra. 

1.3 Complexity 

Here we discuss some theoretica! notions regarding the efficiency of algorithms. For a more 
thorough treatment and an extensive bibliography regarding this subject we refer-to [49]. 
Polynomiality is a widely accepted theoretica! model for efficiency. An algorithm is said to 
run in polynomial time if the number of basic steps taken by the algorithm (on any input) 
is bounded above by a polynomial in the size of the input. The size of the input is the 
length of the string needed to repreaent the input. So the size of a natura! number is its 
number of digits. In general the size of composite objects ( vectors, polynomials etc.) is 
the sum of the sizes of the components. 

For the basic arithmetical operations (multiplying and adding numbers or elementsof a 
finite field) there are polynomial time algorithms. Also we can solve systems of linear 
equations in polynomial time (Gaussian elimination). 

We also consider randomisation. A randomised algorithm is an algorithm that uses random 
choices at certain points (i.e., it can flip a coin and the outcome determines the path taken 
in the rest of the algorithm). An important class of randomised algorithms are the so­
called Las Vegas algorithms that never output a wrong result. An algorithm for computing 
a function f( x) is called Las Vegas if on input a it either computes f( a) correctly with 
probability p > 0, or stops without producing output. It is also required that calls toa Las 
Vegas algorithm produce independent results. Hence if a Las Vegas algorithm is repeated 
then it always produces a correct answer. The expected number of repetitions is 1/p. 
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An important problem is the one of factoring polynomials. For a detailed exposé we refer 
to [36]. Let f be an element of F[X] of degree n. First we suppose that F = ~ where 
q p' for some s > 0 and a prime p. A deterministic method for factoring f was given 
by Bedekamp ([3]). However, the complexity of this method is a polynomial in p, s and n, 
whereas the input length is 0( n log q) so that this is not a polynomial time algorithm. A 
polynomial time Las Vegas method was proposed in 17]. Via Hensellifting the factorisation 
methods over fini te fields can be used for polynomials over Q as well. A polynomial time 
solution to the problem of factoring polynomials over Qwas given in [37]. 

So for factoring polynomials, more than one algorithm is available. For this reason an 
algorithm using an oracle to factor polynomials will be called an f-algorithm (following 
[44]). The cost of a call to the factoring oracle is the lengthof the input. The co~plexity 
of such f-algorithms then depends on the complexity of the particular orade used. 

1.4 Earlier work 

In this section we give a survey of the algorithms for determining the structure of a Lie 
algebra that are known from the literature. We only describe those algorithms that will not 
be discussed in one of the other chapters. The main references are [2] and [41]. Throughout 
L wil! be a Lie algebra over the field F with basis {x1 , .•. ,xn} and structure constants 
(cfj)· 

1.4.1 Product spaces 

Let K 1 be a subspace of L spanned by {Yb ... , Ys} and let K 2 he a subspace spanned by 
{zh ... , Zt}· Now the product space wil! be spanned by the elements [y;, zil· So in order 
to find a basis of [K1 , K 2] we have to calculate a maximally linearly independent subset of 
the set of all [y;, Zj]· This is can be clone by a Gaussian elimination procedure. Nóte that 
this also gives an algorithm for calculating the derived series and the lower central series 
of L. 

1.4.2 The centre 

Let 
n 

x= La;x; 
i=l 

be an element of L. Then x is an element of Z(L) if and only if 
n 

L cfp; 0 for alll ~ j, k ~ n. 
i=l 
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So we have n 2 equations for the n unknowns ah ... , a,., which can he sol ved by Gaussian 
elimination. This also provides an algorithm for calculating the upper central series of L. 

1.4.3 The centraliser 

Let {y~, ... , Ys} he a basis of a subspace I< of L, where 

n 

Yl = 2::: ÀijXj. 

j=l 

Then x = I;, a,x, lies in ZL(I<) if and only if 

" " 2:::(2::: Àljct)ai 0 for 1 s; k s; n and 1 s; l s; s. 
i=l j=l 

It follows that we have ns equations for the n unknown a 1 , ••• , a". 

1.4.4 The normaliser 

Let ]( and y1 , ••• , y. be the same as in the previous section. Then x 
element of NL(I<) if and only if there are f3Im for 1 s; 1, m s; s such that 

[x, YI] f311YI + · · · + f3IsYs for l = 1, ... , S. 

This amounts to the following linear equations in the variables a; and f3Im: 

n n 

2:::(2::: Àljc?j)a; 2::: Àmk/3Im for 1 s; k s; n and 1 s; l s; s. 
i=1 j=l m=l 

1.4.5 The solvable radical 

Suppose L is defined over a field of characteristic 0. Then there is a simple algorithm for 
finding R(L). It relies on the following lemma: 

Lemma 1.26 R(L) ={x EL l~~:(x, y) 0 for all y E [L,L]}. 

This is Theorem 111.5 of [32]. If {yt, ... , y.} is a basis of [L, L] then x = I;, a;x; is an 
element of R( L) if and only if 

n 

2::: Tr(ad x;· ad yJ)a; 0 for 1 s; j s; s. 
i=l 



1.4 Earlier work 11 

In the case where L is defined over a field of characteristic p > 0 the situation is much 
more difficult. In [44], L. Rónyai gives an algorithm for calculating the nilradical of a Lie 
algebra over a field of characteristic p > 0 (see also Chapter 2). Now wedefine a series Rk 
by 

R1 = NR(L), Rk+l/Rk = NR(L/Rk)· 

Let u be the integer such that Ru= Ru+1· Then Ru= NR(L). 

1.4.6 The direct sum decomposition 

A Lie algebraL may be the direct sum of two ideals 11 and 12 • In this section we consider 
the problem of deciding whether such a decomposition exists and if so, to find the change 
of basis that realises the decomposition. The following is a reformulation of Section 2 of 
[41]. For the proofs that we omit we refer to that paper. 

Suppose that L = 11 EB 12 and 11 is contained in the centre of L. Then 11 is called a central 
component of L. First we give a method for finding such a central component if it exists. 

Let J1 be a complementary subspace in Z(L) to Z(L) n [L,L]. Then J 1 is anideal of L. 
Let J2 be the complementary subspace in L to J1 containing [L, L]. Then 

so that h is an ideal of L. Furthermore L = J1 EB J2 and J1 is central and h does not 
contain a central component. The condusion is that J1 is a maximal central component. 

Now we suppose that Z(L) C [L,L] and we try to decompose Las a direct sum of ideals. 

By Rn we will denote the associative matrix algebra Mn(F) where n is the dimension of 
L. An element E E Rn is called an idempotent if E 2 = E. Two idempotents E1 and E2 
are called orthogonal if E 1E2 = 0. An idempotent is called primitive if it is not the sum of 
two other idempotents. Furthermore, if E is not equal to the zero or the identity matrix, 
then E is called a nontrivial idempotent. 

Proposition 1.27 The Lie algebraL is the direct sum oftwo ideals 11 and h if and only ij 
the centraliser ZRn (ad L) contains two nontrivial orthogonal idempotents Eb E2 such that 
E 1 + E2 is the identity on L and h = Ekh for k = 1, 2. 

lf A is an associative algebra then its radical is defined as the set of all elements x such 
that xy is nilpotent for all y E A. It is denoted by Rad( A). In characteristic 0 it is easy to 
calculate the radical because in that case we have that the radical of an associative -algebra 
A is given by 

Rad(A) ={x E A I Tr(xy) = 0 for all y E A}, 

(see [13]). In the sequel A will denote the centraliser ZRn(adL) and Q = AjRad(A). 
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Theorem 1.28 Suppose that Z(L) C [L,L]. Then Q is Abelian. 

By the following propositions it is sufficient to find idempotentsin the factor algebra Q. 

Proposition 1.29 Every direct summand of L corresponds exactly to an idempotent of Q. 

Lemma 1.30 Let e be an idempotent in Q. Then we can construct an idem poten~ .k E A 
such that E = e (mod Rad(A)). 

Proof. (cf. Satz 1 of [51.].) Let E0 E A be such that e (mod Rad(A)). Then 
E6 = E0 (mod Rad(A)) so that N0 EJ E0 E Rad(A) and consequently it is nilpotent. 
Hence there is an integer q such that Nlq 0. Now recursively set 

E;+l = E; + N; 2E;N;, 

N;+l = Ei+ 1 E;+l - Ei +I· 

By induction on i it follows that N; 0 and E;+l = E; modulo the module generated by 
the elements 

We conclude that Nq = 0 and Eq and the statement follows. D 

Proposition 1.31 Let eb ... , e. be primitive orthogonal idempotents in Q. Thew we can 
construct primitive orl:hogonal idempotents E1, ••• , E. in A such that 

E; e; (mod Rad(A)) for 1 ~i~ s. 

Proof. (cf. Satz 1 of [51].) For brevity we set R = Rad(A). The proof is by induction 
on s. The case where s = 1 is covered by Lemma 1.30. Suppose that s > 1 and that 
we have constructed primitive orthogonal idempotents E1 , ... , E,_1 in A satisfying the 
equivalences E; = e; (mod R) for 1 ~ i ~ s 1. We describe how to construct E •. Set 

E Er+···+E.-1, 

and 
e = e, - Ee. e,E + Ee.E. 

Then Ee. = e.E = 0 (mod R) and hence e = e. (mod R) and e2 = e (mod R). Now let 
E. be the idempotent in A provided by the procedure in the proof of Lemma 1.30 (where 
we start with E0 = e). So e, (mod R). Since E 2 E we have that Ee eE = 0, 
and because E. is a polynomial in e it follows that E,E = 0. By the induction 
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hypothesis we have EiE EE; for 1 s; i s; s 1. Herree E,E; = E.EE; = 0 and 
similarly EiEs = 0. 0 

We assume here that L doesnothave a central component which means that Z(L) C [L, L]. 
Hence by Theorem 1.28, we have that the factor algebra Q A/Rad(A) is commutative. 
So we can use algorithms described in [16] to find a set of primitive orthogonal idempotents 
in Q. Using the procedure in the proof of Proposition 1.31 we lift these idempotents toA. 
The direct summands of L are then obtained as in Proposition 1.27. 

Remark. A practical evaluation of this algorithm is given inSection 4.4. It turns out that 
the calculation of the centraliser ZRn (ad L) makes this procedure computationally difficult. 

1.4. 7 The Levi decomposition 

Here we consider the problem of finding a Levi subalgebra of L. We follow [24]. In the 
sequel R will denote the solvable radical of L and by Ri we denote the ideal 

Ri [R, [R, .. · , [R, R] .. · Jl (m factors R). 

By the following lemma we can reduce the problem of calculating a Levi subalgebra to the 
case where the solvable radical is nilpotent. 

Lemma 1.32 Let be the inverse image in L of a Levi subalgebra of L/ R2 • Let S be a 
Levi subalgebra of 8 1 , then S is a Levi subalgebra of L. 

Proof. (cf. [32] Section 111.9) lt is clear that Sis a semisimple subalgebra of L. Further­
more R2 is the solvable radical of 81• Hence 

L R + 81 = R + R2 + S = R + S. 

It follows that S is a subalgebra as required. 0 

Since the radical of SI (which is R2
) and the radical of L/ R2 (which is Abelian) are 

nilpotent, we can reduce to the case where the solvable radical is nilpotent (the calculation 
of inverse images poses no problems). Now suppose that the solvable radical R of L is 
nilpotent. Let 

be the lower central series of R. 

Let {ui, ... , u,} be a maximallinearly independent set in the complement of R. Let bt) 
be the structure constants of the quotient L/ R, i.e., [u;, Uj] Ek Îiuk, where ü; is the 
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image of u; in L/ R for 1 :::; i :::; s. Then we have that: 

s 

[u;, Uj] = L 1tuk mod R 
k=1 

i.e., the u; span a Levi subalgebra modulo R1
• We are looking for elements Yl> ... , y, of L 

that span a Levi subalgebra modulo Rm, which is 0. To this end we construct a series yf 
for 1 :::; i :::; s and 1 :::; t :::; m such that {yi, ... , y;} spans a Levi subalgebra modulo R1

, 

i.e., 
s 

[yJ, y~] = L /;~Yk mod R1
• 

k=1 

For the initialisation we set Yl = u; for 1 :::; i :::; 8. We now describe the iteration step. We 
fix a vector space Yt satisfying R1 = R1+l EB Vt. We set yf+I yf + vf where vf E Yt for 
1 :::; i :::; 8 and require that 

s 

[yf+I, y}+IJ = L ltY1+1 mod Rt+l. 
k=1 

This is equivalent to 

Since [v1 v1
] E R1+1 and [y1 v1

] = [u· v1
] mod R1+1 wc have that this is equivalent to t' J '., J ,, J 

[u;, vJ] + [vi, ui] - L 1tvl [yÎ, yJ] mod Rt+1
• 

k=1 

This is a system of equations for thc vf. Sin cc thc cquations are modulo Rt+l, thc left 
hand side as wcll as thc right hand side can bc viewcd as elementsof Yt. By Levi's theorem 
applied to thc Lie algebra L/ Rt+1 this system has a solution. The condusion is that after 
m 1 itcration steps wc have found a Lcvi subalgebra of L. 

Remark. Thc method described hereruns in polynomial time. This fact is proved in [24]. 

1.4.8 Zeros of polynomials 

We finish this chaptcr with some obscrvations about zeros of polynomials that will be 
usefullater on. 

For the proof of the following lemma we refer to [45]. 
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Lemma 1.33 Let f E F[xl, . .. 'Xn] be a polynomial of degree d. L-et n be a subset of F 
of size N. Then the number of elements v (vb ... , vn) of ,nn such that f( v) = 0 is at 
most dNn- 1 • 

Corollary 1.34 Let f and n be the same as in the preceding lemma. Let V be an element 
from ,nn chosen randomly and uniformly. Then the probability that f(v) = 0 is at most 
djN. 

Lemma 1.35 Let f E F[xh ... 'Xn] be a polynomial of degree d. Let n be a subset of F 
of size at least d + 1. Suppose that we are given a vector v = ( o:1, ... , an) E pn such that 
f(v) :f. 0. Then we can find a vector w = (6, ... ,Çn) E nn such that f(w) :f. 0 at the 
expense of at most n( d + 1) tests whether f( u) is zero for veetors u E (D U { o:b ... , o:n} )n. 

Proof. We construct a sequence w0 ,wt, . .. ,wn of veetors such that f(w;) :f. 0 and 
w; (6, ... , Ç;, ai+ I> .•• , o:n)· For the initialisation we set w0 = v. In the following way we 
obtain w;from Wi-1· Consicier the polynomial g;(x) f(6, ... ,ei-1, x, 0:;+1, ... 'an)· This 
polynomial is not identically zero, because g;( a;) f( v;_t) :f. 0. Since I Dl > d ;::: deg g;, 
we have that n contains an element Ç; such that g;(Çi) :f. 0. We can find such a Ç; by trying 
at most d + 1 values. Since the procedure takes n steps the statement follows. [] 
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Chapter 2 

The nilradical 

The nilradical of a Lie algebra L reveals some of the properties of L. lf the nilradical is 
0 then so is the solvable radical and herree L is semisimple. On the other hand, if the 
solvable radical is not 0, then it contains the nilradical as an important invariant. 

Throughout this chapter L will be a finite-dimensional Lie algebra of characteristic 0. 
However, we will also comment on the situation in charaderistic p > 0. 

In Section 2.1 we describe three previously published algorithms. Then in Section 2.2 we 
give a different algorithm. Finally in Section 2.3 the methods are put to some practical 
tests. 

2.1 Known algorithms 

In the past decades a few algorithms for calculating the nilradical have been given. Here 
we present a survey of these methods. 

To the best of our knowledge, the first solution to the problem was described in [2]. It 
consists of the following steps: 

1. Calculate the solvable radical R of the Lie algebra L. 

2. Construct a series 0 = Ro C R1 C · · · C Rm = R of i deals of R such that dim R; = i. 

3. The nilradical is the set of all x E R such that [x,~] C ~-l for 1 :::; i :::; m. 

The main disadvantage of this algorithm lies in the fact that in general it requires the 
calculation of algebrak numbers that may not lie in the base field. (The series constructed 
in step 2. may not exist over the base field.) 

17 
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Intheir paper [41], Rand, Winternitz, and Zassenhaus describe an algorithm that finds the 
nilradical by approximating it from below by smaller nilpotent ideals. Therefore we call it 
the upward method. Here we give a slightly simplified version of that algorithm. It relies 
on a series of lemmas. For the proof of the first four of them we refer to [41]. 

Lemma 2.1 Let I be an ideal of L and let M be the ideal of L containing I and satisfying 
NR(L/I) = Mji. Then NR(L) = NR(M). 

Lemma 2.2 Set I= [[L, L], [L, L]]. Then 

NR(L)/I = NR(L/I). 

Lemma 2.3 We have 
NR(L)/Z(L) = NR(L/Z(L)). 

Lemma 2.4 Suppose [[L, L], [L, L]] = 0 and Z(L) = 0. Th en 

ZL([L, L]) = [L, L]. 

Lemma 2.5 Suppose [[L, L], [L, L]] = 0 and Z(L) = 0. Th en [L, [L, L]] = [L, L]. 

Proof. Let Yb ... , Ys be a basis of a complement of [L, L] in L. Set V = [L, L] and let 
U be the subspace of End(V) spanned by adv y; for 1 S i S s. Let v E V; then by the 
Jacobi identity we have 

ad y; ad Yj( v) = [yi,[yj, v]] - [yj, [v, y;]] - [v, [y;, yj]] 

= [yj,[y;,v]] 

adyjady;(v). 

It follows that U is a commutative Lie algebra of linear transformations in V. Now let 
V = V0 (U) EB V1 (U) be the Fitting decomposition of V with respect to U (Proposition 1.23). 
Suppose Vo(U) =f:. 0, then by Theorem 3.3 in [29], p. 12, there is a nonzero v E Vo(U) killed 
by U. Since [L,L] is commutative it follows that v E Z(L). Hence Vo(U) = 0 and 
V= V1(U). We reeall that U* is the associative algebra generated by U (inside End(V)) 
and that V1 (U) = n~1 (U*)iV. SoU· V1 = 1;1, i.e., [L, [L,L]] = [L,L]. D 

Now the algorithm reads as follows: 

Input: a finite-dimensional Lie algebra L of charaderistic 0. 
Output: NR(L). 

Step 1 Compute the solvable radical R = R(L). lf R = 0 then return R, otherwise continue 
with R in place of L. 
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Step 2 Compute the ideal I = [[L, L], [L, LJJ. If I =f:. 0 then compute (by a reeursive eaU) 
the nilradieal N of L I I and return the inverse image of N in L. Otherwise proeeed 
to Step 3. 

Step 3 Compute the hypereentre Zoo(L) of L and proceed as in Step 2 where Zoo(L) plays 
the role of I. 

Step 4 Compute a basis of L of the form { x 1, .•. , x., Yb ... , Yt} where [L, L] is spanned by 
{x1 , •.. ,x,}. Set i:= 1; 

Step 5 Let A be the matrix of the adjoint action of y; on [L, L]. If rk(A) < s, then eompute 
the ideal J =A· [L, L]. Compute reeursively the nilradical of Ll J and let M be the 
ideal of L eontaining J such that NR(LIJ) =MIJ. Compute (by a reeursive eaU) 
NR(M) andreturn this ideal. 

Step 6 Let f be the minimum polynomial of A. If f is not squarefree then set 9 
f I ged(f, f'). Compute the ideal I = g(A) · [L, L] and proeeed as in Step 5. If 
f is squarefree proeeed to Step 7. 

Step 7 If i< t then set i equal to i+ 1 and go to Step 5. Otherwise, NR(L) [L,L]. 

Comments: 

Step 1 Since NR(R) NR(L), (see [6], Corollaire 7, p. 67) we may replace L by R. 

Step 2 This step is justified by Lemma 2.2. 

Step 3 This step is justified by Lemma 2.3. 

Step 5 The rank of A is not 0 by Lemma 2.4 (the eonditions of this lemma are fulfilled by 
Steps 2 and 3). If it is less than s, then J = A· [L, L] will be an ideal of L properly 
contained in [L, L]. Herree Lemma 2.5 (ensuring that Ll J is not nilpotent, and herree 
M =f:. L) and Lemma 2.1 justify the reeursive ealls. 

Step 6 For z, a, b E L we have 

[z, (ad y;)m([a, b])] = (ad y;)m([z, [a, b]]) 

which is proved by induction on m. From this it follows that h(A) · [L, L] is anideal 
of L for every polynomial h. In partienlar g(A) · [L, L] is an ideal of L and it is 
properly contained in [L, L] beeause g(A) is nilpotent. 

Step 7 If i t then all elements Yk act by a semisimple matrix on [L, L]. Furthermore 
these matrices eommute. So any uilpotent element of L is contained in the span of 
x1 , ••• , x,. lt follows that NR(L) is contained in [L, L]. By Step 1 we have that Lis 
solvable so that NR(L) [L,L]. 
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Remark. In [41], the following statement is used in place of Lemma 2.5. 

Let L be a finite-dimensional Lie algebra with a solvable ideal A and an ideal B contained 
in [A, A]. Then Lis ni/potent iJ and only if L/B is ni/potent. 

Unfortunately this statement is false. Take the following counterexample. Let L be an 
n + 2 dimensional Lie algebra with basis { x 1 , ... , Xn+2} and with commutation relations 
[xb x2] = Xn+2, [xb Xi] = Xi for 3 :::; i :::; n + 1 (the other brackets of basis elements are 
0). Set A = L and let B be the i deal of L spanned by { X3, ... , Xn+J}. Th en B is properly 
contained in [A, A] and L/ Bis nilpotent, but L is not. · 

Finally, L. Rónyai ([44]) proposed an algorithm that uses the radical of an associative 
algebra. As was remarked in Section 1.4.6, the radical of a finite dimensional associative 
algebra over a field of charaderistic 0 is easily calculated. By the following theorem this 
leads to an algorithm for determining the nilradical. 

Theorem 2.6 Let L be a finite-dimensional Lie algebra and let (ad L )* be the associative 
algebra generated by ad L inside End( L). Th en an element x E L lies in NR( L) iJ and only 
iJ ad x is contained in Rad( (ad L )*). 

For the proof we refer to [32], p. 36. 

A major disadvantage of the last algorithm is the fact that the dimension of the associative 
algebra (ad L )* may be substantially bigger than the dimension of L. In the next section 
we will present an algorithm that does not suffer from this problem. The algorithm does 
not require the calculation of algebraic numbers. It also does not use recursion. 

2.2 The Downward Method 

Here we describe an algorithm that approximates the nilradical from above by other ideals. 
Therefore we call it the Downward Method. In the sequel there will appear many ideals. lf 
we speak of a map ad x, we always mean the map adL x : L-+ L. 

Set Ia= {x E L I Tr(ad x) = 0}. Now for k ;::: 0 wedefine subspaces hof L in the following 
way: 

h = {x E h-1 I Tr( ad YI · · · ad Yk · ad x) = 0 for all YI, ... , Yk E L}. 

Then L 2 Ia 2 I 1 2 · · · . The next theorem states some useful properties of this series of 
subspaces. 

Theorem 2. 7 Por the sequence Ia, h, ... defined above we h~ve the following: 

1. h is anideal of L for k;::: 0. 
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2. NR( L) is contained in h for k 2: 0. 

3. Ij n = dimL then = NR(L). 

Pro of. 

L Choose x E h and y E L. We have to prove that [x, y] E /,.;. 

First we derive a useful relation. For Yb ... , Yk in L and 1 :::; t :::; k we have that 

Tr(ady1 .. ·adyt-I adyadyt· · ·adykadx) = 
Tr(ady1 · .. ady1 adyadyt+1···adykadx) 

This identity holds because the difference of these two traces equals 

Tr( ad Y1 .. · ad Yt-1 (ad y ad Yt - ad Yt ad y) ad Yt+I .. ·ad Yk ad x) = 

Tr(ady1 · · · adyt-I(ad[y,yt])adyt+I' · · adykadx), 

and the latter equals 0 as x E h. Now we have 

Tr(ady ad Y1 ···ad Yk ad x) 
= Tr( ad y1 ad y ad Y2 · · ·ad Yk ad x) 

... = Tr(ad y1 ···ad Yk ady ad x). 

(2.1) 

The first equality follows from Tr(AB) = Tr(BA). The other equalities follow from 
(2.1). Subtracting the right hand side from the left hand we get 

for all y11 •.. ,Yk in L, i.e., [x,y] Eh. 

2. Let (ad L )* be the subalgebra of the associative algebra Mn( F) generated by ad L. 
Let x be an element of NR(L ). Then by Theorem 2.6 it follows that ad x lies in 
Rad((adL)*). Hence, by definition of the radical of an associative algebra we have 
that ad x · a is nilpotent for all a in (ad L )*. So Tr( a · ad x) Tr( ad x · a) = 0 for all 
a E (ad L )*. The condusion is that x lies in h for all k :?:: 0. 

3. Because NR(L) is contained in In- 2 , we only have to prove that In- 2 is nilpotent. 
By Engel's theorem ([32], p. 36), In-2 is nilpotent if and only if adln-2 x is nilpotent 
for all x E In-2· 

Let x be an element of h ( k 2: 1) and suppose that the eigenvalnes of ad x are 
0, .\1, ... , Àn-l· From the fact that 

Tr((adx)1
) 0 forl=l, ... ,k+l 
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it follows that 
n-1 

St = I: À; 0 for l 1, ... , k + 1. 
i= I 

Let f be the polynomial ITJX À;) and write 

.f + alxn-2 + ... + an-l· 

Now we reeall Newton's identities (see [33], p. 287): 

s1 + a1 = 0 
s2+a1s1+2a2 0 

If k = n - 2, then s 1 s2 ••• = sn-l = 0. From this it easily follows that all 
À; must be 0 so that adL x is nilpotent. From this it follows that also adJ"_2 x is 
nilpotent and we are clone. 

0 

On the basis of Theorem 2.7 we can formulate an algorithm. Theorem 2.7, implies that it 
is correct and that it terminates after at most n - 2 steps. 

Algorithm NilRadical 
Input: A Lie algebra L of characteristic 0. 
Output: NR(L). 

Step 1 k := 0; I := Io; 

Step 2 if I is nilpotent then return I; fi; 

Step 3 k := k + 1; I := h; go to Step 2; 

We consider the calculation of a basis of h. First it is easily seen that a basis of I 0 can be 
computed by solving a system of linear equations. Let k 2:: 1 and let x E h-l· Then we 
have the following 

Tr( ad Y1 · · · ad y; ad Yi+t · .. ad Yk ad x) = 
Tr( ad Y1 ···ad Yi+t ad y; .. ·ad Yk ad x) + Tr( ad Y1 .. · ad[y;, Yi+t] .. ·ad Yk ad x) = 
Tr(ady1 · • • ady;+l ady; · · ·adykadx). 
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Hence, by linearity of the trace, we have that 

I~c ={x E h-1 I Tr(adx;, ···ad x;. ad x)= 0 for 1 :=:; i1 :=:; i2 :=:; • · • :=:; i~c :=:; n}, 

where {x1, ... ,xn} is a basis of L. Let {zb··· ,z.} be a basis of h-1• If x E h--1, then 
x = I; ÀjZj. If x is also an element of Ik, then for every k-tuple (x;" ... ,x;.) where 
i1 :=:; i2 :=:; · · • S i~c, we must have that Tr( ad x;1 • • ·ad x;. ad x) 0. This last condition 
amounts to the following linear equation in the variables Àj 

8 

l::Tr( ad x,, · · ·ad x,. ad Zj )Àj = 0. 
j=1 

1t follows that a basis of h can be computed by solving a system of linear equations. 

In the equation system for I~c, the number of "words" ad x;1 • • • ad x;. that have to be taken 
into consideration is bounded by (dim L )2 , because the dirneusion of (ad L )* is bounded 
by that number. So the number of steps taken by the algorithm is polynomial intheinput 
si ze. Concerning the sizes of the intermedia te results and of the output we use the following 
formula: 

h = {x E L I Tr( ad x;, .. · ad x;m ad x) = 0 for 0 :=:; m :=:; k}, 

where x 1 , ••• , Xn is a basis of L. For every basis element x;, the en tri es of the matrix 
ad x; are elements from the multiplication table. So in each step we have to .solve a 
homogeneous system of linear equations where the entries of the matrix of the equation 
system are polynomials in the constauts from the multiplication table. Herree the sizes of 
the intermediate results and of the output are polynomial in the input size. 

We would like to stress that in most cases the nilradical will be equal to h with k « n- 2. 
First we may suppose that the Lie algebraL is solvable, because NR(L) is equal to the 
nilradical of the solvable radical of L and this solvable radical is easily calculated (see 
Section 1.4.5). Now, if L is a solvable Lie algebra over an algebraically closed field, then 
by Lie's theorem (see [32], p. 50) there exists a basis of L such that thematrices of ad x 
for all x E L are in upper triangular form. If such a basis already exists over the rational 
numbers, then by the next proposition, we have that the nilradical of L will be equal to 
11. 

Proposition 2.8 Let L be a solvable Lie algebra over the field Q of rational numbers. 
Suppose that L "splits" over <Q i.e., there is a basis of L such that the matrices of ad x for 
all x E L are in up per triangular form. Then NR( L) 11 . 

Proof. 1f x is an element of 11 , then Tr((adx)2) = 0. But this number is the sum of the 
squares of the eigenvalues of ad x. So it can only be 0 if all eigenvalues of ad x are 0. The 
condusion is that 11 is a nilpotent ideal. D 
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However, there are Lie algebras for which this does not hold, as the next example shows. 

Example 2.9 Set ( 
cormnutation relations 

e2"ifq and let L be the Lie algebra with basis { x 0 , . •. , Xq} and 

for 1 ~i~ q 

for 1 ~ i,j ~ q. 

Then it is easily seen that NR(L) = (xb··· ,xq), but x0 Eh, for 0 ~ k < q -1. (Note 
that dimL = q + 1.) 

The next proposition expresses the fact that this is more or less the only example where 
we have to calculate the h up to k n - 2. 

Proposition 2.10 Let L be a finite-dimensional solvable Lie algebra over an algebraically 
closed field of characteristic 0. Suppose dimL n + 1 and NR(L) In-l but NR(L) =/= 
In_ 2 • Then we have that dim NR( L) = n and there is an element y of the complement such 
that the characteristic polynomial ofthe restrietion of ad y to NR(L) is xn -1. Moreover, 
if 6 does not divide n, then this delermines L upto isomorphism. 

Pro of. Let x be a nonzero element of the complement of NR( L) such that x E h for 
0 ~ k ~ n- 2. Let A be the restrietion of ad x to NR(L). Suppose dimNR(L) =mand 
let Àt, ... ,Àm be the eigenvalues of A. Then since ad x maps L into NR(L) (see [32], p. 
51, Theorem 13), we have that, except forsome extra occurrences of 0, these arealso the 
eigenvalues of ad x. Herree 

m 

s1 L À~ 0 for l 1, ... , n- 1. 
i=1 

If f X"' + a1X"'-1 + · · · + am is the charaderistic polynomial of A, then by Newton's 
identities we have that a1 = a2 ••• = an_1 = 0. Suppose that n - 1 2: m, then À1 = ... = 
Àm = 0. From this it follows that ad x is nilpotent and x E NR(L) ([32], p. 45, Corollary 
2). But this is a contradiction and hence m + 1 > n, so that the only possibility for m is 
m = n (as L is not nilpotent). Now it is also clear that am is the only nonzero coefficient 
of f. Hence if we set 

y 

then the charaderistic polynomial of ad y restricted to NR( L) will be xn - 1. 

Now the eigenvalues of ady on NR(L) are (i for 0 ~i~ n 1, where ( = e2"i/n. Hence 
there is a basis {x11 ••• , xn} of NR(L) such that x; is an eigenvector of ad y with the 
eigenvalue (i-1 , i.e., [y, x;] (i-1 x;. By the Jacobi identity we have that [x;, Xj] is an 
eigenvector of ad y with eigenvalue (i-1 + (i-1 . But if n is not divisible by 6, then a sum 
of two roots of unity is not a root of unity so that [x;, Xj] 0. It follows that L is the Lie 
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algebra of Exarnple 2.9. D 

The condusion is that the case where we have to calculate the i deals Ia up toa = dim L- 2 
is quite exceptional. 

Re mark. If L is defined over a field of charaderistic p > 0, then the proof of Theorern 2. 7 
only fails because the use of Newton's identities rnay not lead to the desired conclusion. 
However, if p ::=:: dirnL, then this problern does not occur. So the algorithrn also works in 
that case. 

To the best of our knowledge the only algorithrn that also works over all finite fields was 
described in [44]. There the author describes a polynornial time rnethod to find the radical 
of an associative algebra over ~ (see also [11]). By Theorern 2.6 this also leads to an 
algorithrn for calculating the nilradical. 

2.3 Evaluation 

Here we cornpare the algorithrn described in Section 2.2 with the other rnethods rnentioned 
in Section 2.1. We did not irnplernent the rnethod described in [2], because it requires the 
cornputation of algebrak nurnbers. An exarnple of a Lie algebra where this is necessary is 
provided by the Lie algebra Ln below. Hence we are left with three algorithrns: 

1. The Downward Method described in Section 2.2. 

2. The Upward Method described in Section 2.1. 

3. The rnethod proposed in [44] that calculates the radical of (ad L )*. We call it the 
Radical M ethod. 

We used two exarnples of solvable Lie algebras to put the algorithrns to a practical test. If 
n ::=:: 2 is an integer, then Kn is the subalgebra of the full matrix algebra Mn(Q) generated 
by all up per triangular matrices. It is a solvable Lie algebra of dirneusion ( n + 1 )n /2. 
The secoud exarnple Ln is an n + 1 dirnensional Lie algebra with basis { x0 , ... , Xn} and 
cornrnutation relations 

[xo,Xt] = Xn 

[xo, x;] = X i-I for i > 1 

[x;,xj] = 0 for i,j > 0. 

Notice that this Lie algebra is isornorphic (over an extension of Q) to the Lie algebra in 
Exarnple 2.9. 
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We let the methods calculate the nilradicals of Kn and Ln forsome values of n. The results 
are displayed in Tables 2.1 and 2.2, respectively. The values in the last two columns are 
part of the output of the Downward Method and the Radical Method respectively. 

n Downward Radical dimKn k dim adKn)* 
4 11 6 10 1 25 
5 4 21 38 15 55 
6 10 36 233 21 1 105 
7 24 63 1334 28 182 

Table 2.1: Computation times (in seconds) of the calculation of the nilradicals of Kn (the 6th 
column contains the number k such that h = NR(L)). 

n I Downward Upward Radical dimLn k dim{adLn)* 
13 • 17 13 11 14 12 26 
14 21 17 13 15 13 28 

15 I 
27 18 16 16 14 30 

116 35 20 19 17 15 32 

Table 2.2: Computation times (in seconds) of the calculation of the nilradicals of Ln (the 6th 
column contains the number k such that h ""'NR(L)). 

From this we see that the Radical Metbod becomes very slow if the dimension of (ad L )* 
gets big. Furthermore, the order of the Upward Method appears to be less than the 
order of the Downward Method, although we have no bounds on the running time of the 
first method. On the Lie algebras Ln the Downward Metbod will not have a very good 
performance because it is the "worst case" Lie algebra for this method (see Proposition 
2.10), whereas the Upward Methad is particularly well suited for this Lie algebra. Also the 
Radical Method has a good performance in this case, mainly because the dimension of the 
associative algebra is not growing rapidly. 
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Chapter 3 

Cartan subalgebras 

Cartan subalgebras are the talebearers of the semisimple Lie algebras in charaderistic 
0; the adjoint action of a Cartan subalgebra reveals the isomorphism type of such a Lie 
algebra. This will be exploited in Chapters 4 and 5 where algorithms for calculating the 
structure of semisimple Lie algebras will be given. 

InSection 3.1 we briefly describe two previously publisbed algorithms. In Sections 3.2, 3.3, 
and 3.4 a third algorithm is descri bed. It finds a locally regular element in the space ad L. 
The eigenspace conesponding to the eigenvalue 0 of such element is a Cartan subalgebra. 
The algorithm needs a subroutine that finds a non-nilpotent element in a Lie algebra. 
This is described in Section 3.3. A slightly different algorithm for calculating a Cartan 

_subalgebra is given for the case where the Lie algebra is of charaderistic p > 0 and re~tricted 
(Section 3.4). Finallyin Section 3.5 we give a practical evaluation of the algorithms. 

3.1 Known algorithms 

In [2] an algorithm for the construction of a Cartan subalgebra in a Lie algebra L of 
charaderistic 0 is described. It uses a reduction based on the following lemma. 

Lemma 3.1 Let I be an ideal of L and let K be a subalgebra of L containing I such that 
K/1 is a Cartan subalgebra of L/1. Let H be a Cartan subalgebra of K. Then H is a 
Cartan subalgebra of L. 

For the proof we refer to [1], Lemma 4. 

Now let R be the solvable radical of L. Then the algorithm first finds a Cartan subalgebra 
of the semisimpleLie algebra L/ R. Let K be a subalgebra of L containing R such that 
Kj Ris a Cartan subalgebra of L/ R. Then Kis solvable and the procedure finds a Cartan 
subalgebra in K. By Lemma 3.1 this is also a Cartan subalgebra of L. It follows that the 
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task of finding a Cartan subalgebra in an arbitrary Lie algebra is reduced to the cases where 
L is semisimple or solvable. In the semisimple case a maximal torus is constructed, starting 
with the semisimple part of a non-uilpotent element. Subsequently more semisimple parts 
of elements of the centraliser of this torus are added. In the solvable case the Lie algebra 
is divided by well-chosen ideals, again using Lemma 3.1. 

In [52], H. Zassenhaus described an algorithm for finding a Cartan subalgebra in a Lie 
algebra of characteristic zero. It is based on the following lemma. For the proof we refer 
to [50], Theorem 4.4.4.8. 

Lemma 3.2 Let L be an n-dimensional Lie algebra and assume that L is restricted ijL 
is of characteristic p. Let N be a nilpotent subalgebra of L. Set 

Lo(N) {x EL I (adytx = 0 for all yEN}. 

Then L0 (N) is a subalgebra of L and every Cartan subalgebra of L0 (N) is also a Cartan 
subalgebra of L. 

The strategy of the algorithm consists of trying to find a uilpotent subalgebra K of L such 
that L0 (K) is a proper subalgebra of L. When such a subalgebra is found, recursion is 
applied to find a Cartan subalgebra H of L0(K) and by Lemma 3.2, H is also a Cartan 
subalgebra of L. The algorithm starts with an arbitrary uilpotent subalgebra K. If L0(K) 
happens to be equal to L, then two strategies for replacing K are possible. First of all, 
if the centraliser of K in L is bigger than I< we can add an element of the complement 
to K in the centraliser and produce a bigger uilpotent subalgebra. We can do the same 
with the normaliser. However in this case, in order to get a uilpotent subalgebra, we must 
make sure that the element x of the complement acts nilpotently on K. If this happens 
not to be the case then x is a non-nilpotent element and hence the nilpotent subalgebra 
K spanned by x will have the property that L0(K) =/:- L. 

3.2 Locally regular elements 

Throughout this section V will be an n-dimensional vector space over the field F. 

Definition 3.3 Let M be a linear subspace of End(V). Let A E M and let Vo(A) be the 
Fitting null component of V relative toA (see Lemma 1.22). Then A E Mis called locally 
regular in M ij every BE M that stabilises V0 (A) acts nilpotently on Vo(A). 

Our objective is to give an algorithm for finding a locally regular element in a given subspace 
Mof End(V). The algorithm starts with an element A E M. If this element is not locally 
regular, then an element B E M is constructed such that V0 (B) is properly contained in 
Vo(A). We first derive a useful statement about the dimension of Vo(B). 
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Let M C End(V) be given by a basis { A1 , .•• , A.} and let x1, •.• , x. be s indeterrninates. 
Consicier a genericelement A= x1A1 + · · · + x.A. which livesin End(V 0F F(x11 ••• , x.)). 
Let f(T) E F(x~, ... , x.)[T] be the charaderistic polynornial of A. Then 

where j; E F[xb ... , x,] and deg fi i if j; f:. 0. Furtherrnore, the characteristic polyno­
rnial of an element B = /11 A1 + · · · + /1.A. is obtained by substituting X; = /1; inf. 

Lemma 3.4 Let B = /11A1 +···+!'.A. be an dement from M. Thtn the following are 
equivalent: 

1. dim V0 ( B) d, 

2. fn-d(tJb ... , t's) f:. 0 and Ji(/11, ... , t's) = 0 for n d < j :Sn, 

3. d n- rank(Bn). 

Proof. Since Vo(B) is the generalised eigenspace of B corresponding to the eigenvalue 0, 
we have that the dirneusion of this space is equal to the rnultiplicity of 0 as a root of the 
charaderistic polynornial of B. Hence 1. and 2. are equivalent. The equivalence of 1. and 
3. follows frorn Va( B) { v E V I Bnv 0}. 0 

The next proposition allows us to control the coefficients of the elernents I: a; A; that we 
construct. 

Proposition 3.5 Let n be a subset of F of size n + 1. Ij F is of characteristic 0 then 
wetaken = {1,2, ... ,n + 1}. Let M be a subspace ofEnd(V) with basis {A~, ... ,A.}. 
Let A = a 1 A1 + · · · + a.A. be an element of Af. Then we can find an element B = 
/11 A1 +···+!'.A. E M such that dim Vo(B) ::::; dim Va( A) and tJ; E n for 1 ::::; i ::::; s in 
deterministic polynomial time. 

Proof. Let d be the dirneusion of Va( A). Then by Lernrna3.4 we have that fn-d(a 1 , ••• , a.) 
is nonzero. Also, by the sarne lemma, we must look for elements 1'1? ... , t's in n such that 
fn-d(/111 ••• , /1.) f:. 0. By Lemma 1.35 this can be done at the expense of at most s(n-d+ 1) 
tests whether j n-d (u) 0 on veetors u E ( fl U {a~, ... , a.} )•. By Lemma 3.4 this can 
be done by inspecting the rank of Bn (where B = /11A1 + · · · + /1.A.). Hence these tests 
can be performed in time polynomial in the sizes of the rnatrices A; and the numbers a;. 0 

In the sequel we let Af be a linear subspace of End(V) with basis { A1 , ••. , A.}. lf A E M, 
then NM(Vo(A)) will denote the set of all elernents of Af that stabilise Va(A) (in linear 
matrix action). We also fix a subset fl of F of size n + 1. If Fis of characteristic zero, then 
we take fl = {1, 2, ... , n + 1}. The key to the algorithm will be the following proposition. 
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Proposition 3.6 Let A be an element of M. Suppose B E NM(Vo(A)) does 
nilpotently on Va( A). Then there is an element Co from f! such that V0 (A + eo(B 
properly contained in V0 (A). 

not act 
A)) is 

Proof. (c.f., the proof of Lemma 15.2 A in [29].) Set W V0 (A) and flc =A+ c(B A) 
for c E F. As A, B E NM(V0 (A)), we have that for all c E F the map flc leaves W 
invariant. Hence flc induces a transformation of V/W. It follows that the charaderistic 
polynomial of flc is the product of the charaderistic polynomials of flc on Wand on V/W. 
Let d =dim W and let fw be the charaderistic polynomial of flc on W and similarly for 
fvtW· Then 

fw(T, c) = Td + ft(c)Td-t + · · · + fd(c) 

and 
fvtw(T,c) rn-d + Yt(c)Tn-d-t + · · · + Yn-d(c), 

where the J; and g; are polynomials in c of degree less than or equal to i. 

By construction all eigenveetors of A belonging to the eigenvalue 0 lie in W. Hence 
Yn-d(O) =/= 0 so that Yn-d is not the zero polynomial. Furthermore, because B does not act 
nilpotently on W, there is an j; such that f;(1) =/= 0. In particular this j; is not the zero 
polynomial. The degree of f;Yn-d is less than or equal to n, herree there is a c0 E f! such 
that j;(Co)Yn-d(Co) =/= 0. Fromgn-d(Co) =/= 0 it follows that Vo(A+eo(B A)) is contained 
inW. And J;(eo) =/= 0 implies that Va( A+ eo(B A)) is properly contained inW. D 

Re mark. We can find an appropriate Co E f! by "trial and error": after at most n + 1 
computations of the dimension of a space of the form V0(A + c0(B- A)) we are clone. 

Now we are ready to formulate the algorithm for finding a locally regular element. Weneed 
an auxiliary procedure NonNilpotentElement(M, A) which returns an element B E M that 
doesnotact nilpotently on V0 (A). If no such element exists (in particular when V0 (A) = 0) 
then it will return the zero element of M. Here we assume that such a procedure exists. 
In the next section we wil! construct such a procedure in the case where M = ad L, for a 
Lie algebra L. 

Algorithm LocallyRegularElement 
Input: A basis { A1, ••. , A.} of a subspace M of End(V). 
Output: A locally regular element A = I: ai Ai of M such that a; E f!. 

Step 1 A:= 0; 

Step 2 B := NonNilpotentElement(M, A); 

Step 3 if B 0 then return A; fi; 

Step 4 Select an element Co E f! such that V0 (A + eo(B- A)) is properly contained in V0 (A); 
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Step5 A A+eo(B-A); 

Step 6 Replace A by an element B = 2: a:;A; such that a:; E f! and dim Vo(B) :::; dim Vo(A); 
Return to Step 2; 

The computability of Steps 4 and 6 is ensured by the Propositions 3.6 and 3.5, respectively. 
Since the dimension of Vo(A) decreases every round of the iteration, the procedure will 
finish. Furthermore, it is clear that upon termination A will be a locally regular element. 

We now consider the complexity of the algorithm. The body of the loop will be executed 
at most n = dim V times. Step 4 requires the calculation of the Fitting null component 
of at most n + 1 linear transformations. Furthermore, Step 6 needs a polynomial number 
of operations by Proposition 3.5. Also in this step the size of the coefficients is kept 
under controL So the polynomiality of the method depends on the auxiliary procedure 
NonNilpotentElement. If this procedure runs in polynomial time, then the algorithm 
LocallyRegularElement will also run in polynomial time. 

Proposition 3. 7 Suppose that M belongs to a class of subspaces of End V for which the 
routine NonNilpotentElement runs in polynomial time. Then we can find a locally regular 
element of M in polynomial time. 

There is also a very efficient randomised algorithm available. It is of Las Vegas type 
provided that we have an efficient metbod for testing whether a given element is locally 
regular. It is basedon the following proposition. 

Proposition 3.8 Let~ be a subset of F of size at least n/t forsome f > 0. Let a:1 , ••• , a:. 
be elements chosen randomly and uniformly from ~. Then the probability that the element 
A = a:1A1 + · · · + a:.A. is locally regular is at least 1 - L 

Proof. From Lemma 3.4 it follows that A is locally regular if and only if g( 0:1, ••. , a:.) :f. 0 
where gis a polynomial of degree at most n. By Corollary 1.34 we have that the probability 
thatg(a:b ... ,a:.) Oisatmostn/1~1 :=;nf(n/é) é. 0 

3.3 Finding a non-nilpotent element in a Lie algebra 

Throughout this section L will be a finite-dimensional Lie algebra over the field F. Here 
we realise the procedure NonNilpotentElement(M, A) where M ad L. By the following 
lemma this task is reduced to the task of finding non-uilpotent elements in Lie algebras. 

Lemma 3.9 Set M = adL and let A EM. Set I<= L0 (A). Then I< is a subalgebra of L 
and NL(I<) =I<. We have that BE NM(I<) doesnotact nilpotently on I< if and only if 
there is an element x E /( such that adK x is not a nilpotent map and B ad x. 
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Proof. The first two statements are Lemma 15.1 and Lemma 15.2B from [29]. Sirree 
I'h(K) = K we have that NM(K) = adL(K). So if B is an element from NM(K) not 
acting nilpotently on K, then B = adL x for some x E K such that adK x is not nilpotent. 
0 

By Engel's theorem ([32], p. 36) there exist elements x in L such that ad x is not nilpotent 
if and only if L is not a nilpotent Lie algebra. Now we consider the problem of finding 
such an element. 

lf L is defined over a field of charaderistic 0, then there is a particularly simple method 
available. 

Proposition 3.10 Let L be a non-nilpotent Lie algebra over a field of characte'ristic 0 
with basis { x1 , ..• , xn}, then the set 

contains a non-nilpotent element. 

Proof. lf L is solvable but not nilpotent then by Corollary 2 on p. 45 of [32], we have 
that the nilradical of L is the set of all uilpotent elements of L. Herree there must he a 
basis element x; such that x; is not nilpotent. On the other hand, if L is not solvable, 
then Theorem 5 on p. 73 of [32] implies that the Killing form of L is not identically 
zero. It follows that there exist basis elements x; and x j for 1 ::; i ::; j ::; n such that 
Tr(ad x;· ad Xj) =f:. 0. From 

Tr((adx; + adxJ}'2) Tr((adx;?) Tr((adxJ)2
) = 

Tr(adx; · adxJ) + Tr(adxj ·ad x;)= 2Tr(adx; · adxJ) =f:. 0 

we infer that the elements x;, Xj and x;+ Xj cannot be all nilpotent. 0 

If L is of characteristic p > 0, then we have to follow another course. 

Proposition 3.11 Suppose K is a proper subalgebra of L of dimension m such that K 
acts nilpotently on L. Suppose that x is an element of NL(K) \ K. Then either ad x is 
not ni/potent or K tagether with x generale a subalgebra of L of dimension m + 1, acting 
nilpotently on L. 

Proof. Let K denote the subalgebra generated by K and x. The fact that Kis of dimen­
sion m + 1 is trivial. Suppose that ad x is uilpotent and set U = adL( {x} UK). Then U is 
closedunder the bracket operation because x E NL(K). Furthermore allelementsof U are 



3.4 Cartan 33 

nilpotent maps. Now by Theorem 1 on p. 33 of [32] the associative algebra A generated 
by U is nilpotent. The condusion is that adL C A is also nilpotent. D 

If we start with /{ = 0 and repeatedly apply Proposition 3.11 then we either find a non­
nilpotent element, or after n steps we have that K L whence L is nilpotent. An element 
x E 1\h(K) \ /{ can be found by calculating NL(K). Alternatively, we can construct a 
sequence of elements in the following way. First we fix a basis of J{. Let x be an element of 
L not lying in K. Iffor somebasis element y of K we have that (x,y] f/. K, then replace x 
by [x, y]. Since K acts nilpotently on L weneed no more than dim L 1 such replacement 
operations to obtain an element lying in NL(K) \I<. 
Now the procedure NonNilpotentElement can be implemented using the method for find­
ing a non-nilpotent element. It clearly yields a polynomial time method if F is of charac­
teristic 0, or if Fis a finite field. In the other cases (i.e., when Fis an infinite field of prime 
characteristic) we do not have a bound on the size of the element produced by Proposition 
3Jl. 

It is also possible to use a randomised Las Vegas type method that finds its justification 
in the following proposition. The proof is similar to the proof of Proposition 3.8; therefore 
we do not formulate it. 

Proposition 3.12 Let L be a non-ni/potent Lie algebra with basis Xt, .•• , Xn· Let Ll be a 
subset of F of size at least n/ c. Let a1 , ••. , O:n be elements chosen randomly and uniformly 
from Ll. Then the probability that a 1x1 + · · · + O:nXn is not nilpotent is at least 1 é. 

Remark. In [2] also an algorithm is described for finding a non-nilpotent element in a Lie 
algebra of charaderistic zero. It is quite complicated so we do not reproduce it here. 

3.4 Cartan subalgebras 

Let L be a Lie algebra over the field F, where Fis of charaderistic zero, or a finite field. 
By the results of the preceding sections we can find a locally regular element in the space 
M ad L in polynomial time. By the next proposition this also yields a polynomial time 
algorithm for finding a Cartan subalgebra in L. 

Proposition 3.13 Let L be a finite-dimensional Lie algebra. Let A E ad L and set H 
L0 (A). Then H is a Cartan subalgebra of L if and only if A is locally regu/ar in ad L. 

Proof. Suppose that A is locally regular. By Lemma 15.1 and Lemma 15.2B of [29] we 
know that H is a subalgebra of L and NL(H) = H. Let x be an element of H. Then 
adLx E NadL(JI) and hence adLx acts nilpotently on H. By Engel's theorem ([32], p. 
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36), it now follows that H is uilpotent and hence it is a Cartan subalgebra. For t.he other 
direction let x E L be such that adL x stabilises H. Then x E NL(H) = H so that adL x 
acts nilpotently on H. The condusion is that A is locally regular in ad L. D 

The algorithm for finding a locally regular element is only guaranteed to work if the field 
of definition is of si ze at least dim L + 1. However, for restricted Lie algebras over fini te 
fields there a slightly different approach is possible. 

Algorithm RestrictedCartan 
Input: A restricted Lie algebra L. 
Output: A basis of a Cartan subalgebra of L. 

Step 1 A 0; 

Step 2 a NonNilpotentElement(L0(A), 0); 

Step 3 if a= 0 (i.e., L0 (A) is nilpotent) then return L 0 (A); fi; 

Step 4 A:= AU {a}; Go to Step 2; 

Clearly every step is computable. Furthermore, the quantity dim L0 ( A) decreases at every 
iteration, so that the algorithm finishes after at most n rounds. The correctness of the 
algorithm follows from Lemma 3.2. If L is nilpotent, then Lis its own Cartan subalgebra. 
Otherwise, L contains a non-nilpotent element a. The subalgebraK L0 ( {a}) is properly 
contained in L. By Lemma 3.2 every Cartan subalgebra of I< will he a Cartan subalgebra 
of L. Furthermore, the Lie algebra K will he restricted ( see the proof of Corollary 4.4.4.9 
of [50]). The condusion is that we may continue with K in place of L. 

By the results of Section 3.3 we can find non-nilpotent elements in Lie algebras over 
finite fieldsin polynomial time. Hence the algorithm RestrictedCartan is polynomial for 
restricted Lie algebras over finite fields. 

Remark. By Lemma 3.2, it also follows that the algorithm RestrictedCartan will work 
for Lie algebras of charaderistic zero. In that case however, we do not have satisfactory 
bounds on the sizes of the elements of the set A. 

3.5 Evaluation 

If L is a Lie algebra of charaderistic 0, then we have the following algorithms for finding 
a Cartan subalgebra: 
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LRE The algorithm that calculates a locally regular element in ad L. 

NSA The algorithm that recursively finds a Cartan subalgebra in L0 (K) where K is a 
nilpotent subalgebra of L (see Section 3.1). 

SeSo The method that reduces the task of finding a Cartan subalgebra of L to the cases 
where Lis either semisimple or solvable (see Section 3.1 ). 

We tried these methods on the Lie algebras sln(Q for n ::::c 4,5,6, 7,8. The structure 
constants of these Lie algebras were taken relative to the standard basis of .sln(Q. By 
e;'i we denote the n x n matrix with a 1 on position (i,j) and zeros elsewhere. Then the 
standard basis of s[.,.(Q is given by 

{e;j 11 5 i,j 5 n and i i= j} U {e?,- e;'+l,i+l 11 5 i< n}. 

The results are shown in Table 3.1 and graphically in Figure 3.1 
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Figure 3.1: Running times (in seconds) of the methods LRE, NSA, and SeSo on the input 
sln(Q for n = 4,5,6, 7,8. 

There are also two deterministic methods for restricted Lie algebras over a field F such 
that IFI > dim L, namely LRE, and RestrictedCartan. We also tried these methods on 
sln(IF625 ). The results are collected in Table 3.2. 

If L is defined over a big field (e.g., of size at least 2 dim L ), then Propositions 3.8 and 
3.13 give a straightforward randomised method to find a Cartan subalgebra in L. We also 
tested these methods. The results are displayed in Table 3.3. 

On Figure 3.1 and Table 3.1, 3.2 and 3.3 we make the following comments: 
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n dimsin LRE NSA SeSo 
4 15 2 19 55 
5 24 4 108 124 
6 35 14 494 252 
7 48 42 1835 480 I 
8 63 119 6330 1030 

Table 3.1: Running times (in seconds) of the methods LRE, NSA, and SeSo on the input 
sln(Q). 

'n Restricted Cartan LRE 
4 2 2 
5 7 8 
6 32 34 
7 128 136 

Table 3.2: Running times (in seconds) of the LRE method and RestrictedCartan on the 
input sln(~zs ). 

• Of the three deterministic methods in charaderistic zero, the LRE method is by 
far the fastest. The SeSo method suffers from the fact that it has to compute the 
Jordan decomposition of a matrix. For the NSA method the path towards a suitable 
nilpotent subalgebra is fairly long. 

• The scale of Figure 3.1 is logarithmic so that the points should lie on a straight line 
with slope equal to the order of the method. It turns out that LRE has an order 
of approximately 2.86, NSA an order of 4.06 and SeSo an order of 2.05. Since the 
order of the SeSo method is smaller than the order of the LRE method, the first 
method will eventually be faster. However, the numbers in Table 3.1 indicate that 
the dimension of the Lie algebra for which this happens will be so high that this is 
of minor practical value. 

n LRE (sln(~) Random (s["(~) Res. Cart. (sln(Jl:l62s)) Random (sln(Jl:l62s)) 
4 2 25 2 0.3 
5 4 985 7 1 
6 14 16676 32 3 

Table 3.3: Running times (in seconds) of the determinist ie and the randomised methods 
for s["(Q) and sln(1F625). 
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• It is seen that the algorithm RestrictedCartan is somewhat faster then the LRE 
method. Also the first algorithm can be applied more generally. So for restricted Lie 
algebras this method is to be preferred. 

• The randomised method for sln(Ql explodes. This is caused by the following: in 
s!n(Ql the algorithm for the computation of a non-uilpotent element will return a 
basis element or the sum of two basis elements, whereas a random element will be a 
sum of all basis elements, most of them with nonzero coefficient. In the computation 
of the Fitting null component, the first case wil! lead to a set of sparse equations, 
whereas in the second case we will have a nonsparse set of equations, for which the 
Gaussian elimination is much more difficult. 

• The randomised method for si,.(JF;,25 ) has a very good performance. This can be 
explained by the fact that in this case the Gaussian elimination is fast even for non 
sparse equations (there is no coefficient growth as in the charaderistic zero case). 
Furthermore, usually after one or two steps a locally regular element is found. 

Remark. We have used the LRE method without the replacement step (Step 6 of the 
algorithm LocallyRegularElement), because this step slows things down considerably. 
Furthermore, it is more of theoretica! than of practical value (in practice after two or three 
steps a Cartan subalgebra is found). 

3.6 Acknowledgement 
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Chapter 4 

The decomposition of a semisimple 
Lie algebra 

Let L be a semisimple Lie algebra over a field F of charaderistic 0. Then L is a direct 
sum of simpleideals (see [32], p. 71). In this chapter we present methods to obtain this 
direct sum decomposition. The Cartan decomposition of L relative to a Cartan subalgebra 
gives the key to understanding its structure. Here we use a somewhat weaker instrument, 
called the generalised Cartan decomposition. In Section 4.1 it is shown how to obtain the 
direct sum decomposition from a generalised Cartan decomposition. Then in Section 4.2 
algorithms are given for obtaining a generalised Cartan decomposition. 

4.1 The generalised Cartan decomposition 

First we transcribe two results from [32] on uilpotent Lie algebras of linear transformations. 
We reeall that V0 (A) is the Fitting null component of the vector space V relative to the 
linear transformation A (see Lemma 1.22). 

Lemma 4.1 Let A, B be linear transformations in a finite-dimensional vector space sat­
isfying 

[A, [A, ... , [A,B] ... ]] = 0 (n factors A) 

forsome n. Let p be a polynomial, then Vo(p(A)) is invariant under B. 

Proof. See [32], p. 40. 0 

Theorem 4.2 Let N be a nilpotent Lie algebra of linear transformations acting on a finite­
dimensional vector space V. Then there is a decomposition 
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where each V; is invariant under N and the restrietion of every element A E N to V; has 
a minimum polynomial that is a prime power (1 :::; i:::; s). 

Pro of. ( cf. [32] p. 41) If every element of N has a minimum polynomial that is a prime 
power, then we set t = 1 and V1 = V. Otherwise, let A be an element of N such that its 
minimum polynomial fA factors as fA = f';' 1 

• • • ftm' where the f; are distinct irreducible 
polynomials. Then 

V= Vo(ft(A)) E8 · · · E8 Vo(ft(A)). 

The minimum polynomial of the restrietion of A to Va(!;( A)) is f;m;. Furthermore, by 
Lemma 4.2 we have that each Va(!;( A)) is invariant under N, so that we can proceed by 
induction on the dimension. 0 

Now we turn our attention to semisimpleLie algebras. Let L be a semisimpleLie algebra 
over a field of charaderistic 0 with Cartan subalgebra H. Then via the adjoint represen­
tation H acts as a nilpotent Lie algebra of linear transformations on the vector space L. 
Hence, by Theorem 4.2, L decomposes as 

L = Lo E8 Lt E8 · · · E8 L. , 

where each L; is stabie under ad H and the minimum polynomial of the restrietion of ad h 
toL; is a prime power for all h E H. Now, because ad h is a semisimple transformation (see 
Corollary 15.3 of [29]), we have that this minimumpolynomial is irreducible. Furthermore, 
L 0 is the space conesponding to the polynomial X, i.e., 

L 0 ={x EL I (adh)mx = 0 for all hE Handsome m > 0}. 

Also, by Proposition 1 of Chapter III of [32], the space L 0 is equal to H. These consider­
ations lead to the following definition. 

Definition 4.3 Let L be a semisimpte Lie algebra with Cartan subalgebra H. A generalised 
Cartan decomposition of L with respect to H is a decomposition 

L = L 1 E8 · · · E8 L, E8 H 

such that L; is stabie under ad H and the restrietion of ad h to L; has an irreducible 
minimum polynomial for h E H and 1 :::; i :::; s. 

Remark. Let L be a semisimpleLie algebra with Cartan subalgebra H. If the minimum 
polynomials of the elements of H split into linear factors over the ground field, then the 
spaces L; in the generalised Cartan decomposition wil! be the common eigenspaces of the 
Cartan subalgebra. It follows that in this case the generalised Cartan decomposition coin­
cides with the Cartan decomposition as described in Section 1.1. 

The next theorem states that the generalised Cartan decomposition of L with respect to a 
Cartan subalgebra is compatible with the direct sum decomposition of L. 



4.1 The "ene,.ahs·e<l Cartan decc>mDI>siti<on 41 

Theorem 4.4 Let L be a semisimpte Lie algebra with Cartan subalgebra H and let 

L = L1 EB · · · EB L. H 

be a generalised Cartan decomposition of L with respect to H. Suppose that L decomposes 
as a direct sum of ideals, L I1 EB I2 . Then every L; is contained in either I1 or I2 • 

Pro of. By Proposition 1.27 there are two orthogonal idempotents E1 , E2 cammuting with 
ad L such that E1 + E2 is the identity on L and It EtL for l = 1, 2. Hence 

Let gE H, then (adh)mE1g E 1 (adh)mg = 0 for all hE Hso E1g EH (because 
L0 (H) = H). Therefore we have that E1H C Hand similarly E 2H C H. Set Ht EtH 
for l = 1, 2, then it follows that H decomposes as H H1 EB H2 and Ht is a Cartan 
subalgebra of I, for l I, 2. By the definition of generalised Cartan decomposition, there 
is an element h E H 1 U H 2 such that the restrietion of ad h toL; is nonsingular. ( Otherwise 
the minimum polynomial of the restrietion of every element of a basis of H to L; w.ould be 
X. This implies that [H, L,] 0 and by definition of Cartan subalgebra we have L1 C H, 
a contradiction.) 

First suppose that h E H1 • Then also h E I 1 so that ad h(L) C I 1 and in particular 
adh(L;) C I 1 . Now the fact that adh is nonsingular on L; implies that L; = [h,L,] C I 1 • 

In the same way hE H2 implies that L; is contained in Iz. D 

This theorem implies that the following algorithm is correct. 

Algorithm Decompose 

Input: A semisimpleLie algebra L. 
Output: A list of the direct surnrnands of L. 

Step 1 Compute a generalised Cartan decomposition L = L1 EB · · · EB L. EB H. 

Step 2 For 1 :5 i :5 s determine a basis of the ideal of L generated by L;. 

Step 3 Delete multiple instances from the list. 

In Step 1 an oracle is called that computes a generalised Cartan decomposition of a semisim­
ple Lie algebra. In the next section we will describe some methods to find such a decorn­
position. 

The algorithm is clearly polynomial, except maybe for Step 1, where the oracle is called. 
The cornplexity of this oracle will be discussed in the next section. 
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4.2 Calculating a generalised Cartan decomposition 

4.2.1 Splitting elements 

Throughout this section L wil! be a semisimple Lie algebra over a field F of charaderistic 
0 with Cartan subalgebra H. 

Definition 4.5 An element h E H is called a splitting element ij the minimal polynomial 
of ad h has degree dimL- dimH + 1. 

Let IJ> be the root system of L and set IJ>* = IJ> U { 0}. 

Lemma 4.6 Let L = EBaE~· La be a Cartan decomposition of L. Then hE H is a splitting 
element ij and only ij all numbers a( h) are differentfora E IJ>*. 

Pro of. Let ~ be a maximal subset of IJ>* such that for no pair a, (3 E ~ we have a( h) = 
(3(h ). Then the minimum polynomial of ad h is 

TI (X- a(h)). 
aELl. 

This polynomial is of degree dim L - dim H + 1 if and only if ~ = IJ>*. D 

Proposition 4. 7 Let h0 E H be a splitting element. Let 

L = L0 EB L 1 EB ... EB L. ( 4.1) 

be the decomposition of L such that the restrietion of ad h0 toL; has an irreducible minimum 
polynomial {1 ~ i ~ s). The subspace corresponding to the polynomial X is L 0 . Then 
H = Lo and the decomposition (4.1) is a generalised Cartan decomposition. 

Proof. Lemma 4.6 implies that dimL0 = dimH, and hence L 0 = H. Suppose that there 
is an h E H such that the restrietion of ad h to Lj has a reducible minimum polynomial. 
Then Lj =VI EB v2 and ad ho has the sameminimum polynomial on VI as on v2. So ad ho 
has an eigenvalue of multiplicity at least 2. But this contradiets Lemma 4.6. D 

Proposition 4.8 Splitting elements exist in H. 

Pro of. Let { h1 , ... , hl} be a basis of H and let h = 2:: E;h; be an element of H. Let a, (3 
be two elementsof IJ>•. Then the eigenvalue of h on La is 2:: E;a(h;). Consicier the function 

I 

!a,[J(ÀI, ... , >.i)= ~)a(h;)- (3(h;))À;. 
i= I 
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Then thesetof zerosof fo:,fJ corresponds to the elementsof H that have the same eigenvalue 
on Lo: as on Lf3. But this set is a hyperplane in H. So we must choose an element h0 E H 
lying outside a fini te set of hyperplanes. SirreeF is infinite, there are such elements. 0 

We define two abbreviations: N (dimL- dim H)/2 (i.e., the number of positive roots), 
m N(N + 1)/2. 

Proposition 4.9 Let 0 < € < 1 and let n be a subset of F of size at least mfc. Let 
EI, •.. 'f.{ be elements chosen uniformly and independently from n. Then the probability 
that h = I: r:.;h; is a splitting element is at least 1 €. 

Pro of. Let {all ... , ON} be the set of positive roots. Set a 0 = 0 in H*. Set 

l 

and set 

fii(xl,· .. ,x1) L:(a;(hk) ai(hk))xk, 
k"'l 

G(xt, ... ,x1)= IJ f;j(Xl, ... ,xn)· 
05i<j<f:cN 

Then I: r:.;h; is not a splitting element if and only if G( r:.1, ... , Et) = 0. 
deg G = m, Corollary 1.34 implies that the probability that G( eh .•• , Et) 

than m/lfll :5 c. 0 

Now since 
0 is less 

Proposition 4.9 gives a powerful randomised (Las Vegas type) algorithm for finding a 
splitting element in H. We also consider deterministic algorithms for finding a splitting 
element. Let G be the polynomial in the proof of Proposition 4.9. Substitute yi-l for x; in 
G. This yields a polynomial in F[y] of degree at most m(dimH- 1). Hence by trying at 
most m( dim H 1) + 1 values for y, we obtain a number Ç such that G(1, Ç, ... , çi- 1 ) -/: 0. 
A disadvantage of this algorithm is the fact that the numbers yi-I may be big even if y 
is small. However, if we have found a vector c ( c1, ••• , Et) such that G( €) -f: 0 then we 
can apply Lemma 1.35. Let n be a subset of F of size at least m + 1. Then we can find 
a vector Ç (6, ... ,{t) E fl1 such that G(Ç) -f: 0 at the expense of at most l(m + 1) tests 
whether G( v) = 0 for veetors v E (fl U { ét, ... , Et} t 
There is a second deterministic method relying on a second characterisation of splitting 
elements, expressed in the following lemma. Here (1, ad H) is the associative subalgebra 
of End( L) generated by 1 and ad H. It is of dirneusion dim L dim H + 1. 

Lemma 4.10 An element h E H is a splitting element ij and only ij 1 and ad h generale 
(1, ad H). 

Proof. The dirneusion of the subalgebra of (i, ad H) generated by 1 and ad h is equal to 
the degree of the minimum polynomial of ad h. This degree equals dim L - dim H + 1 if 
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and only if h is a splitting element. D 

The following algorithm is analogous to the method of finding primitive elementsin field 
extensions. 

Algorithm Primi ti veSpli tt ingElement 
Input: A semisimpleLie algebraL with Cartan subalgebra H with basis h1 , ... , ht. 
Output: A splitting element h E H. 

h :=hl; 
k := 2; 
while k:::; l do 

od; 

c := a constant such that (1,ad(h + chk)) contains ad hand ad hk 
h := h + chk 
k := k + 1; 

Due to the following lemma, we can find an appropriate constant c in the first step of the 
loop. 

Lemma 4.11 Let h1 ,h2 be elementsof H. Then there exists acE {0, ... ,m} such that 

(1,ad(h1 +ch2)) = (1,adh1,adh2). 

Proof. The dimensions of the associative algebras do not change if we tensor with the 
algebraic dosure of F, herree we may suppose that the ground field is algebraically closed. 
Let 

be the decomposition of L such that ad h1 and ad h2 have irreducible minimum polynomials 
on L; for 1 :::; i :::; t. So the restrictions of ad h1 and ad h2 to L; are scalar multiplications 
(1:::; i:::; t). It follows that (1,adh1,adh2) = A1 EB··· EB A1, where A;= (1L;) for 
1 :::; i :::; t. Herree the dimension of (1, ad h1 , ad h2) is t. We have to prove that there is a 
c E {0, ... , m} such that the dimension of (1, ad(h1 + ch2)) is also t. This is equivalent to 
the decomposition of L relative to ad( h1 +ch2 ) also having t components. Let { 0:1, ... , O:N} 
be the set of positive roots and set a 0 = 0 in H*. For 0 :::; i < j :::; N we consider the 
function 

We have that g;j(x) = 0 if and only if La; and La1 are both subspaces of Lk for some 
k E { 1, ... , t}. Also we have that g;j ( eo) =f. 0 if and only if ad( h1 + eoh2 ) separates La; 
and La1 (i.e., the eigenvalues of ad(h1 + c0 h2 ) on La; and La

1 
differ). Now let G(x) be 
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the product of all g;j(x) that are not identically zero. If G(eo) ;:j:. 0, then the decompo­
sition of L relative to ad( h1 + eoh2 ) has also t components. Si nee deg G s; m, there is a 
Co E { 0, ... , m} satisfying this requirement. 0 

The deterministic methods for finding a splitting element are clearly polynomial. In order 
to find the Cartan decomposition we need to factor one polynomial so that the resulting 
algorithms are polynomial time f-algorithms. 

Remark. If L is defined over a field of characteristic p ;:j:. 2, 3, then most statements in 
this chapter hold for L, provided that the Killing form of L is nondegenerate. In this case 
L behaves like a semisimp Ie Lie algebra of charaderistic 0 ( see [48]). The only difference is 
that splitting elements need not exist if the size of the ground field is small. By the proof 
of Proposition 4.9 it is seen that if IFI > m, then splitting elementsexist in H. In that 
case the algorithm PrimitiveSplittingElement also works. The randomised method is 
only guaranteed to work if IFI ~ m. 

Rem ark. If h E H is a splitting element, then L0 ( ad h) H, so that every element of 
ad H acts trivially on L0 (ad h). It follows that ad h is a locally regular element inthespace 
ad H (see Definition 3.3). The converse is not true however. See Example 4.14 below. 
There ad h1 is a locally regular element in ad H, but h1 is not a splitting element. 

4.2.2 Decomposable elements 

Here we show a method for calculating a generalised Cartan decomposition of a Lie algebra 
L defined over a small finite field. 

Definition 4.12 Let V be a subspace of L stabie under ad H. Let Tv be the associative 
algebra generaled by 1 and ad hiV for h E H. Let x E Tv and let f be the minimum 
polynomial of x. Then x is called decomposable (on V) iJ f is reducible. And x is called 
good (with respect to V) iJ f is irreducible and deg f dim Tv. 

Algorithm GeneralisedCartanOverSmallFields 
Input: A Lie algebra L with nondegenerate Killing form, defined over a field F with q 
elements. 
Output: A generalised Cartan decomposition of L. 

H := CartanSubalgebra(L); 
dec:= {L1 (H)}; k := 1; 
while k :::; #dec do 

V := the k-th element of dec; 
Tv := the associative algebra generated by 1 and adv H; 
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od; 

x := a random element from Tv; 
f := the minimum polynomial of x; 
U1, .. . , fs} := the factorisation of J; 
if f is irreducible then 

if deg(J) =dim Tv then k := k + 1; fi; 
el se 

V;:= Vo(Ji(x)); (1 ~i~ s) 
dec:= dec U {Vi, ... , V,}; 
erase V from dec; 

fi· 
' 

The decomposition of a semisimple Lie algebra 

Proof. First we prove the correctnessof the algorithm. At termination we have that for 
every element V of the set dec there exists an xv E Tv such that xv is good with respect 
to V. Then xv generates Tv and xv has an irreducible minimum polynomial. This implies 
that Tv is a field and every element of Tv has an irreducible minimum polynomial. Hence 
the minimum polynomial of ad hjV is irreducible for every h E H. The condusion is that 
the elements of dec farm a generalised Cartan decomposition. 

To prove termination we must show that the random element x chosen in the algorithm is 
either decomposable or good with sufficiently high probability. Let V be a subspace of L 
that is stabie under H. Let Tv be the associative algebra generated by ad hiv for h E H. 
We have that Tv is a semisimple commutative associative algebra (see [47], Theorem 11.1.2) 
so that Tv splits into a direct sum 

Tv= F1 EB··· EB F, 

where the Fi are finite extensions of the ground field F. This follows from Wedderburn's 
structure theorem (see [40]). 

lf s = 1 then Tv = ~m. We estimate the probability that x is good. First of all, if m = 1 
then all elementsof Tv are good. Now suppose that m > 1. Let E be the subset of Tv 
consisting of all elements x of Tv that do not !ie in a proper subfield of Tv. Now to every 
irreducible polynomial f over JFç corresponds a subset of m elementsof E (namely thesetof 
the roots of J; see [38], Theorem 2.14). Also the sets corresponding to different irreducible 
polynomials do not intersect. Let Nq(m) be the number of irreducible polynomials over 
]Fç. Write m = abwherebis the largest proper divisor of m. Then 

dim 

2: qm -l- ... _ q 

m l-1 
q -q--. 

q-1 
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(See [38], Theorem 3.25). An element x E Tv is good if and only if x E E. And the 
probability that a randomly chosen element x E Tv lies in E is 

IEl > ( m l- 1 )/ m -- q -q-- q 
qm q -1 

1- _1_1- 1/qb > 1- 1 > ~ 
qa-1 q _ 1 - qa-l(q- 1) - 2' 

Now let s > L We now estimate the probability that x is decomposable. First we have 
that x :::: x1 + · · · +x. where x; E F; are randomly and independently chosen elements. 
The minimum polynomial of x is the least common multiple of the minimum polynomials 
of the x;. So if x is not decomposable then all x; have the same minimum polynomiaL 
It follows that the subfields of the generated by the x; are all isomorphic. Let this 
subfield be lFgm. We may suppose that all F; are equal to JF"m; otherwise the probability 
that X; E JF"m is less. Now we assume that we have chosen an element x1 E F1 with an 
irreducible minimum polynomial f of degree m. Because there are exactly m elements in 
F2 with minimum polynomial equal to J, we have that the probability that a randomly 
chosen element x 2 E F2 also has minimum polynomial f is equal to 

lt follows that the probability that x is decomposable is 2:: 1/2. The condusion is that 
the probability that a randomly chosen element is either good or decomposable is 2:: 1/2. 
Hence we expect to find such an element in at most two steps. 0 

Corollary 4.13 Let L be a Lie algebra over a finite field with a nondegenerate KilZing 
form. Then there is a Las Vegas f-algorithm for calculating a generalised Cartan decompo­
sition of L. 

Remark. The algorithm described in this section also works over big fields; then the 
random element from T will be a splitting element with high probability. 

Remark. The method given in this section provides a simplicity test for Lie algebras that 
have a nondegenerate Killing form. But if L is a semisimple Lie algebra of charaderistic 
p, then L may have a degenerate Killing form (examples are the Lie algebras of type W, 

H, K, see [19]). In this case the algorithm above may fail because the associative al­
gebra generated by ad H may not be a torus. However, a convenient way of solving this 
problem is provided by the Meataxe algorithm (see [28]). Let A be the associative algebra 
generated by ad L. Then L is a fini te dimensional module for A and a proper submodule 
will correspond to an ideal of L. So L is simple if and only if L is irreducible as A-module. 
Now the MeatAxe package of GAP provides a method for testing irreducibility. It has the 
disadvantage that the dimension of A is substantially bigger than the dimension of L. For 
instanee if L is simple of dimension n, then the dimension of A is n 2 (see the proof of 
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Theorem X.3 in [32]). However, for Lie algebras of small dimension the MeatAxe provides 
an efficient simplicity test. We tested the simplicity of the Lie algebra A2 EB G2 defined 
over ]F5 using the MeatAxe. It needed 27 secouds to decide that the module was not irre­
ducible. Since in this case the Killing form is not degenerate, we also tried the algorithm 
described in this section; it needed 803 seconds to calculate the direct sum decomposition. 

4.3 Examples 

Example 4.14 Let L be a 6 dimensional Lie algebra with basis 

The structure constants of L are specified in Table 4.1. 

[hhxl] = 2x1 (h2, X1] 
(hl, YI] -2y1 [h2, Y1J 
[hl> x2] = 2x2 [h2,x2] 
[h1, Y2J -2y2 [h2, Y2] 

. [xb Yt] ~hl+ ~h2 [xz, Y2l 

2xl 
-2y1 
-2x2 

2y2 
~h1- ~hz . 

Table 4.1: Nonzero products of the basis elementsof a 6 dimensional Lie algebra. 

Brackets of pairs of basis elements that are not present are assumed to be 0. The determi­
nant of the matrix of the Killing form is 216

, herree Lis semisimple. As is easily verified, 
H = (h1 , h2) is a Cartan subalgebra. 

First we take the ground field to he equal to Q Th en the minimum polynomial of ad( h1 + 
2h2) is X(X + 6)(X- 6)(X + 2)(X 2) so that h1 + 2h2 is a splitting element. The 
decomposition of L relative to ad( h1 + 2h2 ) is 

(4.2) 

Now the i deal generated by x1 is spanned by { x1 , Yb ( h1 + h2 ) /2}. Similarly, the i deal 
generated by x2 is spanned by {x2 ,y2 ,(h1 - h2)/2}. It follows that we have found the 
decomposition of L into simplei deals. 

The structure constantsof L can also be viewed as elementsof lF3 • So now we take JB; as the 
ground field. Then the Killing form is nondegenerate so that we can apply the algorithm 
described inSection 4.2.2. The Fitting-one component L1(H) is spanned by { x1 , y1 , x2 , y2}. 

The minimum polynomial of ad(h1 +2h2 ) is X(X -l)(X- 2) (denoting the elementsof lF3 
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by {0, 1, 2} ). So h1 + 2h2 is a decomposable element and the conesponding decomposition 
of L1(H) is 

L1(H) = (x1) EB (y1,x2) EB (Y2)· 

Now we turn our attention tothespace V= (y~, x2) (the other two spaces are 1-dimensional 
and herree irreducible). The minimum polynomial of the restrietion of ad(h1 + h2 ) to V is 
X(X- 2) so that h1 + h2 is a decomposable element. We again find the generalised Cartan 
decomposition ( 4.2). 

Example 4.15 Let L be a Lie algebra with basis {x~, ... , x6 } and multiplication table as 
shown in Table 4.2. 

XI X2 X3 X4 xs X6 

XI 0 0 2x4 -2x3 -2x6 2xs 
X2 0 0 2x3 2x4 -2xs -2x6 
X3 -2x4 -2x3 0 0 X2 XI 

X4 2x3 -2x4 0 0 XI -X2 

xs 2x6 2xs -X2 -XI 0 0 

X6 -2xs 2x6 -XI X2 0 0 

Table 4.2: Multiplication table of a 6 dimensional Lie algebra. 

The determinant of the matrix of the Killing form is -220 so that L is semisimple. A 
Cartan subalgebra of Lis spanned by {x~,x2 }. The minimum polynomial of ad(x 1 + x2) 
is X(X 2 - 4X + 8)(x 2 + 4X + 8). Herree x 1 + x 2 is a splitting element. The corresponding 
generalised Cartan decomposition is 

where Li,j is the subspace spanned by {xi,Xj}. From the multiplication table it follows 
that the ideals generated by L3 ,4 and L5,6 are both equal to L. Hence, by Theorem 4.4 we 
have that L is a simple Lie algebra. 

4.4 Evaluation 

In Section 1.4.6 a more general method for decomposing a Lie algebra as a direct sum of 
ideals is described. Here we campare this general method with the special methods for 
semisimpleLie algebras that we propose. The general method has of course the advantage 
of being more generaL However, a disadvantage of this method is the fact that it com­
putes the centraliser of ad L in the matrix algebra MdimL(F). Sirree the dirneusion of this 
centraliser can he significantly bigger than the dirneusion of L, this may he a difficult task. 

So now we have the following methods: 
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• (Genera! metbod) Tbe algoritbm described inSection 1.4.6. 

• (Random) Tbe metbod tbat uses tbe randomised metbod to find a splitting element. 

• (Subs.) Tbe metbod that substitutes yk+l for x~; in the polynomial Gin order to find 
a splitting element. 

• (Prim. elt.) The algoritbm tb at finds a "primitive element" in tbe associative algebra 
generated by 1 and ad H. 

• (Dec. elt.) The algoritbm given inSection 4.2.2 that uses decomposable elements. 

We have tested these methods onsome direct sums of 5[2 , 5[3 and 5[4 over the field <Q We 
took tbe standard Chevalley basis to produce tbe structure constants of L. The results 
are shown in Table 4.3. Tbe randomised metbod used a set of 2m elements, from which 
it selected tbe coefficients of a splitting element. From tbis table we see tbat the running 
times of the general method increase rapidly if the dimeosion increases. This is caused by 
tbe computation of the centraliser of ad L in MwmL(F). Tbe primitive element metbod 
bas the disadvantage that it bas to calculate the dimeosion of an associative algebra many 
times. It is seen tbat the randomised method is tbe fastest. 

Lie algebra dimeosion General metbod Random Subs. Prim. elt. Dec. elt. 
5!2 EB sl2 6 12 13 13 13 18 
5l2 EB 5!3 11 35 24 39 31 33 
sl3 EB 513 16 127 38 64 113 71 
512 9 514 18 205 48 69 150 109 

Table 4.3: Running times (in seconds) of tbe algoritbms for decomposing a semisimple Lie 
algebra. 
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Chapter 5 

The type of a semisimple Lie algebra 

The human mind has proved to be able to solve the problem of the identity of simple Lie 
algebras. Let L be a simple Lie algebra over an algebraically closed field F of charaderistic 
0. Then L is known: it is isomorphic either to an element of one of the "great" classes of 
simpleLie algebras (At, Bz, Ct, D1) or to one of tbe exceptional Lie algebras (E6 , E1 , Es, 
F4, G2). 

Tbe semisimple Lie algebras are direct sums of simple ones. Hence also the semisimple Lie 
algebras are classified. If a given Lie algebra L is isomorpbic to e.g. A2 + D5 + G2 , tben 
we cal! A2 + D5 + G2 tbe type of L. 

In Section 5.1 we give a metbod for obtaining tbe type of a semisimpleLie algebra with 
structure constants in Q Tbereby we solve tbe isomorpbism problem for semisimple Lie 
algebras over \IJ! ba ving structure constants in Q In Section 5.2 we give a different metbod 
for solving this problem. Finally in Section 5.3 examples are given and the two methods 
are evaluated. 

5.1 Identifying a semisimpleLie algebra 

For a semisimpte Lie algebra we would like to be able to obtain its type. In general 
however, to calculate tbe root system and the corresponding Cartan matrix, we need 
arbitrary number fields. We have an example illustrating tbis. 

Example 5.1 Let L be the 6-dimensional Lie algebra of Example 4.15. Then, as shown 
in Example 4.15, Lis simple. However, over \!J1there is only one 6-dimensional semisimple 
Lie algebra, namely A 1 + A1• In this case, to obtain a splitting of the Cartan subalgebra, 
weneed the field Q H), a field of degree two. 

51 
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Let H be a Cartan subalgebra of L with splitting element h (see Section 4.2.1). Then the 
degree of the field extension needed to split the action of ad h can be very large (if the 
minimum polynomial of ad h is irreducible and of d, then "generically" the degree 
of the field extension needed is d!). The idea we pursue here is to avoid working over 
large number fields by reducing the Lie algebra modulo a prime number p. (Note that 
if we multiply all basis elements by a scalar À, then the structure constants relative to 
this new basis are also multiplied by .\, so that we can get all structure constants to be 
integers.) The algebraic extensions of ft;, are much easier to handle. If p does not di vide 
the determinant of the matrix of the Killing form, then the reduced Lie algebra fits into a 
similar classification (see [48]). The only thing we have to prove is that both Lie algebras 
produce equivalent Cartan matrices. 

We start with a semisimple Lie algebra K defined over Q with a basis chosen in such a 
way that the structure constants relative to this basis lie in Z. We may assume that this 
basis contains a basis {hl> ... , h1} of a Cartan subalgebra. Let f; be the charaderistic 
polynomial of ad h; for 1 :S i :S 1. Write f, = xm• g, where g;(O) # 0. If p ;::: 7 is a 
prime number not dividing the determinant of the matrix of the Killing form of K and not 
dividing the numbers g;(O) for 1 ::::; i ::::; 1, then p is called pleasant. In the sequel we use a 
fixed pleasant prime number p. 

Let F be the smallest number field containing all eigenvalues of the ad h; for 1 ::::; i ::::; l and 
let oF be the ring of algebrak integers of F. There exists a prime i deal p of oF such that 
P n Z (p) (see [34], p. 9). Let 

o~ { ; 1 x E oF, y E oF \ P} 

be the localisation of OF at P. Let Mp be the unique maximalideal of 0~. It follows that 
there is an m > 0 such that 0~ /MP = ft;,..,., the fini te field of pm elements. 

Now let L be a Lie algebra over 0~ with the same multiplication tableas K. Set 

Let </> : 0~ -+ Jt;,m be the projection map. In the obvious way </> carries over to a map from 
L to Lp. Let {x11 •.• ,xn} be a basis of Land set x;= x;® 1 ELp for 1::::; i::; n. Then 

n n 

<f>(_E a; x;) = ,E <!>( a;)x;, 
i:l i=1 

where {xl> ... , Xn} is a basis of Lp. Let "' be the Killing form of L and let "-p be the 
Killing form of Lp. The structure constants of Lp are the images under </> of the structure 
constauts of L, and hence they lie in the prime field ft;,. From this it follows that 

"-p(</>(x),</>(y)) = </>(K-(x,y)) for x,y EL. 
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Because pis pleasant, we have that "P is nondegenerate. 

Sirree the structure constants of L are the same as those of K, also the basis of L corre­
sponding to these structure constants contains a basis of a Cartan subalgebra H. Let Hp 
be the image under 4> of H. Furthermore H* will be the dual space of H ( defined over 0~) 
and H; will be the dual of Hp. The map 4> induces a map 

~: H*---+ H;. 

For À: H-+ 0~ an element of H* we set ~(À)(c/>(h)) = c/>(À(h)). The image of À is denoted 
by >-. 

Sirree 0~ contains all eigenvalues of ad h; for 1 ::; i ::; l, the roots exist over 0~. Let 
R C H* be the set of roots and denote the image of R under ~ in H; by R. Then the 
elementsofRare the roots of LP. 

Lemma 5.2 The subalgebra HP of Lp is a Cartan subalgebra of LP. 

Proof. Let a be a root of L. The fact that pis pleasant implies that the multiplicity of 0 
as a root of f; is the same as the multiplicity of 0 as a root of]; and herree ö: is nonzero. So 
if Xa is a nonzero element of the root space of Lp belonging to ö:, then there is an index i 
such that [h;, x a] = a(hi)xa is nonzero. Herree if [h, i] E HP for an x E Lp and all h E HP, 
then x E Hp, i.e., the normaliser of HP in Lp is Hp itself. The fact that HP is nilpotent is 
a consequence of the nilpotency of H. 0 

Lemma 5.3 The restrietion of "P to HP is nondegenerate. 

Proof. Let h be an element of Hand hits image in HP. Let L =HEB L1 (H) be the Fitting 
decomposition of L relative to H (see Proposition 1.23). Then from [32], p. 108, it is seen 
that "(h,x) = 0 for all x E L1 (H). Herree also "P(h,x) = 0. Because "Pis nondegenerate 
there must be a g E H such that "P(h, g) is nonzero. 0 

It is well known that we can identify H and H* because the Killing form is nondegenerate. 
Let À be an element of H*. Then the corresponding element O(À) of H is required to satisfy 
"(O(À),h) = À(h) for all hE H. If {h~, ... ,hl} is a basis of Hand O(À) = a1 h1 +···+a1h1, 
then we have the system of equations 

(5.1) 

By Lemma 5.3 the determinant of the matrix of this system is an integer not divisible by 
p. Herree by Cramer's rule there exists a unique solution over 0~. Also by Lemma 5.3 we 
have that in the case of Lp there is a similar map OP. 
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Lemma 5.4 We have the following identity: 

<P 0 () = ()p 0 J. 

Proof. Choose ). E H* and suppose that OP(J(>.)) = b1h1 + · · · + btht, where b; E IFPm. 
Then because J(>.)(h;) = <P(..\(h;)) we have that the system of equations for the b; is just 
the image under <Pof the system of equations (5.1). Hence b; = <P(a;) and we are done. D 

U sing the map (), a bilinear form ( , ) is defined on H* by 

In the same way there is a hilinear form ( , )p on H;. 
Lemma 5.5 For ..\,p EH* we have <P((..\,p)) = (5.,ji)p· 

Proof. The proof is hy straightforward calculation: 

D 

</J(K(O(..\),O(p))) 
Kp(</1(0(..\)), <P(O(p))) 
Kp(Op(J(>.)),Op(J(p))) hy Lemma 5.4 

(J(>.), J(p))p· 

Let a and f3 he two roots; then we set 

2( a, f3) 
(/3, f3) = (a, /3). 

For the modular case we have a similar formula 

2(a,t3)p = (- /3-) 
(/3, f3)P a, p· 

We remark that since p:?:: 5, Theorem 5.6 of [47] implies that (P, P)P is nonzero. 

We call a set of roots { a 1 , ... , a1} a fundamental system if for any root a one of the 
following holds: 

1. a is a memher of a sequence of the form a;,, a;, + a;2 , a;, + a;2 + a;3 ••• 

2. -a is a memher of such a sequence. 
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We note that every root system has a fundamental system (see [29], [48]). If { o:b ... , o:1} is 
a fundamental system, then C = (o:;, O:j) (respectively C (ä;, äj)p in the modular case) 
is the corresponding Cartan matrix. 

Proposition 5.6 Let C he a Cartan matrix of R, then </>(C) is a Cartan matrix o{R. 

Pro of. Let { o:1, ••• , 0:1} he a fundamental system of roots in H*. Then it is immediate 
that { ä 1, ••• , ä1} is a fundamental system of roots in H;. Herree Lemma 5.5 implies that 

0 

Corollary 5.7 From a Cartan matrix ofR we can reeover a Cartan matrix of R. 

Proof. The numbers (o:;,o:j} are known to he 2, 0, -1, -2 or -3 ([32], p. 121). Because 
p ~ 7, we can reeover those numbers from their images in Jl';,. Now Proposition 5.6 finishes 
the proof. 0 

The above results lead to the following algorithm: 

Algorithm Type 
Input: A semisimpleLie algebra L over Q 
Output: The type of L. 

Step 1 Calculate a Cartan subalgebraHof L (Chapter 3). 

Step 2 Extend a basis of H to a basis of L and multiply by an integer in order to ensure 
that all structure constants relative to this basis are integers. 

Step 3 Select a pleasant prime p. 

Step 4 Let S be the table of structure constants obtained from the table of structure con­
stants of L by reducing every constant roodulo p. Let Lp be the Lie algebra with 
structure constants table S, defined over lFP~ where mis large enough to ensure that 
the charaderistic polynomials of ad h; for h; in a basis of Hp split into linear factors. 

Step 5 Decompose Lp into a direct sum of simpleideals (Chapter 4). 

Step 6 For each component of Lp, determine a fundamental system inside the root system. 
Calculate the Cartan matrices which determine the type of L. 
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Remark. The integer m in Step 4 will be the least common multiple of the degrees of 
the irreducible factors of the minimum polynomials of ad h;, where h; runs over a basis of 
Hp. Also, if Lp has a splitting element, then m will be the least common multiple of the 
degrees of the irreducible factors of the minimum polynomial of a splitting element. We 
have no proof that this number is polynomial in the dirneusion of L, so that we do not 
know the complexity of this algorithm. 

Remark. The number -3 will occur in the Cartan matrix only if there is a simplefactor 
isomorphic to G2 • So if the semisimpleLie algebraL has no ideals of type G2 , then we can 
take p;::: 5. On the other hand, if a simpleideal I of Lis of type G2 , then we can recognise 
it by inspeetion of the dimension and the rank. The condusion is that we can always take 
p:::: 5. 

Remark. The only cases where we need to calculate the root system of a simple compo­
nent KofLis where Kis isomorphic toBt, cl or E6. The Lie algebras BI and cl have 
the same dimension and rank and the dirneusion and rank of E6 are equal to those of B6 

and C6 • The other simple Lie algebras reveal their type by their dimension and rank. 

Remark. For the numbers {a, ,B) appearing in the Cartan matrix there is a well-known 
formula. Let s and t be the largest non-negative integers such that 

a-sf3,a-(s-1){3, ... ,a+(t-1){3,a+tf3 

are all roots. Then (a, {3) = s t ([29], p. 45, see Theorem 5.6 of [47] for the modular 
case). This gives an easy and fast algorithm to calculate these numbers. 

5.2 Isomorphism of semisimple Lie algebras 

Here we present an algorithmic method to decide whether two semisimpleLie algebras are 
isomorphic. Let L be a semisimpleLie algebra of dimension n with Cartan subalgebra H. 
Suppose {h1 , .•• , hl} is a basis of H. Let x 1 , ••• , x1 be indeterminates and set h I: x;h; 
which is an element of L ® F(xt, ... , x1). Let 

be the characteristic polynomial of ad h. Then we call f the characteristic polynomial of 
the action of H on L. 

Theorem 5.8 Let L1 and L2 be semisimple Lie algebras over an algebraically closed field 
F of characteristic 0. Let H1 and H2 be Cartan subalgebras of L1 and L2 , respectively. 
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Suppose dimH1 dimH2 =land dimL1 dimL2 = n. Let 

and 
f2(T) = Tn + q1 (Yb . .. , Yt)Tn-l + · · · + qo(Yl, ... , yt) 

be the characteristic polynomials ofthe action of H1 (on L1} and H2 (on L2), respectively. 
Then L 1 and L2 are isomorphic if and only iJ there is a transformation 

{ 

fh == anx1 + a1zXz + · · · + a11x1 

~~ = aax1 + a12xz + · · · + auxt 

such thatdet(a;j) =f 0 andp;(xJo ... ,xt) q;(i]l, ... ,fit) forl SiS l. 

(5.2) 

Proof. Write Ll = vl Ef:l Hl and Lz = V2 Ef:l Hz (direct SUffiS of vector spaces), where the 
subspaces Vi and V2 are the sums of the root spaces of L1 and L2 , respectively. Suppose 
that L1 and L2 are isomorphic. Because all Cartan subalgebras are conjugate (Theorem 
IX.3 of [32]), we may assume that an isomorphism L1 --+ L2 maps H1 to Hz. Let a:1 , •.. , a, 
be the roots of L1 and let { h1 , ... , ht} be a basis of H1 . Then 

r 

J1(T) T 1Il(T- a:;(ht)xl · · ·- a;(ht)xi). 
i=l 

A base change of V1 doesnotaffect the characteristic polynomial of the action of H1. Hence 
we consider the effect of a base change in H1 on the polynomial /J. Suppose {hl> ... , ht} 
is a second basis of H1, where h; = 2:, akihk. Then 

l I 

a;(ht)xt = T a;(L ak1hk)x1 - · · · a;(L akthk)xt 
k=l k=l 

I I 

T- a:;(ht) L alkXk- · · ·- a:;(ht) L alkXk 
k=l k=l 

T a;( ht)ih - · · · -a:;( ht)Yt· 

The condusion is that a base change of H1 corresponds exactly to a change of variables in 
the polynomials p;. So L1 ~ L2 implies that there is a transformation of the form (5.2). 

Now suppose that there is a transformation of the form (5.2). Let {ht, ... , ht} be a basis 
of Hz. We de:fine a linear map~: H1 --+Hz by 

I 

d>( h;) L aj;hj. 
j=l 
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We extend this map to the dual spaces by <f>(a)(lj>(h)) = a(h) fora EH; and hE H1 • We 
claim that if a is a root of L1 , then Ij>( a) is a root of L 2 • To see this, note that a root fJ of 
L2 corresponds to a factor 

T- fJ(ht)Yt - · · ·- fJ(hl)Yl 

in h· Now choose fJ such that by the transformation (5.2) this factor is mapped to 

Then we calculate 

I I 

T- fJ(ht)ih - · · · - fJ(iiz)Jh T fJ(ht) L atjXj- · · ·- fJ(hz) L azjXj 
j=l j=l 

I I 

T (L aj1fJ(hJ))x1 - • • ·- (L ajzfJ(hJ))xr. 
j=l j=l 

It follows that 
I I 

a(hi) L ai;fJ(hJ) fJ(L aj;hj) = fJ( 4>( h;)). 
j=l j=l 

So on a basis of H2 the functions </>(a) and fJ have the same values, forcing Ij>( a) {J. The 
condusion is that L 1 and L 2 have isomorphic root systems and hence L1 ~ L 2 (see [29], 
Theorem 14.2). 0 

The algorithm resulting from this is the following: 

Algorithm: Islsomorphic 
Input: Two semisimpte Lie algebras L1 and L2 • 

Output: The boolean L1 ~ L2 • 

Step l If dim L 1 ::J. dim L2 then return false. Otherwise set n dim L1 • 

Step 1 Calculate Cartan subalgebras H1 and H 2 of L 1 and L2 (Chapter 3). If dimH1 ::J. 
dim H2 then return false. Otherwise set l dim H1 • 

Step 2 Calculate the polynomials p; and q; (for 0 $i$ n 1). 

Step 3 Introduce the variables ajk for 1 $ j, k $ l and substitute fh = 2: ajkXk in the p;. 
Require that the resulting polynomials are equal to the q;. This yields a system of 
polynomial equations in the variables ajk· 

Step 4 Now by a Gröbner basis computation we can check whether there is a solution to the 
system of equations we obtained in the preceding step. 



5.3 Examples 59 

5.3 Examples 

Example 5.9 Let L1 be the Lie algebra of Example 4.14. Then the matrix of the restrie­
tion of ( 1 ad h1 + (2 ad h2 to the space spanned by { Xt, y~, x2, y2} is 

( 

2(1 + 2(2 0 0 0 ) 
0 -2(1 - 2(2 0 0 
0 0 2(1 2(2 0 . 
0 0 0 -2(1 + 2(2 

It follows that the charaderistic polynomial of the action of H1 on L1 is 

/I(T) = T 2(T- 2(1- 2(2)(T + 2(1 + 2(2)(T- 2(I + 2(2)(T + 2(1- 2(2) 
= T 6 + ( -8(i - 8(i)T4 + (16(t - 32(i(i + 16(i)T2. 

Let L2 be the Lie algebra of Example 4.15. Then the matrix of the restrietion of 6 ad XI+ 
6 ad x2 to the span of { x3, X4, xs, Xs} is 

Hence the charaderistic polynomial of the action of the Cartan subalgebra H2 of L2 is 

h(T) T2(T2 4ÇzT + 4e; + 4Çn(T2 + 46T + 4Çi + 4Çn 
= T 6 + (8Çi- 8Ç~)T4 + (16Ç{ +32ÇfÇ~ + 16Çi)T2 

It is easily seen that the transformation (I i6, (2 = 6 transports ft to /2. The condusion 
is that LI and L2 are isomorphic. 

Now we try to calculate the type of L2 • The characteristic polynomials of ad XI and ad x2 

split over JB;;. Over this field L2 splits as a direct sum of two i deals /1 and / 2, where 

and 
/2 (x3 + 3x4, xs + 3xs, XJ + 2x2}. 

(The elementsof IB;; are denoted by {0,1,2,3,4}.) Using the multiplication table of Ex­
ample 4.15, we can calculate the multipikation tables of / 1 and / 2 • Then these ideals turn 
out to be isomorphic to s[2 • The Lie algebra L 1 splits over any field. Also this Lie algebra 
is isomorphic to a direct sum of two copies of s[2 • The details are left to the reader. 

In order to test the algorithm Type, we first construct semisimpte Lie algebras over Q 
that do not split over Q (i.e., they are simple over Ql. Let L be an absolutely simpleLie 



60 The type of a semisimple Lie 

algebra (i.e., L does not split over any algebraic extension of <Q), with basis { x1 , ••. , x,,.} 
and structure constants (cfj)· Let f E Q[x] be an irreducible monic polynornial of degree 
d and let a be a root of f. Then L(f) will be the Lie algebra over Qwith basis 

The multiplication of L(f) is specified by 

n 

[akxi,a1xj] L cfja"+1xm. 
m=l 

Over an algebraic extension of Q this Lie algebra will split as a direct surn of di deals, all 
of the sarne type as L. However, L(f) is simple over Q We calculated the type of L(f) 
for various polynornials f and two simple Lie algebras L = A1 and L B2 • The results 
are displayed in Table 5.1. 

f splitting field dimA1(f) Type (A.t(f)) dimB2(f) TyPe (Bz(f)) 
1 x3

- x+ 1 frl5z 9 23 30 339 
I • x4 + 3x + 1 IF;;a 12 38 40 616 

• x 5
- 4x + 2 IF5z 15 66 50 1388 

x6 + 4x + 1 1Fs3 18 94 60 2391 
x7 + 8x + 1 IF,2 

I 
21 140 

I 

70 3874 
x8 + 5x + 1 IFs· 24 194 80 5549 

Table 5.1: Running times (in seconds) of the algorithm Type, with A1(f) (fourth column) and 
B2(f) (sixth column) as input. The second column displays the field that was used to split the 
Cartan subalgebra. 

We consider the system of polynomial equations that arises in Step 3 of the algorithrn 
Islsomorpic. The number of variables is (dim H) 2 . Hence the nurnber of variables in­
creases rapidly if dimH increases. When testing the isornorphisrn of s[2 EB sb EB sl2 and 
A1 ( x3 

- x + 1), we got 49 polynomial equations in 9 variables. And already the Gröbner 
basis computation becarne problematic. Also the calculation of the charaderistic polyno­
rnial of the action of a Cartan subalgebra is problernatic . .Maple used 92.6 seconds for this 
computation in the case of A1(x 5

- 4x + 2) and it was not able to do the cornputation 
in the higher dimensional cases. The condusion is that this isomorphism test is not well 
suited for practical problerns. 
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Chapter 6 

Constructive Ado 

In this chapter we consider the problem of constructing a faithful matrix representation of 
a Lie algebra given by a table of structure constants. According to Ado's theorem this is 
always possible. However, the standard proofs of this theorem (see [6], [32]) do notprovide 
effective constructions. 

Throughout we suppose that L is a finite-dimensional Lie algebra of charaderistic 0. A 
first idea is to look at the adjoint representation of L. The kemel of ad is the centre 
Z(L) of L. So for Lie algebras with a trivial centre the problem is solved by the adjoint 
representation. The rest of this chapter will be concerned with Lie algebras that have a 
nontrivial centre. 

The methad that we descri he here follows roughly the lines of the proof of A do's theorem 
given in [6]. In this proof a tower ( with certain properties) of Lie algebra extensions ( where 
every term is an ideal in the next one) is constructed with final term L. An algorithm 
for computing such a tower is given in Section 6.1. A representation of the first element 
of the tower is easily constructed. Then this representation is successively extended to 
representations of the higher terms of the tower and finally to L itself. Sections 6.2 and 6.3 
focus on a single extension step. In Section 6.2 the vector space underlying the extension 
is descri bed. We take a significantly smaller space than is done in the proof in [6]. Then in 
Section 6.3 it is proved that it is sufficient to work with this smaller space. An algorithm 
for calculating the extension is given. In Section 6.4 an algorithm for the construction of a 
faithful finite-dimensional representation of L is given and Ado's theorem is obtained as a 
corollary. Also an upper bound on the degree of the resulting representation is given in the 
case where L is nilpotent. Finally, in Section 6.5 some practical examples are discussed. 
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6.1 Calculating a series of extensions 

Here we describe how a series of subalgebras K1 C K 2 C · · · C Km = L can be constructed 
such that K;+ 1 K; >4 H;, where H; is a subalgebra of Ki+I· The following algorithm 
calculates such a series. 

Algorithm ExtensionSeries 
Input: A Lie algebra L over a field of charaderistic 0. 
Output: Series Kb K2 , ••• , K, = L and Hl> ... , H,_1 such that 

1. K 1 is commutative, 

3. [H;, Ki] c NR(K;) for 1 $i$ r- 1, 

4. dimH; 1 for 1 $i < r 1. 

R :=SolvableRadical(L); 
K1 the finaltermof the derived series of R; 
i:= 1; 
while K; =j:. R do 

I:= the unique term of the derived series of R such that [I, I] C 
but I is not contained in K;; 

y := an element from I\ K;; 
K;+I := K; ><~ (y); 
ll; {y}; 
i:= i+ 1; 

od; 
r:=i+1; 
K, := L; Hr-1 LeviSubalgebra(L); 

Proof. First we consider the computability of all the steps. Algorithms for the computa­
tion of the solvable radical, of the derived series and of a Levi subalgebra are described in 
Chapter 1. So it is easily seen that the algorithm terminates. 

Now we prove that the output satisfies the properties listed above. In the first part of the 
algorithm a series of subalgebras 

0 C K1 C K}. C • • • C Kr-I = R 

is constructed such that Ki+l = K; >4 (y;). From the choice of y; it is seen that K; is indeed 
an i deal in K;+I. For 1 $ i < r - 1 we let H; be the 1-dimensional subalgebra spanned by 
Yi· At the end we let Jl,_1 be a Levi subalgebra and we set Kr = L. 
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The first two properties of the output are immediate. We have that [L,R] C NR(L) 
(Theorem 11.13 of [32]) and K; CR for 1 :::; i :::; r- 1. Herree [H;,J\;] c NR(L) n 
f{i C NR(K;). The last inclusion follows from the fact that ad/\, x is nilpotent for all 
x E NR(L) n K;. 

Finally from the construction above it is seen that dim H; = 1 for 1 :::; i < r - 1. D 

6. 2 The extension space 

Here we consider the situation where L = K ><3 H. Starting with a finite-dimensional 
representation p: K-+ g!(V) of K we try to find a finite dimensional representation CT of 
L. Under some conditions we sneeeed in doing this. 

First we describe the space on which L is to be represented. By U(K) we wiJl denote the 
universa} enveloping algebra of K. If {xt, ... , x1} is a basis of K, then by the Poincaré­
Birkhoff-Witt (PBW) theorem ([32], Theorem 5.3) a basis of U(K) ( called PBW-basis) is 
formed by the standard monomials x~' · · · x7'. 

The representation space of L will be a finite-dimensional subspace of the dual space U ( K)*. 
First we describe how L acts on U(K)*. Let f be an element of U(K)* and let x E K a.nd 
y E H. Then for a E U(K) we set 

(x·f)(a) 
(y. f)(a) 

f(ax) 
- f(ya ay). 

Note that fora E U(K) we have that ya- ay (which is an element of U(L)) alsolies in 
U(K). By some simple calculations it can be shown that this is indeed a Lie algebra action 
([6], §7.2). 

We extend the representation pof K to a representation of the universa! en veloping algebra 
U(K), by 

Consider the map 
() : V x V* ---+ U(K)* 

defined by ()( v, w*)( a) w*(p( a )v ). An element ()( v, w*) is called a coefficient of the 
representation p. By Cp we denote the image of() in U (I()*. For the proof of the following 
lemma we refer to [6], §7.1. 

Lemma 6.1 CP is a K-submodule in U(K)*. 

Let SP C U(K)* betheL-submodule of U(K)* generated by Cp. Let CT: L-+ f![(Sp) be the 
corresponding representation. In [6] the direct sum of n copies of CT is taken as extension 



66 Constructive Ado 

of p, where n dim V. Then it is proved that this representation contains a copy of p. 
This is not guaranteed to hold for O". However, by a slight abuse of language we will call 
O" the extension of p to L. 

The next proposition states some conditions under which Sp is finite-dimensional. 

Proposition 6.2 Let L = K >-l H be such that [H, K] C NR(K) and let p : I< ~ g!(V) 
be a finite-dimensional representation of I< such that p(x) is nilpotent for all x E NR(K). 
Let O" : L ~ g!( SP) be the extension of p to L. Then we have that SP is finite-dimensional 
and O"( x) is nilpotent for all x E NR( L). 

Proof. The proof of these facts can be found in the proof of Theorem 1 of (6] §7.2. 0 

6.3 Extending a representation 

Here we show how a faithful finite-dimensional representation of a Lie algebra L can be 
constructed using the extension described in the previous section. 

Throughout this section L = I< >-l H and p :I< ~ g!(V) is a finite-dimensional represen­
tation of I<. Furthermore, O" : L ~ g[(Sp) wil! be the extension of p to L. 

The key to the algorithm will be the following proposition. 

Proposition 6.3 Suppose that p is a faithful representation of I<. Then O" is faithful on 
K. Furthermore, if H is 1-dimensional, then O" is a faithful representation of L or there is 
an element ii E I< such that y ii E Z ( L), where y is an element spanning H. 

Pro of. Let x be a nonzero element of K. Then p( x) =/= 0 and herree there are v E V and 
w* E V* such that 

0 =/= w*(p(x)v) O"(x) · O(v,w*)(l). 

Herree O"( x) =/= 0 for all x E K so that O" is faithful on K. 

Suppose that H = (y). Suppose further that O" is not faithful on L. This means that there 
is a nontrivial relation 

ÀO"(y)- O"(fj) = 0, 

where fj E I<. Because O" is faithful on K, we may assume that À 

O"(y) = O"(fi). Then for all x E I< we have 

O"([y,x]) [O"(fj),O"(x)] = [O"(y),O"(x)] = O"([y,x]). 

1. It follows that 

Since O" is faithful on K, this implies that [y,x] = [y,x]. Also O"([y,y y]) = 0 and because 
[y,y- ii] EI< we have that it is 0. The condusion is that y fi E Z(L). 0 
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Now we continue with some observations about the space SP. In the sequel {y1 , ••• , y8 } 

will he a basis of H, and { v1 , ... , vn} will he a basis of V. By eij we denote the n x n 
matrix with a 1 on position (i,j) and zeros elsewhere. 

Lemma 6.4 Suppose that p(x )v1 = 0 for all elements x E K. Th en there is a basis 
{ w~, ... , wm} of SP such that u(x)w1 = 0 for all x E L. 

Proof. We work with the customary dual basis { v;, ... , v:} of v• (i.e., v[( Vj) = Ó;j). 

Set w1 = O(vbv;). Let a be a monomial in U(K). We calculate w1(a) = O(vt,v;)(a) = 
vr(p( a )vl); it is 0 if a i= 1 and 1 if a = 1. It follows that W} takes the value 1 on the 
element 1 of U(K) and 0 on all other monomials. In particular w1 is nonzero. Now we 
extend w1 toa basis wb ... , Wm of SP. If x is an element of K then u(x)w1(a) w1(ax). 
The support of ax does not contain a constant term, hence w1(ax) = 0. Now let x E H. 
Then u( x )w1 (a) = -w1 (x a - ax ). Since the support of x a - ax also does not contain a 
constant term, we have that w1(xa- ax) 0. It follows tbat u(x)w1 = 0 for all x EL. 0 

Lemma 6.5 The space SP is spanned by the elements 

Yk, · · · yk' · O(v· v~) 1 8 t' J 

where kq 2:: 0 (1 :::; q :::; s} and 1 :::; i, j :::; n. 

Proof. Let { x11 .•. , Xt} he a basis of K. Then by the PBW theorem SP is spanned by all 
elements of the form 

Yk, ... yk' . xh ... xl' • O(v· v~) 
1 $ 1 t "J' 

But since CP is a U(K)-module (Lemma 6.1), we have tbat such an element is a linear 
combination of elements of the form 

k, k, 0( .) YI ... Y. . Vk, VI • 

0 

Let a be an element of U(K). By OrbH(a) we denote the orbit of a under the action of 
the elements of H, i.e., 

where y; · a y;a - ay;. 

Lemma 6.6 Let f E SP. Ij a is an element of U(K) such that p(OrbH(a)) = 0, then 
f(a) = 0. 
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Pro of. Set g = yk' · · · yk• · ()( v· v~) Then 1 s \ t' J • 

g( a) = ±vj(p(y;• · · · y~1 
• a )v;) = 0. 

Now Lemma 6.5 implies that fis a linear combination of elementsof this form (note that 
since H is a subalgebra we have that a monomial y!• · · · y~' is a linear combination of 
monoruials of the form y;"1 

• • • y;'• ). It follows that f( a) = 0. 0 

Remark. Let a be an element of U(K) of degree d. Let W bethespan of all monoruials 
in U(K) of degree :5 d. Then OrbH(a) C W. The condusion is that OrbH(a) is finite 
dimensional. By viewing it as a subspace of W, we can calculate a basis of OrbH(a). 

Now we formulate an algorithm for extending the representation p toL. There are two cases 
to he considered; the general case and the case where H = (y) and there is a fi E K such 
that y-fj E Z(L). In the second case we can easily construct a faithful representation of L. 
Then by Proposition 6.3 we always obtain a faithful representation of L in the case where 
H is 1-dimensional. For greater clarity we formulate the algorithm using a subroutine that 
treats the general case. We fust state the subroutine. 

We consider the problem of repreaenting a function in U(Kt by a vector. In the algorithm 
this is done by taking a finite set of monoruials (called Vd) and giving the values of the 
function on that set. This enables us to repreaent every element of Sp by a vector of finite 
length so that we can use linear algebra to calculate a basis and the coefficients of an 
element with respect to that basis. 

Algorithm GeneralExtension 
Input: L = K ~ H and p : K -+ g((V). 
Output: The extension (]': L -+ gl(S"). 

Step 1 Calculate a set of standard monoruials { m 1, .•. , mr} that form a basis of a comple­
ment to ker p in U( K). 

Step 2 Calculate a basis of Cp· 

Step 3 d := max deg m;; 

Step 4 Va:= {a E U(K) I a is a monomial of degree :5 d such that p(OrbH(a)) =/:- 0}; 

Step 5 Calculate a basis of SP (relative to Vd), and let the first basis element he B(v1 , vi). 

Step 6 Calculate the action of the elementsof a basis of L on Sp. If this yields a representa-
tion of then return that representation. Otherwise set d := d + 1; and go to Step 
4. 
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The algorithm is straightforward. It calculates a basis of SP and the matrices of the 
corresponding representation. Most of the steps are concerned with finding an appropriate 
set Vd of monoruials relative to which we can represent allelementsof SP. First we consider 
the space Cp. We have that 

8(v;, vj)(a) vj(p(a)v;), 

so that we can describe a function in CP by giving its values on the monomials m; con­
structed in Step l. Now we let Vd be a subset of the set of all monomials of degree ~ d. So 
initially we set d equal to the maximum degree of a monomial m;, ensuring that all these 
elements will be contained in Vd. By Lemma 6.6 we may discard all monoruials a such that 
p(OrbH(a)) = 0. Using Lemma 6.5 we calculate a basis of Sp, representing each function 
on the set Vd. Then we calculate the matrices of the action of the elements of a basis of 
L. If this yields a representation of L then we are done. Otherwise we apparently did not 
calculate all of SP in the preceding step. This means that there are functions in SP that 
cannot be described by giving their values on only the monoruials in Vc;. So in this case 
we set d := d + 1 and go through the process again. Since Sp is finite dimensional, the 
procedure wil! terminate. 

Now we state the routine that also treats the special case. 

Algorithm ExtendRepresentation 
Input: L K >4 Hand p: K-+ gt(V) such that p(x) · v1 = 0 for x EK. 
Output: An extension 17 : L -+ gt(W). 

if H = (y) and there is a y E K such that 
y i)EZ(L) 

then 
n dimV; 
!7(y- y) := e~~~l; 
for x in a basis of K do 

!7( x) := the n + l x n + l matrix of which the n x n submatrix 
in the top left corner is p( x) and the other positions are 0; 

od; 
el se 17 := GeneralExtension( L, p); 
fi· , 

Proof. First we remark that finding a y such that y f) E Z(L) amounts to solving a 
system of linear equations. 

We have to prove that the map 17 constructed in the first part of the algorithm is a rep­
resentation of L. Since p(x) · v1 0 for all x EK, we have that the first column of the 
matrix p( x) is zero. Hence !7(y - iJ) comrnutes with p( x) for x E K. 0 
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6.4 An effective version of Ado's theorem 

Using the routines ExtensionSeries and ExtendRepresentation, we formulate an algo­
rithm for calculating a finite-dimensional faithful representation of an arbitrary Lie algebra 
of charaderistic 0. 

Algorithm Representation 
Input: A Lie algebra L. 
Output: A finite-dimensional faithful representation CF of L. 

[Kil ... ,K,,HJ, ... , H,_1] :=ExtensionSeries(L); 
PI(x;) := e~1~I; 
(Where {x~, ... ,x,} is a basis of K1) 
i:= 2; 
while i :s; r - 1 do 

Pi : =ExtendRepresentat ion(Pi-1 ,K;); 
i :=i+ 1; 

od; 
if Hr-1 ::f 0 then 

p, :=Extend.Representation(Pr-hL ); 
CF := DirectSum(p,,ad); 

el se 
CF := Pr-1; 

fi· 
' 

Proof. It is a trivial fact that the algorithm terminates. We prove that it outputs a 
faithful representation of L. 

The algorithm starts with a representation of the commutative subalgebra K 1 . We re­
mark that p1 (x) is nilpotent for all x E NR(K1 ) = K1 • Then we successively construct 
representations Pi of K;. By Lemma 6.4 an invariant of the process is that Pi(x)v1 = 0 
for x E K;. Hence we have the correct input for the subroutine ExtendRepresentation. 
Also by Proposition 6.2 and property 3 of the output of ExtensionSeries we have that 
Pi is always nilpotent on the nilradical of Ki so that Sp, will he finite-dimensional. By 
Proposition 6.3 and property 4 of the output of ExtensionSeries we have that each time 
ExtendRepresentation will return a faithful representation. 

The last step is the extension to the Lie algebra R XI S, where Ris the solvable radical of L 
and Sis a Levi subalgebra. This time after having called ExtendRepresentation there is 
no guarantee that the resulting representation will be faithful. However it will be faithful 
on R and consequently on the centre of L. Then we take the direct sum with the adjoint 
representation obtaining a representation that is faithful on the centre as well as on the 
rest of L. 0 
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Corollary 6.7 (Ado's theorem) Let L be a finite-dimensional Lie algebra over a field 
of characteristic zero. Then L has a faithful finite-dimensional representation. Moreover, 
a representation can be constructed such that the elements of the nilradical of L are repre­
senled by nilpotent matrices. 

Proof. Set 0' Representation(L). First we suppose that Lis solvable. Then by Propo­
sition 6.2 we have that 0'( x) is nilpotent for all x E NR( L ). If L is not solvable, then 0' is 
the direct sum of the adjoint representation and a representation p, that was constructed 
by several extension steps. Now for x E NR(L) we have that ad( x) is nilpotent. Also p(x) 
is nilpotent; so the condusion is that 0'( x) is nilpotent. D 

Now we consider bounding the degree (i.e., the dimension of the representation space) of 
the representation produced. In general we are not able to do this; however if L is uilpotent 
then we can provide a bound. For this we introduce a weight function won U(L ), following 
[5]. So let L be a nilpotent Lie algebra of nilpotency class c. This means that the lower 
central series of L is 

L = L1 :::> L2 :::> • • • :::> Lc :::> Lc+l = 0. 

Th en for x E L we let w( x) be the number k such that x E L" but x ~ Lk+1
• We 

extend w to U(L) by setting w(ab) = w(a) + w(b) and w(a + b) min(w(a), w(b)) if 
a+ b :f:. 0. Furthermore we set w(l) = 0 and w(O) ::::: oo. Let K 1 C K2 C · · · C K. = L 
be the series constructed in the algorithm ExtensionSeries. Then K;+l = K; ><l (y;) and 
K1 = (x1 , .•• , x.). Let P1 be a representation of K1 given by Pl(x;) e~:U1 . Then by 
successively extending p1 we obtain representations p; of K;. 

Proposition 6.8 Suppose that p;(a) = 0 for every element a E U(K;) such that w(a) ~ 
c + 1. Then PiH(b) 0 for all b E U(Ki+I) such that w(b) ~ c + 1. Furthermore f(b) = 0 
for all f E Sp, and b E U(K;) such that w(b) ~ c + 1. 

Proof. For the first statement let b E U(K;H) be a monomial such that w(b) ~ c + 1. 
According to the construction of Pi+I there are two cases to be considered. 

First we consider the case where there is a fit E K; such that y;- ih E Z(K;H)· This means 
that Pi+l is constructed in the first part of Extend.Representation. After replacing y; by 
y;- fj; we may suppose that y; = 0. Then Pi+l(Yi)Pi+t(a) = Pi+l(a)Pï+I(y;) = 0 for all 
a E U(K;) \ {1}. Now if b contains a y;, then Pi+1(b) 0. Otherwise bis also an element 
of U(K;) and again from the construction of Pi+l it is seen that Pi+l(b) 0. 

Now we consider the case where Pi+l is constructed by GeneralExtension. Let a be 
an element of U(K;), then we claim that w(y;a ay;) ~ w(a) + w(y;). First we have 
w(ay;) = w(y;a) = w(a) + w(y;). So if y;a- ay; :f:. 0, then the claim follows from the fact 
that the weight of a sum is the least of the weights of its terms. On the other hand, if 
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y;a ay; 0 then its weight is oo. Let f yj · 0( Vp, v;) be an element of Sp;, where l ;::: 0. 
Th en for b' E U ( K;) we calculate 

(b · J)(b') ±v;(p;(Y! · (b · b'))vp)· 

Here y; · g = y;g- gy; and x· g = gx for x EK; and gE U(K;). Now from our claim above 
it follows that w(yÎ · (b · b')) ;::: w(b). (Note that yf · (b · b') lies in U(K;) whereas blies in 
U(Ki+1 ).) Hence p;(yf · (b· b')) = 0 so that b· f = 0. Now by Lemma 6.5 we have that 
Pi+I(b) = 0. 

For the second statement let b E U(K;) be an element such that w(b) ;::: c + 1 and let 
f yf · O(vp, v;) be an element of Sp;· Then f(b) = ±v;(p;(yf · b)vp), which is 0 because 
w(yf · b) ;::: w(b) ;::: c + 1. 0 

Corollary 6.9 Let L be a nilpotent Lie algebra of dimension n and nilpotency class c. Set 

u Representation(L). 

Then the degree of u is bounded from above by (n~c). 

Proof. Since u = p, we have that the representation space of u is . The representa­
tion p1 of K 1 satisfies the requirement of Proposition 6.8. The condusion is that f(b) 0 
for f E Sp., b E U(K;) such that w(b) ;::: c + 1 and i 1, ... , r 1. It follows that the 
degree of u is bounded from above by the number of monoruials in U(L) of degree at most 
c, which is equal to (n~c). 0 

Remark. Since the maximal nilpotency class of a Lie algebra of dirneusion nis c = n -1, 
we have that the bound of Corollary 6.9 in general is exponential in n. However, for Lie 
algebras of constant nilpotency class, the bound is polynomial in n. 

Remark. If the field over which L is defined is of charaderistic p > 0, then L might not 
have a Levi decomposition. However, if L has a Levi decomposition, then the algorithm 
will yield a representation for L also in this case. 

6.5 Examples, and practical experience 

Let a E U(L) be a monomial. Then fa will denote theelementof U(L)* that takes the 
value 1 on a and 0 on all other monomials. 

Example 6.10 Let L K :><! (y), where K is a commutative subalgebra spanned by 
{xto ... ,xt}· We suppose that Lis not commutative and try to find a representation of 
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In I dimLn nilpotency class Degree Runtime (s) 
3 3 2 3 4 

i i i 
6 3 7 26 
10 4 16 350 
15 5 35 3311 

Table 6.1: Degrees of the representation of the Lie algebra Ln found by the algorithm 
Representation. The last column displays the runtime of the process in seconds. 

L. We start with a representation p of K given by p( x;) = ei;;~ 1 • Then one extension step 
will yield a representation of L. First we calculate C11 • For i > 1 we have 

So a basis of C11 is given by 
{!1, fxp .. · 'fx,}· 

We suppose that [y, x;] = 'L,i CijXj and we calculate the action of y on C11 : 

t 

Y · fx;(a) =-J.,.(ya ay) L -qdxk(a). 
k=l 

It follows that C11 is already a module for L. The values of the representation 0': L ...... gt(C11 ) 

are given by O'(xi) = ei;;~ 1 and O'(Y) = -(ady)T. 

Example 6.11 Let L = gln(F), the Lie algebra of all n x n matrices. The Levi decom­
position of this Lie algebra is L =(x) ><! K, where /{!::::! sln(F) and (x)= Z(L). Then we 
start with a representation pof the 1-dimensional Lie algebra (x), given by p(x) ei,2• 

Now C11 {!l,fx}· Since K commutes with (x) we have that CP is a trivia! module for 
L. Hence in this caseweneed to take the direct sum with the adjoint representation of L, 
obtaining a representation of degree n2 + 2. 

Example 6.12 We implemented the algorithm inside ELIAS. Wetried the method on 
the Lie algebras Ln of strictly upper triangular matrices of order n, for n = 3, 4, 5, 6. The 
degrees of the resulting representations are shown in Table 6.1. lt is seen that the resulting 
degree is much less than the bound provided by Corollary 6.9. However the algorithm 
seems to have an exponential behaviour. So for nilpotent Lie algebras of small dimension 
the algorithm works fine, but when the dimension and the nilpotency class increase, the 
algorithm may become slow. 
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Chapter 7 

Practice 

In this chapter we demonstrate how the system ELIAS can he used in two examples. In 
the first example (Section 7.1) we show how isomorphism of Lie algebras can be tested. 
Then inSection 7.2 the system is used to obtain information about centralisers of nilpotent 
elements in E8 . 

7.1 Isomorphism testing 

Let L 1 and L2 he two n-dimensional Lie algebras. We consider the problem of deciding 
whether L1 and L 2 are isomorphic. A method for deciding this can he applied to the theory 
of Lie point symmetries. Here it can he used to identify the symmetry Lie algebra of a 
differentlal equation as a memher of existing listsof isomorphism classes of Lie algebras. 
A lso the problem is relevant for the construction of those lists. Several partially overlapping 
lists are known (see e.g., [4], [43], [46]). For the unification of those lists, the use of a 
computer seems indispensable. 

A first approach to the problem is to calculate as many structural invariants of the Lie 
algebras as possible. A structural invariant is a fundion 

f: {Lie algebras}--+ {objects}, 

such that L1 ~ Lz implies f(LI) = f(L 2 ). Examples of structural invariants are the 
centre, the derived and lower central series, the nilradical, etc. Algorithms for determining 
structural invariants have been given in the preceding chapters. By calculating these for 
L1 and L 2 we might he able to demonstrate that they are not isomorphic. In some cases, 
for example when L1 and L2 are semisimple Lie algebras over a field of charaderistic 0 
(Chapter 5), we can always decide the isomorphism of L1 and L2 this way. 

There is also a direct metbod for testing isomorphism. This metbod was described in (22]. 
Let {x~, ... ,xn} he a basis of and let {Yh··· ,yn} he a basis of Lz. Let (cfj) and bt) 
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be the structure constants of L1 and L2 , respectively. If <i> : L1 __, L 2 is an isomorphism 
given by <i>(xi) = [;jaiiYi> then 

n n 

k,l:l k,l,m=l 

and 
n n 

This amounts to the following equations in the variables a;;: 

n 

2::: ,;:;a;kajl 0, (7.1) 
k,l=l 

for 1 ~ i < j ~ n and 1 ~ m ~ n. Also the determinant of the matrix ( a;j) may not be 0. 
So in [22] thesetof equations (7.1) together with det(a;1 ) d 0 is solved by a Gröbner 
basis calculation. 

The advantages of this last method are clear: first of all it always gives the correct an­
swer and secondly it is possible to construct the isomorphism matrix explicitly. The main 
disadvantage however is that the Gröbner basis computation tends to become very time 
consuming. Compared to this the calculation of structural invariants is very fast. So the 
idea presents itself to combine the two approaches. First we calculate as many structural 
invariants of the Lie algebras as possible. If this leads to a decision regarding their iso­
morphism then we are happy. 1f not, then we do a Gröbner basis computation, using the 
structural invariants that we computed to rednee the number of equations and the number 
of variables in (7.1), whenever possible. We illustrate this idea with an example. 

Example 7.1 Let L1 and L 2 be 4-dimensional Lie algebras over a field of charaderistic 
0, and let their Lie multiplication be given by 

[x2, X3j = X1, 

[y2,Y3] = Y1, 

[x2, x4] = x2, 

[y2, Y4] = -y3, 

[x3, x4] = -x3 

[y3, Y4] Yz· 

(This is Example 2 of [22]). First we have that Z(L 1 ) (x1 ) and Z(L2 ) (y1) so that 
<fo(xi) = anYI· Secondly NR(L1) (x1!x2,x3) and NR(L2) (YhY2,Y3)· Hence 

<i>(x2) a21Y1 + a22y2 + a23Y3 

<P(x3) a31Y1 + a32Y2 + a33Y3 

Also a Cartan subalgebra of L1 is spanned by xb x 4 and a Cartan subalgebra of L2 is 
spanned by y1, Y4· Since all Cartan subalgebras are conjugate under the automorphism 
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group of L1 we may assume that <P(x4) = a41 y1 + a44 y4. This leads to the following system 
of equations: 

{ a22a33 - a23a32 - a11, a21, a23a44 - an, ana44 + a23, 

a31,a33a44 + a32,a32a44 -a33,d- a11(a22a33- a23a32)a44} 

So we have 8 equations in 10 variables, which is much better than thesetof 22 equations 
in 17 variables given in [22]. Also it is seen that we can easily faetorise the determinant. 
This allows us to replace one polynomial of high degree by some polynomials of smaller 
degree. 

Now we describe in generality the approach that we are using. We assume that the Lie 
algebras have rational strueture constants, but are defined over the algebraic ciosure Q. 
Then there exists an isomorphism if and only if 1 is not an element of the Gröbner basis 
we calculate. 

For a Lie algebra L we distinguish two types of struetural invariants. First we have those 
that help us to reduce the number of variables and equations. The centre Z(L) is an 
example of such an invariant. These are called reduction invariants. An example of a 
non-reduetion invariant is the dimension of the associative algebra (ad L )*. For a nilpotent 
Lie algebra L of nilpotency class c we consider the following reduetion invariants: 

• the derived series, L = L1 :J L2 :J · · · :J Lm+I = 0, 

• the lower central series, L = L1 :J L2 :J · · · :J Lc+l = 0, 

• the up per central series, Z ( L) = Z1 c Z1 c · · · c Ze = L. 

As non-reduetion invariants we consider dim(adL)* and dimH2(L,F). (The second can 
be calculated by solving a system of linear equations, we do not go into this here.) These 
invariants are also applied to the memhers of the above series. 

If L is solvable, then we consider the following reduetion invariants: 

• the nilradical and its series, 

• the derived, lower central and upper central series, 

• a Cartan subalgebra. 

Remark. The Lie algebra L does not have a unique Cartan subalgebra. However, since 
we have assumed that the field is algebraically closed, all Cartan subalgebras are conjugate 
under the automorphism group of L (Theorem IX.3 of [32]). Hence we may assume that 
an isomorphism of the Lie algebras L1 and L2 maps a given Cartan subalgebra of L1 onto 
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a given Cartan subalgebra of L 2 • 

The non-reduetion invariants are the same as in the nilpotent case. 

If L is not solvable and not nilpotent and defined over a field of characteristic 0, then we 
calculate a Levi decomposition L = S 6:) R where S is a semisimpte subalgebra and R the 
solvable radical. We calculate all invariants of the solvable Lie algebra R that are listed 
above. A Cartan subalgebra of S is a reduction invariant and if it splits, then so are the 
root spaces. Furthermore, the type of S is a non-reduetion invariant. 

Since uilpotent Lie algebras have the fewest reduction invariants, testing isomorphism of 
those algebras will be the most difficult. As an example we try to identify elementsof the 
lists [4] and [43] as memhers of the list {46]. In this last paper the Lie algebras are listed 
by the sequence of dimensions of the elementsof the upper central series. From each of the 
first two papers we choose a Lie algebra withupper central series dimensions 2,5,7. From 
[4] this is the Lie algebra with name n~5 and from [43] we choose 97,IOO· First n~5 is quickly 
seen not to be isomorphic to 2, 5, 7A because the dimensions of the associative algebras 
generated by the adjoint representation differ. Regarding the isomorphism of n;5 and 2, 
5, 7B, the structural invariants do not bring a decision. So we have to force a decision 
"in extra time" using the Gröbner basis method. We wrote a GAP program that writes 
the equations in a format accepted by Macaulay2 (see [26]) to a file called eqs. Then in 
Macaulay2 we do the following: 

i1 = load "eqs" 

--loaded eqs 
i2 = timing d1*d2*d3*d4*d5 Y. I 

o2 = dl d2 d4 d5 
49.36 seconds 

o2 Time 

2 

i3 timing diA 0% I 

o3 = 1 
0.07 seconds 

o3 Time 

Here I is the ideal defined in the file eqs. The determinant of the matrix (a;j} (contain-
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ing the variables we could not get rid of by using structural invariants) has factorisation 
dl*d2*d3*d4*d5. Wedetermine whether this determinant is in the ideall. The condusion 
is that it is not in this ideal Also 1 is not in I. It follows that the set of equations has a 
solution with a nonzero detern.inant. So the Lie algebras are isomorphic. 

In the case of 91,106 the structural invariants suffice to decide that this Lie algebra is not 
isomorphic to 2, 5, 7 A to 2, 5, 7H. Then 97,106 turned out to be isomorphic to 2, 5, 71. 
Macaulay2 used 90.63 seconds for the Gröbner basis computation. 

In the following examples we let L1 be a Lie algebra from the table given in [46]. Then L2 is 
constructed from Lt by a change of basis. If { x1 , ... , X7} is a basis of L1, then {y1 , ... , Y1} 
is a basis of L2 where y; =x; +x i+ I for i = 1, ... , 6 and Y1 = x1 + x1. Now since L1 and L2 
are isomorphic we are sure to end up in the "extra time" of the Gröbner basis calculation. 
In Table 7.1 the timings of some Gröbner basis calculations are listed. 

name time (s) 
2,5, 7A 47 
2,4,5, 7A 9 
2, 3, 5, 7A 1455 
2, 3, 4, 5, 7A 74 
2, 3, 4, 5, 7C 1090 
1, 2, 3, 4, 5, 7B 126379 

Table 7.1: Timings of the Gröbner basis calculation relative to two isomorphic forms of some 
Lie algebras. 

From this table it remains unclear whether the duration of the Gröbner basis computation 
is related to the structure of the Lie algebra. In some cases it is very fast, in other cases 
very slow or even infeasible. 

In general the Gröbner basis procedure turns out to be a method of brute force, not 
elegant enough to make Lie algebras reveal their identity. However, on many occasions the 
somewhat more shy procedure of computing structural invariants succeeds in seducing the 
Lie algebras to concede that they are not isomorphic, or eventually to comply with the 
Gröbner basis method. 

7.2 Calculations in E8 

7.2.1 Preliminaries 

Here we briefly describe some concepts related to orbits of nilpotent elements in simple 
Lie algebras. The proofs that we omit can be found in [8], Chapter 5. In the sequel L will 
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be a simple Lie algebra over an algebraically closed field of characteristic 0 with algebrak 
group G. Then G acts on L via the adjoint representation 

Ad: G---+ GL(L) 

(see [30]). We consider orbits of nilpotent elementsof L under the action of G. Let e be 
a nilpotent element of L, then by the Jacobson-Morozov theorem ([32], Theorem IIL17) 
there are elements /, h of L such that 

[e,/] = h, [h,e] 2e, [h,f] -2/, 

i.e., e can be embedded in a subalgebra isomorphic to s(2 • 

Proposition 7.2 Let et, e2 be nilpotent elements of L and let K 1 (e1 ,/t, h1) and K 2 = 
(e2 , / 2 , h2 ) be two subalgebras isomorphic to sb. Then the following are equivalent: 

1. e1 and e2 lie in the same G-orbit, 

2. K 1 and K2 lie in the same G-orbit, 

3. h1 and h2 lie in the same G-orbit. 

Let e be a nilpotent element contained in the subalgebraK (e, J, h) isomorphic to s[2 • 

Then via the adjoint representation K acts on L. By Corollary 7.2 of [29], we have that L 
splits as a direct sum 

L EB L(i) 
i EZ 

where L(i) ={x EL I [h,x] = ix}. Now let H be a Cartan subalgebra of L containing h. 
Let 

be the Cartan decomposition of L with respect to H. Then wedefine a function 17 : lfl -+ Z 
by ry(o:) a(h). 

Proposition 7.3 (Dynkin) There is a fundamental system Ll of the root system lfl such 
that ry(a) E {0,1,2} for all a E .:l. 

Now we can define the weighted Dynkin diagram D( e) of e. Let Ll = { o:1 , ... , a 1} be 
the fundamental system of roots provided by Proposition 7 .3. Then D( e) will be the 
Dynkin diagram of Ll where each node i is labelled by the number ry(o:;). By the following 
proposition the weighted Dynkin diagram of e identifies its nilpotent orbit. 

Proposition 7.4 IJ e~, e2 are nilpotent. elements of L then they /ie in the sameG-orbit if 
and only if D(e1) = D(e2). 
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7 .2.2 Centralisers of nilpotent elements in E8 

Now let L be a Lie algebra of exceptional type. Then the possible weighted Dynkin 
diagramsof nilpotent elements have been determined by Dynkin ([15], see also [8]). Here 
we concentrate on the particular case where L is of type E8 . 

Let Ll = { a:1 , ••• , a:8 } be a fundamental system of roots. Let D be a weighted Dynkin dia­
gram with weights q(a:I), ... , q(a:8 ). We describe how an elementhof a Cartan subalgebra 
H can be found with the property that a:;(h) = q(a:;) for 1 :::; i :::; 8. The Cartan subal­
gebra H has a basis consisting of elements ha, with the property that a:;(haJ (a:;, a:1) 

(see [29)). It follows that we can find an appropriate h E H by applying the inverse of the 
Cartan matrix of Ll to the vector (q(a:I), ... , q(a:8 )). 

We decompose L with respect to the element h found above as a direct sum of eigenspaces 
L(i). We now want an element e E L(2) that is a memher of the nilpotent class corre­
sponding to D. Representatives for every dass of nilpotent elementsin L are known (see 
[8], [15], [27]). These elements all have a name and a diagram. The diagram is defined as 
follows. For every root a: we fix a nonzero root vector Xa· Then L(2) (xa I a:(h) 2). 
Now let x Xfi1 + · · · + Xfim be an element of L(2). The diagram corresponding to the 
element x has m nodes, labelled by 1, ... , m. If (f:J;, !3i) = -1 then node i is connected 
to node j by a single bond. If ({3;, !3i) = 1 then i is connected to j by a dotted line. The 
remaining case is ({3;, !3i) = 0; here we do not draw a bond. In Table 7.2 there is a list 
of the uilpotent classes in Es. For .each class we have listed the diagram and the name 
of a representative of the class. We remark that in most cases more than one diagram is 
possible [17]). 

Finally we look for an element e E L(2) that has the diagram corresponding to the uilpotent 
class of D. This can be clone by a trial and error method, or by a smal! procedure trying 
all possibilities. 

For every class of nilpotent elements we followed the procedure described above. The 
result is displayed in Table 7.2. The labels of the diagrams in Table 7.2 correspond to 
basiselementsof the basis of E8 used in GAP. We get the nilpotent element corresponding 
to a diagram by summing the basis elements of Es corresponding to the labels in the 
diagram (see the example below). Also in Table 7.2 there is some information about the 
centralisers of the nilpotent elements. The Levi decompositions can be found in [17]; there 
some mistakes that appeared in an earlierpaper ([18]) were corrected. Here we also give 
the decomposition of the radical as a direct sum of irreducible representations of the Levi 
factor. 

Example 7.5 Here we demonstrate how the data contained in Table 7.2 can be calculated 
in GAP. In this example we take the element with name D 5 • 

In GAP we first issue the command that constructs E8 • Then we get the nilpotent element 
by summing the basis elementsof L corrèsponding to the labels in the appropriate diagram 
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of Table 7.2. We calculate the centraliser CL of the subalgebra generated by that element. 
Then a Levi decomposition of CL is computed. The first element of this decomposition is 
the semisimpte part of CL. Wedetermine the type of this part. 

gap> L:=SirnpleLieAlgebra("E",8,Rationals); 
<Lie algebra of dirnension 248 over Rationals> 
gap> b:= BasisVectors( Basis( L) );; 
gap> K:= Subalgebra( L, [ b[1]+b[7]+b[8]+b[44]+b[61]] ); 
<Lie algebra over Rationals, with 1 generators> 
gap> CL:= LieCentralizer( L, K ); 
<Lie algebra of dirnension 48 over Rationals> 
gap> 11:= LeviDecornposition( CL); 
[ <Lie algebra of dirnension 21 over Rationals>, 
<Lie algebra of dirnension 27 over Rationals> ] 
gap> SerniSirnpleType( 11[1] ); 
"B3" 

Now the solvable radical offers a representation of the semisimple part S of CL. By the 
representation theory of semisimple Lie algebras this solvable radical decomposes as a 
direct sum of irreducible modules and each module is determined by its highest weight 
(see [29]). Before we determine the weights of S on CL, we describe the basis of a Cartan 
subalgebra relative to which we descri he these weights. Let a 1, ... , a1 he a fundamental 
system of roots of S (in the order given in [29]). Let Xa; he a root vector belonging to 
a; and similarly for Y-a;· Then h; = [xa;,Y-a;] forms a basis of a Cartan subalgebra 
H. we multiply these elements by a scalar in order to ensure that [h;, xa;] = 2xa; and 
[h;,Y-a;] = -2Y-a;· Now the weights are taken relative to this basis. 

In the example we first calculate the root system of S and look at the Cartan matrix. This 
matrix tells us how we have to reorder the roots. 

gap> rr:= RootSystern( 11[1] );; 
gap> Print( rr.cartanrnat ); 
[ [ 2' -2' -1 ] ' [ -1' 2' 0 ] ' [ -1' 0' 2 ] ] 

From this it follows that a 3, a 1, a 2 is the correct order of the fundamental roots. Now we 
take basis veetors of the root spaces corresponding to these roots and store them in the 
variabie x. 

gap> v:= rr.rootvecs;; r:= rr.roots;; 
gap> x:= [ v[3], v[1], v[2] ] ; 
[ v.125, v.124, v.32+(-1)*v.123] 

(The veetors corresponding to the fundamental roots come first in the list rr. rootvecs.) 
The positive roots are listed first in the list rr.roots and then the negative ones. Now, 
to find the root veetors corresponding to the negative roots -a; we first determine where 
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the negative roots start in the list of roots (then we also know where the corresponding 
veetors are in the list of vectors). 

gap> Position( r, -r[1] ); 
10 
gap> y:= [ v[12], v[10], v[11] ]; 
[ v.5, v.4, v.3+(-1)*v.152] 

Now a basis of a Cartan subalgebra is given by x [i i] *Y [ii]. We calculate this basis and 
if necessary multiply an element by a scalar. 

gap> bH:= List( [1,2,3], ii -> x[ii]*y[ii] );; 
gap> List( [1,2,3], ii -> bH[ii]*x[ii] ); 
[ (-2)*v.125, (-2)*v.124, (2)*v.32+(-2)*v.123] 
gap> bH[1] :=-bH[1];; bH[2] :=-bH[2];; 
gap> List( [1,2,3], ii -> bH[ii]*y[ii] ); 
[ (-2)*v.5, (-2)*v.4, (-2)*v.3+(2)*v.152] 

We wrote a simple program for calculating the weights. It takes the basis veetors we just 
calculated and uses the fact that the matrices of the action of these elements on the solvable 
radical are already in diagorral form. 

gap> Weights ( bH, 11[2] ) ; 
[ [ -1, 0, 0 ] ] 
[ [ -1, o, 1 ], [ -1, 0, 1 ] ] 
[ [ -1, 1, -1 ] ' [ -1, 1, -1 ] 
[ [ -1, 1, 0 ] ] 
[ [ 0, -1, 1 ], [ 0' -1' 1 ] ] 
[ [ 0, -1, 2 ] ] 
[ [ 0, 0, -1 ], [ 0, 0, -1 ] ] 
[ [ 0, 0, O], [ 0, 0, 0 ] ' [ 0, 0, 0 ] ' [0,0,0], [ 0, 0, 0 ] ] 
[ [ 0, 0, 1 ] ' [ 0, 0, 1 ] ] 
[ [ 0, 1, -2 ] ] 
[ [ 0, 1, -1 ], [ o, 1' -1 ] ] 
[ [ 1, -1, 0 ] ] 
[ [ 1, -1, 1 ], [ 1, -1, 1 ] ] 
[ [ 1, 0. -1 ], [ 1, 0, -1 ] ] 

[ [ 1, 0' 0 ] ] 

The weight [ 1, 0, 0 ] occurs. Using the fundion Demazure in LiE ( see [12]) we see 
that the irreducible module of B3 with this highest weight has dimension 7. We subtrad 
the corresponding weights from the list above and continue. At the end we find that as an 
S-module the solvable radical decomposes as 

R~oo EEl fttll EEl fttll EEl Jtt 
where R~ denotes the irreducible module with highest weight ,\ and dimension m. 
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Diagram 
0 120 

0 97 °120 

0 74 °104°118 

og--on9 

Table 7.2: Nïlpotent elements and their centralisers in 
Es. 
The labels in the diagra.ms correspond to basis elements of 
Es (where the basis of the GAP-implementation is used). S 
is the semisimple part of the centraliser and R is its solvable 
radical; in the fourth column the dirneusion of R is given 
or its decomposition as an S-module. Here R~ means the 
irreducible module of dirneusion mand highest weight .\; thus 
R? is the trivial module. The order of the roots as given in 
[29] is used to calculate the weights. 

Name s R 

A1 E1 Rg3oooo1R~ 

2Al Bs Rg~ooo 1 Ri goooo R~ 

3Al F4+A1 Rggon RggolO Rgoool R~ 

A2 E6 R~~oooo Rg~oool2R~ 

0 69 °91 °106°114 4Al c4 Ràooo Rg~oo R~g1o R~ 

2Ràoooo Rnooo Rgg1oo 

47 112 97 A2+A1 As + R~go1o2Rgooo13R~ o---o 0 

Practice 

~101°79 0 102 A2 +2Al B3+A1 Rg~13 R~~02 R~gu Rgoo4Rgoo2 Rî 

~74 A3 B5 Rggoo1 Ri ~ooo2R~ 

~96 °80 °90 °99 A2 +3Al G2+A1 R~~o Rg)/ Ri~l R~oo R~ 

<>r-"ll2°W96 2A2 2G2 R~gw ~ooo R~o1o R~ 

~81 ~93 °74 2A2+A1 G2 +A1 

R~~22Ri~l ~oo R~o3 

+ Rg022Rg012R~ 

~81 0
80 A3+A1 

Ri~o1 R~gu R~ooo 

B3+A1 +2R~olo2Rgoo13R~ 

C197 

15 D4(a1) D4 2R§ooo2Rgo1o2Rgoo1 6R~ 

continued on next page 
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·nued from previous page 

Name s R 

D4 F4 R~~OI2R~ 

~79 ~83 °80 °81 2A2 + 2Al B2 R~~RnRî~RnRà0R~1 R~ 

Rn2 Rgo2 RJ812R~n 
~79 °58 082 A3 +2AJ B2+A1 +3mol R~oo2R~lo3R~ 
83 34 

(.172 °69 
Rän2Rilo2Rlol2R~ll 

D4(at) + A1 3Al +4R~oo4mw4Rgol7 RY 

"3'r"74"""69 °5r"72 A3+A2 B2 3Rà08R~ 1 13R~ 

~74 A4 A4 2Ràooo Rnoo R~g~o2R~ooi4R? 

~65~74 067 A3+ A2 + A1 2Al ~o mimo Rtö2R~o R~l R~o R? 
069 

D4 +At Cs 2R~00Rn°R?~13R? 
63 74 

ÇJ23 "5lr'78 D4(at) + A2 Az R~~RygRnJlä 1 R? 

~~62 °61 A4+At A2 6R~06Hg 1 16R? 

~54~58 2A3 Bz RnRn2R~03R~12m 
61 8 75 

0

1:131 Ds(al) As 3Rloo2Rglo3R~ol7 RY 

~54 °45 °59 A4 +2Al A1 3R~14R~16R~ 
contïnued on next page 
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continued from previous page 
Diagram Name s R 

or~69 o;r.r-"58 A4 +A2 2At RgJläa Rlt ~62R242Rg2 R~ 

~62 As G2 +At Rl~ 1 2R~002Rg0t3R~ 
49 8 71 048 

~37 Ds(at) +At 2At Rió2R~22R243Rg2 R~03R~ 

~52 "4'1"'55 044 A4+A2+At At R~2R~2R:2~2R~2Ri2R~ 
2 36 71 ~59 

T. D4+A2 A2 14,o .R22 Jlä1 3RJi03Rgt4R~ 

~61 0 43 As+At G2 4R}08R~ 
7 8 61 44 

~ Ds B3 R~oo2Rgot4R? 

~51~43 A4+A3 A1 R~2R~3~3R!2R~2R~ 

~50 0 61 A5+At 2Al R~0 J4,t2R~02Rit4R~02Rgt4R~ 
44 22 48 

~39 Ds(a1) + A2 At R:3R~4R55m4Rr 
34 43 23 

~39 D6(a2) 2At 2RP5Rg15m0IOR~ 

~49°42°48 A5+ 2At At R~4R~8R~9R~ 

~38o;m-o42 As+A2 At 9R~21R~ 
continued on next page 
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continued from previous page 
Diagram Name s R 
21 8 49 24 48 
0~ 0 

0 38 Ds+A1 2Al Rg1 R~02Rl12Rg 14R~05R~ 
-·· 

~44 "'3lr'43 °41 As+ A2 + A1 0 ,;o 

~48 A6 2Al Jläa2Rll Rg43.Rg22R~ 
34 8 35 23 

~2.148 D6(a1) 2Al 2R~14~04Rg18~ 

~33°32 A6 +A1 A1 ~2~3m4~3~ 
28 8 41 31 026 

~27 Da(al) + A1 A1 8m17R~ 

~44 
E6(al) A2 3Rij12R~ 

5 22 32 31 ~35 

~ Ds+A2 0 33 
34 8 35 1 17 

~ Ds B2 Rio3~15~ 
1 27 7 26 44 
~ r Q 

G2 2R~04R~ 8 Es 
32 22 24 26 

~23 D1(a2) 0 32 

0~33 A1 A1 ~3m5R~4R~ 

~30032 

Ea(al) +At 0 30 
continued on next page 
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Name s R 
026 

Ds+A1 A1 6RP3RY 
4 25 31 15 

~23 Ds(a3) 0 28 

D7(al) 0 26 
0~30032 

R~2R~4R~5R~ 8 . 
E6+A1 At J:t8 

27 E7(a2) A1 5R~11R~ 

~23 As 0 2"" 

D1 A1 R~5~6RY 

~26~27 

8 Es+A2 0 22 

E1(a1) A1 4Ri9R~ 
4 21 17 1 19 22 

0

~18 Ds(at) 0 20 
4 9 8 017 

E7(a1) + A1 0 18 
17 1 19 6 7 8 

~ Ei A1 3R~4R~ 

~8 18 Ds 0 16 
continued on next page 
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continued from previous page 

i Diagram Name s R 
~~10011 

0 25 E1+A1 0 1~ 
8 14 5 11 1 

~20 Es(a2) 0 12 

!5 111 x Es( al) 0 10 

~1 
2 Es 0 8 

Let f be an element of the dual space L •. Then we set 

L1 ={x EL I f([x,y]) 0 for all y E L} . 

The index of L is defined as the number r(L) inffEL' dimLf. Fora semisimpleLie 
algebra it is known that its index is equal to its rank (see [1"']). So the index of Es is 
8. It was a conjecture communicated to the author by A. Elashvili that the index of a 
centraliser of a nilpotent element in E8 is also equal to 8. Here we are concerned with the 
calculation of these indices. Let K be a subalgebra of L with basis { xl> ... , xn} and let 
{ xi, ... , x~} be the conesponding basis of K*. Let f Ei T;xi be art element of K* and 
let x Ei a;x; be an element of K; then x E Kf if and only if 

n n 

2)2.: c7iT,.)a; = 0 for j 1, ... ,n 
i=l k=l 

( where the cfi are the structure constants of /(). It follows that the dimension of K f is 
minimal if and only if the rank of the matrix A= (E,. c7iT"h~i,j<;n is maximaL The rank 
of A is not maximal if and only if some polynomials ( determinants of certain minors of 
A) in the T,. vanish. The condusion is that if we choose some random substitution for 
the T,., then with high probability the rank of A will be maximaL So we have an efficient 
probabilistic algorithm for testing whether the index of a centraliser is 8. 

Algorithm Index 
Input: A centraliser K of a nilpotent element in E8 • 

Output: true if the index of /( is 8. 

Step 1 Choose a random vector (>.1, ... , Àn) E Fn. 

Step 2 Calculate the rank r of the matrix A where the Àk are substituted for the T,.. 
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Step 3 If n- r = 8 then return true elsereturn to Step 1. 

Remark. If the index of a centraliser is bigger than 8, then the algorithm Index willloop 
forever. However, if the index is equal to 8, then the algorithm will output the correct 
answer after a few steps. 

Now we show an example of the calculation of the index of a centraliser. 

gap> K:=Subalgebra( L, [ b[39]+b[73]+b[74]+b[81]+b[93]] );; 
gap> CL:= LieCentralizer( L, K ); 
<Lie algebra of dimension 86 over Rationals> 
gap> Index( CL);; 
8 
gap> Runtime()-t; 
2272516 

The procedure prints the estimate of the index in each round of the iteration. When the 
estimate is equal to 8 the algorithm stops. It is seen that after one step we are clone. We 
remark that most of the time is spent on calculating a table of structure constants of CL. 

We did the same computations for every element of the list of Table 7.2. All centralisers 
turned out to have index 8. 

Corollary 7.6 Let L be the simpte Lie algebra of type E8 . Let e be a representative of a 
ni/potent class in L. Th en the centraliser Z L( e) has index 8. 
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Appendix A 

Manual of ELIAS 
Here we give a briefdescription of the functions that constitute the ELIAS package inside 
GAP4. 

A first concern is how to represent a Lie algebra on a computer (see Section 1.2). In 
ELIAS it is possible to present Lie algebras in two ways. First there is the possibility 
of constructing a Lie algebra by a table of structure constauts (see A.3, AA and A.5). 
Secondly, a Lie algebra can he given by some matrices that generate the Lie algebra as 
a subalgebra of the full matrix algebra (see A.6). Also we can make direct sums of Lie 
algebras (see A.8). 

Section A.7 describes a function that constructs the simpleLie algebras. 

The Sections A.lO, A.ll, A.12, A.13, A.14, A.15, A.16 and A.17 describe the construction 
of several distinguished subalgebras and ideals. 

The next sections describe the construction of series of ideals (see A.l8, A.19 and A.20). 

The next sections descri he functions related to decompositions of a Lie algebra into a direct 
sum of subspaces (see A.21, A.22). 

The next section describes several property tests for Lie algebras (see A.23). 

The next section describes a function that calculates the type of a semisimple Lie algebra 
of characteristic 0 (see A.24). 

The next section (A.25) describes the construction of the associative algebra generated by 
the adjoint matrices of the elements of the Lie algebra. 

The next section (A.26) describes the construction of the matrix of the Killing form. 

The last sections describe functions related to elementsof the Lie algebra (see A.27 and 
A.28). 

A.3 About Structure Constants 

Here we consider representing a Lie algebra by a table of structure constants. Table A.3 
is the multplication table of s(2 (see also Example 1.2). 

In ELIAS such a table is represented using lists. The obvious way to do this is to construct 
a "three-dimensional" list T such that T[i] [j] [k] equals cfj· But it often happens that 
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Table A.3: Multplication table of .sb 

many of these constauts are 0. Therefore a more complicated structure is used in order 
to be able to forget the zeros. A multplication table of an n-dimensional Lie algebra is 
an n x n array T such that T[i] [j] describes the product of the i-th and the j-th basis 
element. This product is encoded in the following way. The en try T [i] [j] is a list of 
two elements. The first of these is a list of indices k such that cfj is nonzero. The second 
list contains the conesponding constants cfJ. For example, if T is the table displayed in 
Table A.3, then T [1] [3] equals the list [ [ 1 ] , [ -2 ] ] , meaning that the product 
of first and third basis element of the Lie algebra equals -2 times the first basis element. 
Furthermore T [3] [3] is the list [ [ ] , [ ] ] which means that the product of the third 
basis element with itself is zero. Now suppose that S is the table of a Lie algebra with 
basis {xh··· ,xn} and that S[3] [7] equals [ [ 2, 4, 6 ] , [ 1/2, 2, 2/3] ]. Then 
in the Lie algebra we have the relation 

Finally two numbers are added to the table. In the case where T is the table of a Lie algebra, 
the first number is -1, expressing the fact that the multplication is anticommutative. The 
second element that is added is the zero-element of the field over which the Lie algebra is 
defined. 

A.4 TestJacobi 

TestJacobi( T ) 

Before constructing a Lie algebra by means of a table of structure constants it is advisable 
to check whether the resulting algebra satisfies the Jacobi identity. Test Jacobi( T ) 
returns true if in the algebra defined by T the Jacobi identity is satisfied, false otherwise. 
The table T in the next example is the same as the one in Table A.3. 

gap> T: = [ [ [ [ ] , [ ] ] , [ [ 3 ] , [ 1 ] ] , [ [ 1 ] , [ -2 ] ] ] , 

[ [ [ 3 J ' [ -1 J J ' [ [ J ' [ J J ' [ [ 2 ] ' [ 2 ] ] J ' 
[ [ [ 1 ] ' [ 2 J J ' [ [ 2 J ' [ -2 ] J ' [ [ J ' [ J ] J ' -1' 0 ] ; 
gap> TestJacobi( T ); 
true 
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A.5 LieAlgebraByStruct ureConstants 

LieAlgebraByStructureConstants( F, T ) 

This function returns the Lie algebra over the field F defined by the table of structure 
constants T. 

gap> T: = [ [ [ [ ] , [ ] ] , [ [ 3 ] , [ 1 ] ] , [ [ 1 ] , [ -2 ] ] ] , 
[ [ [ 3 ] ' [ -1 ] ] ' [ [ ] ' [ ] ] ' [ [ 2 ] ' [ 2 ] ] ] ' 
[ [ [ 1 ] ' [ 2 ] ] ' [ [ 2 ] ' [ -2 ] ] ' [ [ ] ' [ ] ] ] ' -1' 0 ] ; 
gap> L:=LieAlgebraByStructureConstants( Rationals, T ); 
<Lie algebra of dimension 3 over Rationals> 

A.6 AlgebraByGenerators 

AlgebraByGenerators ( F, mats ) 

In this section we describe the other way to present a Lie algebra, namely by matrices. 
AlgebraByGenerators ( F, mats ) returns the (matrix) Lie algebra over the field F gen­
erated by the elementsof the list (of matrices) mats. Here we use the Lie algebra spanned 
by the matrices AI> A2 and A3 as in Example 1.3. 

gap> mats:= [ [ [ 0, 1 ] , [ 0, 0 ] ] , [ [ 0, 0 ] , [ 1, 0 ] ] , 
[ [ 1' 0 ] ' [ 0' -1 ] ] ] ; ; 
gap> mats:=List( mats, x-> LieObject( x) );; 
gap> K:=AlgebraByGenerators( Rationals, mats); 
<Lie algebra over Rationals, with 3 generators> 

A. 7 SimpleLieAlgebra 

SimpleLieAlgebra( X, n, F ) 

This function constructs the simple Lie algebra of type X n over the field F. The result 
is a Lie algebra defined by a multplication table. Here X ca.n be one of "A", "B", "C", 
"0", "E", "F", "G", "W", "S", "H", and "K". For the types "A" to "G" n must be 
a.n integer greater or equal to 1. The other types only exist over fields of charaderistic 
p > 0. In this case n must be a list of integers 2: 1. If X is "H" then this must be a list of 
even length a.nd it must have odd length if X is "K". 

In a few cases the Lie algebra returned by this function is not simple. Examples are the 
Lie algebras of type An over a field of charaderistic p > 0 where p divides n + 1, and the 
Lie algebras of type I<n where n is a list of length 1. 
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gap> L:=SimpleLieAlgebra( "0", 7, Rationals ); 
<Lie algebra of dimension 91 over Rationals> 
gap> L:=SimpleLieAlgebra( "F", 4, GF(7) ); 
<Lie algebra of dimension 52 over GF(7)> 
gap> L:=SimpleLieAlgebra( "W", (1,1], GF(5) ); 
<Lie algebra of dimension 50 over GF(5)> 
gap> L:=SimpleLieAlgebra( "S", [1,2], GF(5) ); 
<Lie algebra over GF(S), with 124 generators> 
gap> L:=SimpleLieAlgebra( "H", [2,1], GF(5) ); 
<Lie algebra of dimension 123 over GF(5)> 
gap> L: =SimpleLieAlgebra( "K", [1, 1, l.J, GF(5) ) ; 
<Lie algebra of dimension 125 over GF(5)> 

A.B DirectSum OfAlgebras 

DirectSumOfAlgebras( Ll, L2 ) 
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This function returns the direct sum of the (Lie) algebras Ll and L2. It is assunied that 
either both Lie algebras are given by a table or they both are matrix Lie algebras. 

gap> L1:=SimpleLieAlgebra( "B", 2, Rationals ); 
<Lie algebra of dimension 10 over Rationals> 
gap> L2:=SimpleLieAlgebra( "C", 3, Rationals ); 
<Lie algebra of dimension 21 over Rationals> 
gap> DirectSumOfAlgebras( L1, L2 ); 
<Lie algebra of dimension 31 over Rationals> 
gap> mats : = [ [ [ 0, 1 ] , [ 0, 0 ] ] , [ [ 0, 0 ] , [ 1 , 0 ] ] , 
( ( 1' 0 ] ' [ 0' -1 ] ] ] ; ; 
gap> mats:=List( mats, x-> LieObject( x) );; 
gap> K:=AlgebraByGenerators( Rationals, mats); 
<Lie algebra over Rationals, with 3 generators> 
gap> DirectSumOfAlgebras( K, K ); 
<Lie algebra over Rationals, with 6 generators> 

A.9 RootSystem 

RootSystem( L ) 

For a semisimpleLie algebra L with a split Cartan subalgebra, this function computes the 
root system. The output is a record with the following components: 
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• roots This is the set of roots of 'L' with respect to the Cartan subalgebra that is 
output by CartanSubalgebra( L ) . First the positive roots are listed according to 
increasing height. The second half of the list consists of the negative roots. 

• rootvees The set of elements of L that are the root veetors conesponding to the 
roots in roots (so the first vector corresponds to the first root and so on). 

• fundroots A set of fundamental roots. 

• eartanmat The Cartan matrix of thesetof fundamental roots. 

gap> L:=SimpleLieAlgebra( "G", 2, Rationals ); 
<Lie algebra of dimension 14 over Rationals> 
gap> R:=RootSystem( L ); 
ree( 
roots := [ [ 1, -1 ] , [ 0, 1 ] , [ 1, 0 ] , [ 2, -1 ] , [ 3, -2 ] , [ 3, -1 ] , 
[ -1, 1 ] ' [ 0, -1 ] ' [ -1, 0 ] ' [ -2, 1 ] ' [ -3, 2 J' [ -3, 1 ] J' 
rootvees := [ v.8, v.13, v.9, v.1, v.4, v.11, v.5, v.14, v.10, v.3, v.2, 
V .12 ] , 
fundroots := [ [ 1, -1 ], [ 0, 1 ] ], 
eartanmat := [ [ 2, -1 ], [ -3, 2]] ) 

A.lO LieCentre 

LieCentre( L ) 

This function returns the centre of L. For the algorithm we refer to Section 1.4.2. 

gap> L:=SimpleLieAlgebra( "C", 3, Rationals ); 
<Lie algebra of dimension 21 over Rationals> 
gap> LieCentre( L ); 
<Lie algebra of dimension 0 over Rationals> 

Note that the definition of centre differs for associative algebras and Lie algebras. That 
is the reason why this function is called LieCentre (the same applies for the functions 
LieCentralizer and LieNormalizer). We illustrate this difference with an example. 

gap> L:=SimpleLieAlgebra( "W", [1,1], GF(2) ); 
<Lie algebra of dimension 8 over GF(2)> 
gap> LieCentre( L ); 
<Lie algebra of dimension 0 over GF(2)> 
gap> Centre( L ); 
<Lie algebra of dimension 8 over GF(2)> 
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A.ll LieCentralizer 

LieCentralizer( L, K ) 

This function returns the centralizer of the subalgebra K in its parent Lie algebra L. The 
algorithm was described in Section 1.4.3. 

gap> L:=SimpleLieAlgebra( "D", 7, Rationals ); 
<Lie algebra of dimension 91 over Rationals> 
gap> b:=BasisVectors( Basis( L) );; 
gap> K:=Subalgebra( L, [ b[l], b[2], b[3] ]); 
<Lie algebra over Rationals, with 3 generators> 
gap> LieCentralizer( L, K ); 
<Lie algebra of dimension 49 over Rationals> 

A.12 LieN ormalizer 

LieNormalizer( L, K ) 

LieNormalizer( L, K ) returns the normalizer of K in its parent algebra L. The algo­
rithm can he found in Section 1.4.4. 

gap> L:=SimpleLieAlgebra( "D", 7, Rationals ); 
<Lie algebra of dimension 91 over Rationals> 
gap> b:=BasisVectors( Basis( L) );; 
gap> K:=Subalgebra( L, [ b[1], b[2], b[3] ]); 
<Lie algebra over Rationals, with 3 generators> 
gap> LieNormalizer( L, K ); 
<Lie algebra of dimension 58 over Rationals> 

A.13 DerivedSubalgebra 

DerivedSubalgebra( L ) 

This fundion returns the product spa.ce of L with itself. See Section 1.4.1 for the algorithm. 

gap> L: =SimpleLieAlgebra( "E", 8, Rationals ) ; 
<Lie algebra of dimension 248 over Rationals> 
gap> b:=BasisVectors( Basis( L) );; 
gap> K:=Subalgebra( L, [ b[1]+b[4]+b[8]+b[13)+b[14]+b[17]+b[18]+b[19]]); 
<Lie algebra over Rationals, with 1 generators> 
gap> CL:=LieCentralizer( L, K ); 
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<Lie algebra of dimension 16 over Rationals> 
gap> DerivedSubalgebra( CL); 
<Lie algebra of dimension 10 over Rationals> 

A.14 SolvableRadical 

SolvableRadical( L ) 
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This function returns the solvable radical of L. The algorithrn was described in Section 
1.4.5. 

gap> L:=SimpleLieAlgebra( "E", 8, Rationals ) ; ; 
gap> b:=BasisVectors( Basis( L) );; 
gap> K:=Subalgebra( L, [ b[1]+b[6]+b[7]+b[8]+b[17]+b[18]+b[19] ]);; 
gap> CL:=LieCentralizer( L, K ); 
<Lie algebra of dimension 16 over Rationals> 
gap> SolvableRadical( CL); 
<Lie algebra of dimension 13 over Rationals> 

A.15 NilRadical 

This function calculates the nilradical of L. In the case of characteristic 0 it uses the 
"downward" rnethod described in Chapter 2. Otherwise the radical of the associative 
algebra (ad L )* is calculated. 

gap> L:=SimpleLieAlgebra( "E", 8, Rationals );; 
gap> b:=BasisVectors( Basis( L) );; 
gap> K:=Subalgebra(L, [ b[1]+b[6]+b[7]+b[8]+b[17]+b[18]+b[19] ]);; 
gap> CL:=LieCentralizer(L,K); 
<Lie algebra of dimension 16 over Rationals> 
gap> NilRadical( CL); 
<Lie algebra of dimension 13 over Rationals> 

A.l6 CartanSubalgebra 

CartanSubalgebra( L ) 

CartanSubalgebra( L ) returns a Cartan subalgebra of L. The algorithm works for Lie 
algebras L defined over a field F such that IFI > dirnL and for restricted Lie algebras of 
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charaderistic p. This function uses the algorithms LRE and RestrictedCartan given in 
Chapter 3. 

gap> L:=SimpleLieAlgebra( "E", 8, Rationals );; 
gap> b:=BasisVectors( Basis( L) );; 
gap> K:=Subalgebra( L, [ b[1]+b[6]+b[7]+b[8]+b[17]+b[18]+b[19] ]);; 
gap> CL:=LieCentralizer( L, K ); 
<Lie algebra of dimension 16 over Rationals> 
gap> CartanSubalgebra( CL); 
<Lie algebra of dimension 8 over Rationals> 

A.17 FindS12 

FindS12( L, x ) 

If x is a uilpotent element of a Lie algebra L, then there may exist a subalgebra of L 
that is isomorphic to sb and contains x. By a theorem of Jacobson-Morozov, this is 
certainly the case if L is semisimple. This fundion returns a three dimensional subalgebra 
of L, isomorphic to sb and containing x, if it exists. It returns false if there is no such 
subalge bra. 

The proof of Morozov's lemma ([32], p. 99) is already constructive. This function is a 
straightforward implementation of that proof. 

gap> L:=SimpleLieAlgebra( "G", 2, Rationals ); 
<Lie algebra of dimension 14 over Rationals> 
gap> b:=BasisVectors( Basis( L) );; 
gap> FindS12( L, b[l] ); 
<Lie algebra of dimension 3 over Rationals> 

A.18 DerivedSeries 

DerivedSeries( L ) 

This function returns a list of ideals of L that form its derived series. It is calculated by 
repeatedly applying the algorithm for product spaces described inSection 1.4.1. 

gap> L:=SimpleLieAlgebra( "E", 8, Rationals );; 
gap> b:=BasisVectors( Basis( L) );; 
gap> K:=Subalgebra(L, [ b[1]+b[4]+b[8]+b[13]+b[14]+b[17]+b[18]+b[19]]);; 
gap> CL:=LieCentralizer( L, K ); 
<Lie algebra of dimension 16 over Rationals> 
gap> DerivedSeries(CL); 
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[ <Lie algebra of dimension 16 over Rationals>, 
<Lie algebra of dimension 10 over Rationals>, 
<Lie algebra of dimension 2 over Rationals>, 
<Lie algebra of dimension 0 over Rationals> ] 

A.19 LowerCentralSeries 

LowerCentralSeries( L ) 
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This function calculates the lower central series of L. Aga.in the method given in Section 
1.4.1 is used. 

gap> L: =SimpleLieAlgebra( "E", 8, Rationals ) ; ; 
gap> b:=BasisVectors( Basis( L) );; 
gap> K:=Subalgebra( L, [ b[6]+b[7]+p[8]+b[9]+b[10]+b[11]+b[12]+b[25] ] );; 
gap> CL:=LieCentralizer( L, K ); 
<Lie algebra of dimension 14 over Rationals> 
gap> LowerCentralSeries( CL); 
[ <Lie algebra of dimension 14 over Rationals>, 
<Lie algebra of dimension 7 over Rationals>, 
<Lie algebra of dimension 5 over Rationals>, 
<Lie algebra of dimension 3 over Rationals>, 
<Lie algebra of dimension 2 over Rationals>, 
<Lie algebra of dimension 0 over Rationals> ] 

A.20 U pperCentralSeries 

UpperCentralSeries( L ) 

This function calculates the upper central series of L. lt repeatedly uses the algorithm for 
the centre while keeping track of the pre-images of the ideals factored out. In ELI AS the 
upper central series is presented in the reversed order (starting with the hypercenter ). 

gap> L:=SimpleLieAlgebra( "E", 8, Rationals );; 
gap> b:=BasisVectors( Basis( L) );; 
gap> K:=Subalgebra( L, [ b[6]+b[7]+b[8]+b[9]+b[10]+b[11]+b[12]+b[25]] );; 
gap> CL:=LieCentralizer( L, K ); 
<Lie algebra of dimension 14 over Rationals> 
gap> UpperCentralSeries( CL); 
[ <Lie algebra of dimension 14 over Rationals>, 
<Lie algebra of dimension 12 over Rationals>, 
<Lie algebra of dimension 11 over Rationals>, 
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<Lie algebra of dimension 8 over Rationals>, 
<Lie algebra of dimension 6 over Rationals>, 
<Lie algebra over Rationals, with 0 generators> ] 

A.21 LeviDecomposition 

LeviDecomposition( L ) 

The output of LeviDecomposition( L ) is a list of two elements. The first element is 
the semisimple subalgebra and the second is the solvable radical of L. If L is solvable 
then the first component is the zero subalgebra. We use a similar algorithm to the one 
described in Section 1.4. 7, but using the derived series instead of the lower central series. 
The reason for this is that the calculation of the derived series in many cases is faster than 
the computation of the lower central series. If L is a Lie algabra of charaderistic p > 0 
then it need not have a Levi decomposition. However, if it has, then this function will find 
one. 

gap> L:=SimpleLieAlgebra( "E", 8, Rationals ) ; ; 
gap> b:=BasisVectors( Basis( L) );; 
gap> K:=Subalgebra(L, [ b[8]+b[39]+b[69]+b[74] ]);; 
gap> CL: =LieCentralizer ( L, K ) ; 
<Lie algebra of dimension 68 over Rationals> 
gap> LeviDecomposition( CL ) ; 
[ <Lie algebra of dimension 24 over Rationals>, 
<Lie algebra of dimension 44 over Rationals> ] 

A.22 DirectSumDecomposition 

DirectSumDecomposition( L ) 

If L is a direct sum of two or more ideals, then this function returns a list of these ideals, 
otherwise the output is a list consisting only of the element L. If L is semisimple, then 
the algorithms given in Chapter 4 are used. If L is defined over a large field, then the 
randomised method for finding a splitting element is chosen. Otherwise decomposable 
elements are used. If L is not semisimple, then the general algorithm described in Section 
1.4.6 is used. 

gap> K:=SimpleLieAlgebra( "A", 1, Rationals ); 
<Lie algebra of dimension 3 over Rationals> 
gap> L:=DirectSumOfAlgebras( K, K ); 
<Lie algebra of dimension 6 over Rationals> 
gap> L: =DirectSumOfAlgebras ( L, K ) ; 
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<Lie algebra of dimension 9 over Rationals> 
gap> DirectSumDecomposition( L ); 
[ <Lie algebra of dimension 3 over Rationals>, 
<Lie algebra of dimension 3 over Rationals>, 
<Lie algebra of dimension 3 over Rationals> ] 

A.23 Property Tests for Lie Algebras 

• IsAbelianLieAlgebra( L ) 
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returns true if the multiplication of two elements from L always returns zero, false 
otherwise. 

• IsSolvable( L ) 
returns true if L is solvable, false otherwise. 

• IsNilpotent( L ) 
returns true if L is nilpotent, false otherwise. 

• IsRestrictedLieAlgebra( L ) 
Suppose L is a Lie algebra over a field of charaderistic p > 0. Then L is called 
restrided if the Lie algebra ad L is closed under the p-th power map ( that associates 
toa matrix its p-th power). This fundion tests whether Lis restricted. Lie algebras 
of charaderistic zero are never restricted. Furthermore, it is enough to test the 
property for a basis of L (see Theorem 5.11 of [32]). 

gap> IsAbelianLieAlgebra( SimpleLieAlgebra( "A", 2, Rationals) ); 
false 
gap> T: =EmptySCTable( 10, 0, "antisymmetric" ) ; ; 
gap> L:=LieAlgebraByStructureConstants( Rationals, T );; 
gap> IsAbelianLieAlgebra( L ); 
true 
gap> K:=SimpleLieAlgebra( "A", 2, Rationals ); 
<Lie algebra of dimension 8 over Rationals> 
gap> IsSolvable( K ); 
false 
gap> IsNilpotent( K ); 
false 
gap> IsRestrictedLieAlgebra( K ); 
false 
gap> M:=SimpleLieAlgebra( "W", [1], GF(S) ); 
<Lie algebra of dimension 5 over GF(S)> 
gap> IsRestrictedLieAlgebra( M ); 
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true 
gap> N:=SimpleLieAlgebra( "W", [2], GF(5) ); 
<Lie algebra of dimension 25 over GF(5)> 
gap> IsRestrictedLieAlgebra( L ); 
false 

A.24 SemiSimpleType 

SemiSimpleType( L ) 
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If Lis a Lie algebra with a nondegenera te Killing form, then SerniS impleType ( L ) returns 
the type of L. It uses the method given in Chapter 5. 

gap> L:=SimpleLieAlgebra( "E" , 8, Rationals );; 
gap> b:=BasisVectors( Basis( L) );; 
gap> K:=Subalgebra( L, [ b[22]+b[23]+b[24]+b[61]+b[62] ] );; 
gap> CL:=LieCentralizer( L, K ); 
<Lie algebra of dimension 52 over Rationals> 
gap> ll:=LeviDecomposition( CL); 
[ <Lie algebra of dimension 17 over Rationals>, 
<Lie algebra of dimension 35 over Rationals> ] 
gap> SemiSimpleType( 11[1] ); 
"Al G2" 

A.25 AdjointAssociativeAlgebra 

AdjointAssociativeAlgebra( L ) 

If L is a Lie algebra, then the matrices adx for x E L generate an associative algebra. 
The dimension of this algebra is in general higher than the dimension of the Lie algebra 
L. Adj ointAssociativeAlgebra( L ) calculates a basis of this associative algebra and 
returns the algebra. 

gap> K:=SimpleLieAlgebra( "A", 1, Rationals ); 
<Lie algebra of dimension 3 over Rationals> 
gap> AdjointAssociativeAlgebra( K ); 
<algebra of dimension 9 over Rationals> 
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A.26 KillingMatrix 

KillingMatrix( B ) 

If { xh ... , x,.} is a basis of the Lie algebra L, then the matrix (~~:(x;, x;)) is the matrix of 
the Killing form with respect to the basis B of L. 

gap> K:=SimpleLieAlgebra( "A", 1, Rationals ); 
<Lie algebra of dimension 3 over Rationals> 
gap> KillingMatrix( Basis( K) ); 
[ [ 0, 4, 0 ] ' [ 4, 0, 0 ] • [ 0, 0, 8 ] ] 

A.27 AdjointMatrix 

AdjointMatrix( B, x ) 

This function returns the matrix of ad x, with respect to the basis B of L. 

gap> K:=SimpleLieAlgebra( "A", 1, Rationals ); 
<Lie algebra of dimension 3 over Rationals> 
gap> b:=BasisVectors( Basis( K) );; 
gap> AdjointMatrix( Basis(K), b[1] ); 
[ [ 0' 0' -2 ] ' [ 0. 0' 0 ] ' [ 0' 1' 0 ] ] 

A.28 NonNilpotentElement 

NonNilpotentElement( L ) 

This function returns an element of L that is not nilpotent, or false if no such element 
exists. The method described inSection 3.3 is used. 

gap> K:=SimpleLieAlgebra( "A", 1, Rationals ); 
<Lie algebra of dimension 3 over Rationals> 
gap> NonNilpotentElement( K ); 
v.3 
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Samenvatting 
In dit proefschrift worden algoritmen gegeven die opereren op eindig dimensionale Lie 
algebras gegeven door een vermenigvuldigingstabeL 

In hoofdstuk 1 wordt ter inleiding kort ingegaan op de structuurtheorie van Lie algebras. 
Ook worden enkele algoritmen beschreven die niet aan de orde zullen komen in de latere 
hoofdstukken. 

In hoofdstuk 2 wordt een nieuw algoritme besproken voor de berekening van het uilradicaaL 
Dit algoritme wordt vergeleken met enkele bekende algoritmen. 

Cartan deelalgebras spelen een centrale rol in de structuurtheorie van halfenkelvoudige Lie 
alge bras. In hoofdstuk 3 wordt ingegaan op de berekening van dergelijke deelalgebras. We 
geven een algoritme voor het vinden van een niet uilpotent element in een Lie algebra. 
Op basis hiervan wordt een algoritme voor de berekening van een Cartan deelalgebra 
geformuleerd. Het algoritme wordt in een praktische situatie vergeleken met enkele andere 
algoritmen. 

Halfenkelvoudige Lie algebras splitsen als directe som van enkelvoudige Lie algebras. In 
hoofdstuk 4 worden algoritmen beschreven voor het bepalen van een dergelijke directe 
som decompositie. Het algoritme gegeven in het vorige hoofdstuk wordt gebruikt om een 
Cartan deelalgebra te vinden. De actie van deze deelalgebra wordt dan gebruikt om de Lie 
algebra te splijten. Aan het eind van het hoofdstuk worden de algoritmen met behulp van 
een praktisch voorbeeld vergeleken. 

In hoofdstuk 5 wordt een algoritme beschreven voor de bepaling van het type van een 
halfenkelvoudige Lie algebra. Dit wordt gedaan door de Lie algebra te reduceren modulo 
een geschikt gekozen priemgetal. Het isomorfieprobleem voor halfenkelvoudige Lie algebras 
wordt met dit algoritme opgelost. We geven nog een oplossing van dit probleem. Deze 
blijkt in de praktijk echter niet goed te werken (dit in tegenstelling tot het algoritme voor 
de bepaling van het type). 

In hoofdstuk 6 wordt ingegaan op het vinden van een eindig dimensionale representatie 
van een Lie algebra gegeven door een vermenigvuldigingstabeL De stelling van Ado zegt 
dat een dergelijke representatie bestaat, maar de bekende bewijzen bevatten geen effectieve 
constructie. Voor een groot gedeelte bewijzen we de stelling van Ado opnieuw. Dit levert 
wel een constructie die op een computer uitgevoerd kan worden. 

De algoritmen beschreven in dit proefschrift zijn door de auteur geïmplementeerd in het 
computeralgebra systeem GAP4. Dit heeft geleid tot een pakket met de naam ELIAS 
(Eindhoven Lie Algebra System). In hoofdstuk 7 wordt aan de hand van twee praktische 
problemen geïllustreerd hoe dit pakket gebruikt kan worden. Het eerste probleem is de 
bepaling van isomorfie van Lie algebras. Het tweede is de berekening van de index van 
centralisatoren van uilpotente elementen in E8 . 

Tot slot is er een appendix met een beschrijving van ELIAS. 
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1. Zij L een Lie algebra over een lichaam van karakteristiek 0. Laat x1, ... , Xn 
een basis zijn van L zo dat x1 , •.. , x. een basis is van het centrum van L 
( s :::; n). Definieer polynomen fi, ... , f n in de variabele X als volgt: 

(a) J; = X2 voor 1:::; i:::; s, 

(b) als S < i :::; n dan is j; het minimumpolynoom van ad X;. 

Zij I het ideaal van de universeel omhullende van L voortgebracht door de 
elementenj1(x1), ... ,Jn(xn)i dan geldt in veel gevallen dat L n I= 0. Een 
algemeen bewijs hiervan zou tot een nieuw bewijs van de stelling van Ado 
leiden. 

2. Het bewijs van Corollarium 4.4.1.2 in [1] is fout (het corollarium zelf is 
overigens correct, zie [2]). 

[1] D. J. Winter. Abstract Lie Algebras. M.I.T. Press, Cambridge, Mass., 
1972. 

[2] D. W. Barnes. On Cartan Subalgebras of Lie Algebras. Math. Z., 
101:350-355, 1967. 

3. Propositie 6 in [1] is fout; een tegenvoorbeeld is de Lie algebra met basis 
{x b Yt, h b x 2, Y2, h2} en vermenigvuldigingstabel: 

[hi>xi] YI [h2,X1] Y1 [xi> YI] thl + îh2 
[hl, YI) -XI [h2, YI) -XI [x2, Y2] thl- th2 
[h1,x2] = Y2 [h2,x2] -y2 
(h~, Y2J = -X2 [h2,Y2J X2 

(niet getoonde produkten van basis elementen worden 0 verondersteld). 
De ruimte opgespannen door h1 en h2 is een Cartan deelalgebra. En een 
decompositie als beschreven in [1] wordt gegeven door 

Deze leidt echter niet tot een directe som decompositie van de Lie algebra. 

[l] W. A. de Graaf, Calculating the Structure of a Semisimp ie Lie Algebra, 
J. of Pure and Applied Algebra, 117 &118:319-329, 1997. 



4. Bij een inleidende cursus over Lie algebras verdient het boek van Jacobson 
([1]) aandacht; de formuleringen van de bewijzen in dit boek zijn uitzon­
derlijk helder. 

[1] N. Jacobson, Lie Algebras. Dover, New York, 1979. 

5. De uitspraken van de complexiteitstheorie moet men niet in morele zin 
opvatten; "polynomialiteit" impliceert niet altijd "praktisch bruikbaar" (of 
goed) en "exponentieel" betekent niet "onbruikbaar" (of slecht). 

6. Als men een tekst die zich in het geheugen van een computer bevindt gron­
dig wil bestuderen, dan drukt men deze gewoonlijk af; hieruit kan men 
concluderen dat een mens met een beschreven blad een veel intiemere re­
latie kan onderhouden dan met een beeldscherm. 

7. De Nederlanders hebben de spreuk "God zij met ons" op hun munten gezet; 
er is geen betere illustratie van hun koopmansgeest. 

8. Als een elite spreekt van "moreel verval", dan betekent dit veelal dat ZIJ 

haar gewoontes overgenomen ziet worden door "het volk". 

9. Principes zijn veelal slechts een vrijbrief voor redeloosheid. 




