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Minimal Input Support Problem and 
Algorithms to Solve It 

by Pawel A. Konieczny and Lech JOZwiak 

Section of Digital Information Systems, Faculty of Electrical Engineering, Eindhoven 

University of Technology, P. O. Box 513, 5600 MB Eindhoven, 

The Netherlands 

Abstract 

Input support reduction is one of the most important aspects of the economical 
representation of information in information processing systems. Solutions to this 
problem can be directly applied in such areas as logic design (for minimizing the number 
of input lines of a logic building block which implements a certain (sub-)function) or 
information system design (for minimizing the number of attributes in decision tables). In 
the case of logic synthesis, input support reduction is crucial, because the number of 
input lines of a logic building block influences both the active area taken by the building 
block and the routing area taken by interconnections. 

In relation to logic synthesis, the problem received quite much attention [4, 5, 7, 8, 
II, 12, 16,26, 27, 29, 30, 32]. However, the exact algorithms for input bit minimization 
(all but not [II]), have too low efficiency for large instances of the problem and the 
approximate solution proposed by Grinshpon [11] can be quite easily improved. The 
main aim of the research reported here was to develop more efficient exact and 
approximate algorithms. Another aim was to check the usefulness of various search 
paradigms in solving problems of such a kind. We tried to formulate the support 
reduction problem as general as possible (in order to use its solution method in various 
areas), to analyze the problem, and to solve the problem using known local search, tabu 
search and branch-and-bound paradigms, and proposed by us the quick scan and beam 
search paradigms. In the report, the formal definition of the problem is presented, the 
problem is proved to be NP-complete and the problem structure is studied. 
Subsequently, the considered solution algorithms are presented and results obtained from 
their implementations are described. 

It turned out that the QuickScan algorithm has the best performance for large 
instances of the problem, the exact algorithm is the best one for small instances (up to 20 
input bits), and the local and tabu searches are not suitable. Furthermore, we decided to 
improve the effectiveness of the approximate QuickScan by proposing a beam-search 
algorithm, and efficiency of the exact algorithm by proposing a new branch-and-bound 
algorithm. 

Index Terms: information system design, logic design, heuristic algorithms, 
combinational optimization, input support minimization 
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Introduction 

Modem microelectronics technology gives opportunities to build digital circuits of huge 

complexity and provides a wide diversity of logic blocks. A rapidly growing interest in 

programmable devices has also been observed, as a result of their very attractive 

characteristic features, such as high speed (comparing to software solutions), low cost 

(comparing to hard-wired ASIC solutions), high reliability and fast customization 

without the need for involvement of the manufacturer. 

However, programmable devices impose limitations on various circuit parameters due to 

input, output, functionality, memory, communication and speed constraints. On the other 

hand, traditional logic design methods are not suitable for very complex circuits or 

implementations with constrained building blocks for the following main reasons: they 

are only devoted to some very special cases of possible implementation structures, they 

often fail to find global optima for large designs, they do not consider hard constraints, 

they often do not consider correctness aspects in an appropriate way, and they often 

leave unconsidered some important factors that sufficiently influence the actual design 

objectives. 

Logic synthesis is typically performed without any relation to the target implementation 

structure. Traditional logic design methods use only a limited set (minimum functionally 

complete set) of Boolean operators (e.g. AND-OR-NOT) and not the full set of 

operators implemented by a certain library of hardware building blocks. To implement 

the minimized expression, a transformation step called technology mapping must be 

performed in order to transform the expression into a network of actual hardware 

building blocks. If the repertoire of logic blocks offered by a certain technology library 

differs substantially from the set of Boolean operators used during synthesis, the work 

completed during synthesis is almost futile, because the real synthesis must be performed 

during the technology mapping. 

The bad practice of target-independent logic synthesis follows from the lack of 

appropriate modeling tools and synthesis methods for digital circuit structures. 

Traditional logic modeling tools model circuits in terms of functionally complete systems 

composed of a minimal number of some special structural elements (e.g. 

AND+OR+NOT, NAND, NOR, MUX, or AND+EXOR) instead of modeling them in 

terms of all structural elements at the designer's disposal or, just generally, in terms of all 

possible sub-circuits. For example, the commonly used Boolean algebra enables us to 

express all possible functions but fails to model their implementation structures. Boolean 

algebra makes it possible to decompose functions exclusively into networks consisting of 



AND, OR, and NOT sub-functions, or into the equivalent NAND or NOR networks, 

while in general they can be decomposed into sub-functions of any kind. Similarly, binary 

decision diagrams enable us to express the Boolean functions exclusively in the form of 

two-input multiplexer networks. 

Although logic designers have been building circuits for many years, they have realized 

that advances in microelectronics technology are outstripping their abilities to make use 

of the created opportunities. It has become extremely important to develop a new 

generation of methods which will effectively and efficiently deal with design complexity 

and the characteristic features of modern building blocks, enabling modeling and 

synthesis of all reasonable circuit structures and providing "correctness by construction," 

easy correctness verification, and intelligent search algorithms for the effective and 

efficient exploration of the huge space of correct circuit structures. 

In order to solve the problem, a structural decomposition approach may be used. It 

consists of transforming a system into the structure of two or more cooperating sub­

systems in such a way that the original system's behavior is retained and certain 

constraints and objectives are satisfied. 

The theoretical work in this field was started by Ashenhurst (I] and Curtis [6] for 

combinational circuits and by Hartmanis [13, 14, 15] for sequential circuits in the early 

1960s. However, they over-simplified the actual problems. Since then, the 

decompositional approach has been further developed by many researchers, but only few 

of them [18, 19,20,2228,31] noticed the importance of the decomposition of inputs in 

addition to decomposition of other circuit parameters (sequential machine internal states, 

outputs, interconnections, memory, and/or functionality). 

A recent development of a general full-decomposition theory of digital circuits by 

J6zwiak [25] has rendered the task of finding the minimal number of inputs to a 

component block a crucial one for an effective and efficient application of the theory. 

Since an algorithm for input support reduction can be invoked a lot of times during one 

run of a decomposition algorithm, both the quality of the results and the run-time of the 

reduction algorithm are extremely important. Although the work reported in this report 

was performed in the context of research aiming at development of methods for effective 

and efficient application of the general full-decomposition theory [25], the importance of 

input support reduction is not limited to this field. 

Input support reduction is one of the most important aspects of the economical 

representation of information in information processing systems. Solutions to this 

problem can be directly applied in such areas as logic design (for minimizing the number 

of input lines ofa logic building block (e.g. PLA, look-up table, gate), which implements 

a certain (sub-)function or (sub-)machine) or information system design (for minimizing 
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the number of attributes in decision tables}. In the case of logic synthesis, input support 

reduction is not less important than, for instance, term reduction performed by traditional 

two-level logic synthesis (see Example in Section General Formulation of MISP). The 

number of input lines of a logic building block influences both the active area taken by 

the building block and the routing area taken by interconnections between the primary 

inputs of a whole circuit or outputs of the other building blocks and inputs of the 

building block. For large circuits, especially when generated by CAD-tools of different 

sorts, the gain from the input minimization can be very high. 

In relation to logic synthesis, the problem of input support reduction received quite much 

attention [4, 5, 7, 8, 11, 12, 16, 26, 27, 29, 30, 32]. However, the exact algorithms (all 

but not [II]) have to low efficiency for large instances of the problem and the 

approximate solution proposed by Grinshpon [11] can be quite easily improved. 

Furthermore, all the algorithms solve the problem in its specific statement related to 

combinational logic. In order to use its solutions in various areas, it is important to 

formulate and solve it as generally as possible. 

The main aim of the research reported here was to formulate the support reduction 

problem as general as possible, to analyze the problem and to develop more efficient 

exact and approximate algorithms. Another aim was to check the usefulness of various 

search paradigms in solving problems of such a kind. We tried to attack the problem 

using known local search, tabu search, and branch-and-bound paradigms and proposed 

by us the quick scan and beam search paradigms. It turned out that the QUickScan 

algorithm has the best performance for large instances of the problem. Although it 

cannot guarantee a strictly optimal solution, the experimental results show that it is able 

to efficiently find an optimal solution or a solution which is very close to optimal. The 

local search and tabu search approaches are not suitable for such kind of problems. 

Furthermore, we decided to improve the effectiveness of the approximate QuickScan by 

proposing a beam-search algorithm, and the efficiency of the exact algorithm by 

proposing a new branch-and-bound algorithm. 

In Chapter Problem Formulatioll, the theoretical aspects of the input support 

minimization problem are presented After the problem definition, the NP-completeness 

is proved and the problem geometry is studied. Chapter Algorithms presents the 

considered solution algorithms. The proposed heuristic algorithms are based on the 

analysis of the problem geometry and preliminary results of a simple Tabu Search 

algorithm. The next chapter, Results, presents the results obtained form the test runs of 

all the algorithms introduced in the previous chapter. The results are compared and the 

detailed conclusions are drawn. In the last chapter, some conclusions and 

recommendations are presented. 
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Problem Formulation 

The input minimization problem is the problem of finding the minimal input support, i.e. 

the minimal set of input bits that still preserves the functionality of a circuit. Informally it 

can be defined as follows: given a set of input symbols encoded in values of input 

variables (bits) and a partition on this set (or, in general, a set of conditions which pairs 

of symbols must be distinguished), find the minimal subset of coding variables (bits) that 

still allows to distinguish the given pairs of symbols. 

Below, the formal definition of the minimal input support problem (MISP) will be given, 

based on different types oflogical circuits and functional requirements. 

Combinational Circuits 

Definition 1. A fully specified combinational circuit can be defined as a set of Boolean 

functions Yj, Yj: B" -)0 B, ) = I, "', m, where n - number of input bits, m - number of 

output bits, B = {O, I} ([17]). 

However, from the functional point of view values of certain functions Yj in certain 

points of the domain can be unimportant, that is, can be ° or I without changing the 

useful functionality of the circuit. On the other hand, specifYing such points is of great 

importance for circuit optimization algorithms, which can then freely choose what 

Boolean value will be produced by the optimized circuit. For this reason the domain of 

values of functions Y, is defined as a set D, D = {O, I, -I, where "-" means "don't care". 

Then the design of a combinational circuit can be specified by defining functions Y,. 

Yj: B" -)0 D. A tabular definition of functions y" called a PLA form or a tnlth table, 

defines a set of combinational circuits equivalent from the functional point of view. 

Further, values of some input bits can have no influence on the value of a certain 

function. To reduce the size of the combinational circuit definition, don't-care values are 

used for inputs as well. If in PLA table a certain input pattern contains don't-cares, this 

means that the output value specified for this pattern is defined for all points obtained by 

all possible combinations of zeros and ones in the place of don't-cares. The next 

reduction of the size of a circuit definition comes up from omitting some points (rows), 

for which a default value is assumed (zero, one, or don't care). 

Definition 2, PLA specification can be defined as m sets r;, r; c f)"H,) ~ I, ''', m such 

that 
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v V Yi(X)= I~, 
IE~ xEB":xc(t" ... ,I") 

for j = I, ... , m . 

and 

v Yix)="dejaull value" for j = I, .... m 
X E B"\{x' E B"I :3 x'c(t" ... ,t")} 

lET) 

where c is a relation in the set D" such that: 

r l . V l/'cl"C>_V (t:=t;)V(/;="-")J 
t. t ED" I-I, .... n 

Definition 3. The PLA specification is said to be inconsistent if there are such two 

points l' and 1" in ~ for a certain j, that for a certain x E B" those points define different 

values ofthe output function Y,(x). More formally, the PLA specification is inconsistent if 

and only if 

:3 :3 [xc(t:, ... ,I~)/\XC(t;, ... ,t:)J\I~+, ;01:+,1 
t',tOeTj XED" 

From here, only the consistent PLAs will be considered. 

For the above definition of PLA, MISP can be defined as follows: 

Definition 4. MISP. Given m sets ~, T, C D"+' , j = I .... , m, find a minimal input 

support U, U c {I, ... ,n} such that 

V [/~' ;0 1;+, => :3 1;;0 I:Jl 
I',t ETj 1:1EU 

for j = I, ... , m 

where ;0 is a relation in the set D such that 

v (x';O x") C> «x' = 0) A (x" = I) v (x' = I) A (x" = 0» 
x',x"Ef) 

Sequential Machines 

Definition 5. A sequential (Mealy) machine M IS an algebraic system defined by: 

M = (1, S, 0, 0, A) where: 

I - a finite non-empty set of inputs, 

S - a finite non-empty set of internal states, 

o - a finite set of outputs, 

5 - the next state function, 5: I x S ~ S 

J... - the output function J...: I x S ~ 0 

A sequential machine with encoded inputs and outputs is a machine M where I c B" and 

o c Dm. Functions 5 and J... form a combinational circuit which can be specified in a 

PLA-like format, KISS. 
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Definition 6. KISS: m sets 1'" 1', cD" x S x D, j 

fa c D" x S x S such that 

V V Aj(x,I_,) = I ... , 
lET,. X E B": x c (1" ... ,1,) 

and 

V A(x,s)="-" 
X E B" \{x' E B"I 3 x' c(I" ... ,I")} 'ES 

fET) 

and 

V V O(x,I~,,)=I ... , 
IE fax E B': x c(I" ... ,1,) 

and 

V o(x,S)="'" 
X E B' \ {x' E B"I 3 x' c (I, , ... ,1")} 'ES 

tET, 

where "." is a special symbol in S representing any state. 

I, ... , m. and the set T& 

for j = I, ... , m 

for j= I, ... ,m 

This specification would be exactly in PLA format if S c B'. Usually however, the set S 

contains symbolic states only and the assignment of bit codes to state symbols is done in 

the very late stage of optimization as it reduces freedom for possible implementations of 

the sequential machine. 

The consistency of a sequential machine specification can be defined similarly as for a 

combinational circuit (with taking into account the semantics of the "." state symbol) 

and from this point only consistent sequential machines will be considered. 

Definition 7. For the above definition of KISS, MISP can be defined as follows: given m 
sets 1'" 1', cD" x S x D, j = I, ... , m. and the set T& fa cD' x S x S, find a minimal 

input support U, U c {1, ... ,11+ I} such that 

V [I;", '" I:', ~ :3 I; '" 17] 
t',t-eT

j 
i:ieU 

for j = 1, ... , m, Ii 

where the relation ""," between states is defined as the lexical inequality of symbols. 

This problem can be easily converted to PLA notation simply by choosing an arbitrary 

but unique coding of symbolic states. Note that when KISS is converted to PLA 

notation, the notion of a minimal input support is more complicated: if one primary input 

bit in the support has the cost of a unit, then all bits used to encode one symbolic input 

(state) have also (and only) the cost of a unit It can complicate algorithms for solving 

the problem, so the best way to deal with it is to define (and solve) a general MISP for 

multi-value input variables and then to treat binary input variables (bits) as a special case 

(see Definition 8). 
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Partitions and Set Systems 

The two previous definitions of MISP cover the common cases where the importance of 

input minimization is obvious. There are however some other situations where finding 

the minimal input support is of great importance. During the sequential machine synthesis 

(decomposition, state assignment), the relation of inequality of states ("0''' e SxS) can be 

weakened to an equivalence relation by introducing abstraction classes or partitions 1t in 

the set S. Then 

V s' ~ s· ~ 1t[ s') 0' 1t[ s") 

where 1t[s) is the block of the partition 1t containing s. 

Such a synthesis problem for sequential machines with state partitions can still be easily 

expressed by the KISS format and the related definition of MISP: the set of states is 

replaced by the set of blocks and every occurrence of a state in the specification is 

replaced by its block symbol. 

In some stages of the synthesis, the algorithm can require even more relaxed relation. In 

fact it can be any reflexive and symmetric relation on the set S. Such a relation is then 

called an incompatibility relation (+) and is usually expressed in a form ofa list of pairs of 

states that are distinguished (incompatible in terms of the "+" relation), or, equivalently, a 

set system on states (a.k.a. a rough set or an r-set). However, the compatibility relation 

defined as a complement of such an incompatibility relation (S x S \ "+") is not 

necessarily an equivalence relation because it may be not transitive. 

This problem also can be translated to PLA notation but a special coding of states is 

necessary. Let K = 1"+"1 (the number of state demands). Let (SA ,S8)' be k-th state pair 

from the list of incompatible state pairs according to the lexical order (k = I, ''', K). 

Every state s ES is coded as s on K bits (s = (SI ," "SK» in such a way, that 

1 
0 

s = 1 
k "_,, 

if (s, S8). for any S8 

if (SA'S). for any SA 

otherwise 
fork= 1, ... ,K 

Then every pair of states (SA ,S 8) E "+" is distinguishable by this coding, that is 

r 1 
i :l xes. I\xes8 J 

XEBf( 

and every pair of states (SA'S 8) 1£ "+" is indistinguishable by this coding, that is 

The first conclusion follow!; immediately from the construction of coding, because 

SA' + S8' and not "-" so x, cannot be equal to both of them at the same time. 
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The second conclusion is true because if SA. is not "-" then SBk is, and inversely. Then x 

satisfYing the required condition can be defined as follows 

ISAk 

x k = SIlk 

otherwise 

if s is "_" 
Bk 

if s is "_" Ak 

is not possible 

Clearly, x C SA and x C SB . 

General Formulation of MISP 

Although MISP for sequential machines with state demands can be expressed in a PLA 

form, the cost of it is the exponential growth of the problem size. While the problem 
instance with state partitions can be encoded proportionally to 10gl1t1 bits, this instance 

coded as a problem with a state set system requires the number of bits proportional to 

11tI'Further, similarly as with an artificial coding of symbolic states, the bits used for 

coding should not be a subject of reduction. For this reason we present the new, most 

general definition of MISP, appropriate for all the cases presented above. 

Definition 8. General MISP. Given a set T, T C zn (Z is the set of all possible values of 

all multi-valued input variables plus the "don't-care" value: "-"), and an incompatibility 

relation f, fc TxT, find a minimal input support U, U c {I, ... , n} such that 

I 1 
"~Tlt'+ I" => i:~U (t; -:t It /\ t; 7; "-"I\I;:,t "_II) J 

(the ";e" relation above denotes strict lexical inequality). 

Example. Consider the following switching function presented in Figure I. The minimal 

realization according to the number of terms contains 5 terms and requires all 5 inputs 

(see Figure 2). The PLA area calculated by the formula (2; + o)p is 55. 

After input support minimization, we obtain the solution {XI, X3, X4, xs}, what means that 

Xs = 1 
'"".XIX~ 

x,x," , 00 01 . 11 10 x,x, 00 01 11 10 

00 1 a 00 a 1 

01 0 0 1 01 0 

11 1 a 0 11 a 1 

10 a 0 1 10 0 
--

Figure 1 The example function f(X"X2,X3,X"XS) 
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x, = 0 x, = I 
~XIX2 

X,x~ 00 1)1 11 10 
~XIX2 

x,x';-" 00 01 11 10 

00 =:D 0 C 00 r-----) 
I--

0 cr:= 
0 0 ( ij 

~, ...--"-
01 01 0 

.~ 

(1 ) a a 
'~ -' 

11 0 ( 1) 11 

10 0 0 ( 2) 10 0 

Figure 2 The minimized function f(x"x"x3,x.,xs) = x, X 3 X , + x, x 3X4 x 5 + x ,X3X4 x 5 + X,X3 X 

the input variable x, can be deleted. The simplified function is presented in Figure 3 (bold 

values show how don't cases are assigned) and Figure 4 (as a function of four variables). 

The minimization of the simplified function leads to 6 terms, what makes the PLA area 

equal to 54. 
Xs = 1 

-", XIX;! 

11 10 x,x,'.. 00 01 11 10 

o 
.'~ -, 

0 ( 1 1 ) 0 0 

- .-
00 0 0 ( 1 1) 

f---.. ------ . 
-' '. '. 

o 1 0 0 ( 1 1 ) 01 0 0 
.' . .. .. -. . 

1 ( 1 1 ) 0 0 
"- .. ' 

1 

f-...... f-- .. -·-.·C,CC f--._-

0 0 ( 1 11-) 11 

0 a 0 (1 1) 10 0 0 

Figure 3 The minimized function with the minimal input support f(x"x"x3,x.,xs) = x, X 3 x, X 

In this case, the input support reduction causes that the circuit is implemented by non­

minimal number of product terms, but it still gives the smaller PLA active area than for 

the minimal term case. In addition to this, it allows for savings in routing area, as one 

input line is removed. We can also observe the trade-off between the number of inputs to 

the circuit and the minimal number of product terms (although both factors are 

correlated in the same direction). In general, the more complex the circuit is, the greater 

gain is expected by input support minimization. Of course, the gain depends heavily on 

the precise form of the function. 
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00 01 11 10 

o 0 C) 0 (:2) 0 

o 1 0 C) 0 

1 1 C) 0 C) 0 

1 0 0 (0 0 

Figure 4 The minimized function with the minimal support as a function of four variables 
f(X"X3,X4,XS) 

ILP Formulation and the Complexity of the Problem 

The general MISP can also be expressed in terms of Integer Linear Programming (ILP). 

The ILP formulation of MISP involves m binary variables. 

Definition 9. The ILP formulation ofMISP. 

Variables: 

the input variable} is in the support 

otherwise 

=mm 

subject to constraints 

V Lx, ~I 
I' ,tOE T: ,'+,. i{ t;;t.',"Al;;t. --"1\ (,";t.. _", 

v Xj E B 
j=l, .... m 

The inequality constraints specifY, for each pair of input symbols required to be 

distinguishable that at least one input variable that can distinguish the pair, must belong 

to U. 

To determine the complexity of the problem, MISP should be expressed as a decision 

problem. Here, we restrict ourselves to the binary case; however, the proof for the multi­

valued case is strictly analogous. 

Definition 10. MISP as a decision problem. Given a set T, T ~ Dn, an incompatibility 

relation +.+c Dn x Dn, a positive integer K, is there a support U ~ {l, ... ,n} of size K or 

less, that is a set such that 
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r 1 
'if It' +t" => :3 I;,' I;J 

l'.t~ET i:iEU 

To prove that MISP is NP-complete, the Hitting Set Problem will be polynomially 

transformed to MISP. 

Definition 11. Hitting Set Problem. Given a set V and a collection e of subsets of V, 

e ~ 2v, a positive integer K, does V contain a hitting set for e of size K or less, that is, a 

subset V' ~ V with Ivi :'> K, and 

'if cnV' l' 0 
eEl: 

( V' contains at least one element for each subset in C)? 

Hitting Set Problem is NP-complete [9] (it can be reduced to Node Cover Problem by 

the requirement Icl = 2 for every c E C). 

Theorem. MISP is NP-complete. 

Proof MISP belongs to NP because checking if a certain U, lui:,> K is a valid support 

can be done in polynomial time (exactly 0(11171')). 

Let V, e ~ 2" bet any instance of the Hitting Set Problem. Assume any order in V, that 

is, V=(v"v" ... ,vn }, II=IVI. For any ci Ee we construct the following two elements 

liandJiET 

11 {~ if Vi E C
J = if 

, 
Vi !,l c] 

'if 
{~ if v_ E C 

iE{I, .. ~n} 

Jt' ' 1 = 
if Vi {l C, 

then 

T= U(t',ji} 
HI.···ICIl 

and 

j={l,·jell 

It is easy to see how the construction can be accomplished in polynomial time (note that 

171 = 21Cf and 1+1 = lei). All that remains to be shown is that there is a hitting set for V 

and e of size K or less if and only if there is a support U, lui:,> K, for T and f. 

First, suppose that V ~ (\, ... ,n} is a support for T and f with lui:,> K. Because f 

contains all (and only those) pairs {Ii ,r }, U must distinguish all those pairs, that is 

'if :3 Ii l' j,' 
j={I •.. ~\CI} i:ieU 

but since Ii and J i contain different bits only for those i where v, ECi (the set ci is hit), 

U must contain i s. t. Vi E C i . 

Because it holds for every c,' the set V' = {Vi: i E V} is a hitting set for e and 

IV'I=ISI:'> K. Conversely, if V' is a hitting set for e, IV'I:'> K, the set V is constructed as 
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U = {i: Vi E V'}, (lUI=IV'I). 

Then for every pair {I j ,P} in +, there is such i E U that 1/ = I andj/ = 0 (so Ii * //), 
simply by choosing such i that Vi (Vi EV') belongs to Cp 0 

Problem Geometry 

The solution space of MISP contains all subsets of the input set, that is 2" points. To 

represent one input support it is conv\!nient to use its characteristic function expressed in 

a form of a bit pattern. The meaning of each hit in the pattern is the same as the meaning 

of the variables Xj in Definition 9. Then the natural notion of a neighborhood, necessary 

to be defined for any heuristic search, comes up from a Hamming distance: a 

neighborhood N (s) of a solution s is the set of all points s', for which the Hamming 

distance to s is I. Further, because the quality of a solution is equal to the number of 

zeros in its bit pattern, all solutions can be partitioned into 11 levels, according to their 

quality. Figure 5 shows the solution space for several instances of the problem. Each 

(1 ) (2) (3) (4) 
1111 

"' 11 

1 1 10 , 

r V o 001"" 1 1 100 

00 

000 

00000 

Figure 5 The leveled search space of the problem instances with n = 1, 2, 3, 4, and 5 
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node represents one solution and each edge joins two nodes in the Hamming distance I, 

defines thus valid moves of the search. 

In general the number of solutions at a quality level k is equal to (~), so the general 

search space (for large ,,) has the form shown in Figure 6. This picture shows exactly the 

dimensions of the search space, but it is not accurate in expressing the search path since 

(as it can be observed in Figure 5) two nearly placed points need not be neighbors and 

the opposite. 

number of solutions:: (~) 

a 

quality 

Figure 6 Search space dimensions of MISP 

On the other hand it can be observed that the search space is in fact ,,-dimensional 

hypercube, and for a given vertex, all adjacent vertices form its neighborhood. 

Furthermore, the feasible area is easier to imagine. If s is a local minimum then all points 

containing at least the inputs contained in s are feasible. The set of such points forms 

another hypercube of the dimension 1/- k, where k is the quality of .v, immersed in the 

solution-space hypercube. The total feasible area is the union of all sub-hypercubes 

induced by all local minima (Figure 7). In the sequel, this symbolic representation of the 

search space will be used to present various aspects of algorithms tested. 
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the number of bits 

n 

o 

full support quality 

unfeasible supports 

empty support 

Figure 7 The solution space hypercube and a sub-hupercube of the feasible area 
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Algorithms 

As a reference, we used the algorithm for MISP proposed and implemented by T. Luba 

and J. Rybnik [29, 30]. It is an implicit exhaustive search algorithm but it has reasonably 

good performance for small and medium problem instances. For larger instances, 

however, it is not satisfactory ( see Results). 

To find a better quality/performance ratio and to check the usefulness of various search 

paradigms, a number of other techniques are developed and tested. These are: the 

QuickScan algorithm, various Tabu Search algorithms, the Local Search algorithm, and 

solving the problem by converting it to an equivalent two-level optimization problem and 

using Espresso to solve the latter. 

LRed 

The algorithm used in the program LRed is an exhaustive search trying all possible 

supports and selecting all minimal [29, 30]. First, it constructs a list (table) of all 

incompatibilities between the output symbols and for each such pair it determines what 

input bits can distinguish it. Then it exhaustively traverses an implicit binary decision tree 

(see Figure 8) cutting off the branches that lead to an unfeasible solution and stopping 

considering a branch when all incompatibilities are distinguished. In Figure 8 the order of 

input selection to be considered is simple ascending for simplicity of presentation. 

Actually, the algorithm is an implicit exhaustive search which uses some heuristics when 

choosing what input to consider next: it chooses among all bits that can distinguish the 

most restrictive pairs (i.e., the pairs that have the least number of distinguishing inputs), a 

bit that can distinguish the largest number of pairs. 

In other words the algorithm starts from the empty support and adds to it all possible 

combinations of inputs until a support becomes feasible. In that way the program 

generates all possible unredundant supports (all local minima) but it collects only the 

minimal ones. The complexity of the algorithm is exponential. 
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BEGIN: 
S := empty support 
DP := list of symbols that must be distinguished 

cut this branch and return 
the current support if DP 
is empty. 

add x. to S 
reduce DP by all pai rs 
distinguished by XI 

I try inputx\ 

Otherwise, add x, to S ... ~ \ 

ltryinPutx3~ 

• • • • • • 

Figure 8 The algorithm of LRed program 

Espresso 

• • • 

cut this branch if XI is relatively 
essential (at least one pair in DP is 
distinguished only by XI) 

• • • 

Espresso is the program for two-level Boolean function minimization [3]. If MISP is 

formulated as a two-level minimization problem, it can be solved directly by Espresso. 

This solution has such a potential advantage over the previous (LRed) that Espresso runs 

in an approximated mode using some efficient heuristics and thus allowing for obtaining 

(sub )optimal solutions even for large instances. 

Let X, be a Boolean variable defined as follows: 

{
I the input bit i is in the support 

x -
I - 0 otherwi se 

Then the constraints of MISP can be defined as a Boolean function F in the form of 

"product of sums" (POS), in such a way that every sum corresponds to one pair of 

symbols that are to be distinguished, and every variable in a sum corresponds to an input 

that distinguishes that pair. Formally, 

( " 
F = 1./)~ ... lYr Xi j 

(compare with Definition 9). 
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Clearly, there is equivalence between prime implicants of F and unredundant supports 

(local minima) of MISP (finding all such prime implicants is exactly what LRed does). 

The global minima of MISP corresponds to the largest prime implicants of F 

However, the primary goal of the Espresso optimization is to find an equivalent 

representation of F containing the minimal number of product implicants rather than the 

largest imp Ii cants. Therefore, the problem has to be reformulated before applicable for 

two-level minimization. First, notice that as F is a positive function (all variables are 

uncomplemented), so every prime implicant of F covers the positive vertex 

(corresponding to the full support). Second, as F defines the constraints or the solution 

space for MISP, the minterms of F represent all possible but not necessary supports. In 

other words they define don't -care conditions. Hence the problem of minimal support is 

to find a maximal product term that covers the minterm XIX2 ... Xn, may cover the other 

minterms of F and does not cover any minterms from F . This can be considered as a 

two-level optimization problem. 

Espresso requires an input written in the PLA format, that is the list of product terms for 

ON-set, OFF-set, and DC-set (two of them suffice). In our case the ON-set (the set of 

minterms for which the function has the value I) consists of a single minterm being a 

positive vertex. The OFF-set can be obtained from the POS specifications of F: applying 

DeMorgan's laws, F in SOP can immediately be written by negating all variables, 

changing sums to products and products to sums. PLA prepared in such a way can be 

optimized by Espresso and the result contains one (sub-maximal) term representing a 

solution. 

The method described above is very general and is not bound to the Espresso program. 

In fact any two-level logic optimizer could be used. We have chosen Espresso for its 

good general performance. 

QuickScan 

This algorithm is intended to perform a quick traverse trough several local minima and it 

was purposed mainly for fast recognition of the "depth" of a particular instance of the 

problem. Nevertheless, it seems to be a quite useful method for finding reasonably good 

solutions for very big cases, when other techniques cannot be applied. 

Every input support is represented by a bit pattern. A bit in a position i of the pattern is a 

Boolean variable stating if a certain input bit Xi is or is not included in the support. The 

quality of the support is equal to the number of zeros in its bit pattern. 
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The scan is carried out in two modes: the down-mode, when the algorithm seeks a 

leftmost (according to the lexicographic order) local optimum (it is the initial mode when 

the search begins), and the up-mode, when the algorithm escapes from the local optimum 

in the rightmost direction (see Figure 9). During the search in the up-mode, the algorithm 

11111 

Figure 9 The scan path of the QuickScan algorithm (gray nodes represent unfeasible 
solutions, black arrows - the leftmost (down) scan, gray arrows - the rightmost (up) scan) 

constantly tries to discover a new local minimum to enter, before it makes a next step up. 

In order to prevent revisiting a previous local minimum, the algorithm considers only 

those supports down, which are on the right from the previously visited support. The 

best local minimum visited is stored and makes the result of the algorithm. The complete 

pseudocode of the algorithm is given in Figure 10. 

The search defined in this way is deterministic and cycle-free. Although the global 

minimum is not guaranteed, the deeper a local minimum is, the more possible ways lead 

to it. Therefore, the chance is little that the algorithm will skip a solution which is much 

better than the best visited so far. 
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procedure QuickScan 
{ 

current support ~ full support; 
best support = none; 
while (current support exists) 
{ 

if (last move was down or first move) 
{ 

next support = leftmost down feasible from current support; 
if (next support exists) 
{ 

current support = next support; 

else 
{ II local minimum 

if (current support < best support) 
best support = current support; 

current support = rightmost up from current support; 

else II last move was up 
{ 

next support = leftmost down feasiblE' but t(. till':' right from previous support 
if (next support exists) 
{ 

cur Lent support'" next SUPPOl-t; 

else 
{ 

current support rightln(,st up froln (,lIl[<:'nl sllpport; 

return best support; 

Figure 10 Pseudocode of QuickScan 

Tabu Search 

The Tabu Search (TS) method can be viewed as an iterative technique which explores a 

set of problem solutions, denoted by X, by repeatedly making moves from one solution s 

to another solution s' located in the neighborhood N(s) of s, using flexible (adaptive) 

memory. The moves are performed with the aim of efficiently reaching a solution that 

qualifies as "good" (optimal or near-optimal) by the evaluation of some objective 

functionJ(s) to be minimized [10]. 

The notion of using memory to guide the search can be formalized by saying that the 

solution neighborhood depends on the time stream, hence on the iteration number k. 

That is, instead of N(s), a neighborhood denoted N(s, k) may be referred to. 

Using pseudocode, the general TS algorithm can be described as below: 

(a) Choose an initial solution s in X, 

s·:= s, and k:= 1 

(b) While the stopping condition is not met do 

k:=k+1 

Generate V· k N (s, k) 
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Choose the best s' E V' 

s':=s 

if j(s') < j(s') then s':= s' 

End while 

TS is a variation of a simple descent method, which always seeks the better solution in 

the sample of the neighborhood of the current solution. Such a descent approach will at 

best lead to a local minimum of j where it will be trapped. Allowing to accept moves 

from s to s' even if j(s'» j(s), circumvents the outcome but rises the danger that 

cycling may occur. TS attempts to avoid the cycling by incorporating a memory structure 

that forbids or penalizes certain moves that would return to a recently visited solution. 

The simplest (and the most accurate) form of memory is embodied in a tabu list T that 
records the ITI solutions most recently visited, yielding N(s,k) = N(s)- T. Such 

memory will prevent cycles of length less than or equal ITI from occurring in the 

trajectory. For many problems this type of memory is practically impossible to realize, 

due to extreme space consuming, and many other memory models are developed to 

make a better usage of the memory space, but they are also less precise in estimation of 

visited solutions. The memory containing complete solutions has such an advantage over 

the other models, that extending the tabu list will never deteriorate the solution quality 

caused by forbidding too many not yet visited solutions. 

In the case of MISP a solution has a form of a set of numbers limited practically to 

hundreds. It can be coded effectively in tens of bytes. Hence it is possible to implement a 

tabu list containing the solutions visited, with the size of thousands complete solutions. 

The starting solution in MISP is the set containing all input bits, and the neighborhood 

N(s) is defined as the set of all input supports containing one bit less or one bit more than 

s. The quality functionJts) is the number of bits in the support s. 

All elements except finding the neighborhood, are very easy to compute. Finding N(s) is 

not so easy because not all from possible n neighbor solutions are feasible. For the part 

of them the feasibility can be easily found out: if the current solution is feasible, then all 

the solutions obtained by adding one bit to the current one are feasible; if the current 

solution is not feasible, then all solutions obtained by removing one bit from the current 

one are not feasible. However for the second part of solutions, the constraints of MISP 

have to be checked, and the test of one neighbor solution can require up to nt' constraint 

evaluations (note that the upper bound for the number of constraints grows exponentially 

with n). 

22 



Preprocessing and Probing 

Because of the exponential growth of the search space as a function of a number of 

inputs, the preprocessing of the initial instance of the problem is important. The 

preprocessing implemented and tested in this research involves finding essential inputs 

and dominated inputs. 

Definition 12. Given Tbe an instance ofMISP, an input i is essential ifand only if 

:3 \;f ~(t; *- ti) 
,',t"ET:,'t.," }:jES\{i} 

In other words, there is at least one pair of input symbols to be distinguished that the 

symbols can be distinguished by the input i only. 

Definition 13. Given Tbe an instance ofMISP, an input i is dominated ifand only if 

:3 \;f [t; *- t; => I; *- Ii] 
j:jES\{i} " .I"e T: 1'1>/" 

In other words, all symbols that must be distinguished and can be distinguished by a 

dominated input, may be distinguished by another (single) input as well. 

The preprocessing algorithm finds all essential and dominated inputs and fixes ("freezes") 

them in the support in such a way that all essential inputs always belong to the support (a 

search algorithm will not try to remove them from the support) and all dominated inputs 

are removed form the support (and a search algorithm will never try to add them again). 

Furthermore, the incompatibility relation is simplified by removing all conditions satisfied 

by the essential inputs. 

Of course, after finding and removing some dominated inputs, some other inputs can 

become essential (they are called then secondary essential). The opposite is also true: 

after some essential inputs are found and the incompatibility relation is reduced, some 

other inputs may become dominated. So, the procedure of finding essential and 

dominated inputs is repeated until no further bits are found. 

Luba in his algorithm finds all essential inputs too, but does not try to detect dominated 

bits. Instead of this, he introduces a concept of semi-essential inputs [18]. A semi­

essential input is an input bit that can be removed from the support, but removing it leads 

immediately to a local minimum. Thus all semi-essential bits must be contained in the 

supports having more than one bit removed. 

Stated formally, the property of a semi-essential input can be expressed as follows: 

r 1 
ii.=Y.=ti.lli ~ S => J~ij E S J 
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This is a special case of a probing technique called the identification of logical 

implications. The general logical implications can be written as 

iEI:yJi ~ S ~[;y:, j E S /\ .'1v, k ~ S ]] 

and 

where C" D" E" and G, are subsets of { I, ... , I/}. 

If the sets C, and D, are computed for each bit i during the probing phase as the sets of 

semi-essential (secondary semi-essential etc.) inputs (C,) and "semi-dominated" 

(secondary "semi-dominated") inputs (D,), the first type of the logical implication states 

that if the input i is not contained in a given support then all bits from C, have to be 

included in the support and all bits from D, may not be included in the support. This 

information may speed up the search very much since (I) the search procedure need not 

to consider the moves that involve deletion of bits in C" and (2) because it is always 

worthwhile to delete dominated bits, deletion of the bit i should immediately be followed 

by deletion of bits from D" making a sort of composed move. Then only such composed 

moves should be considered by the search procedure. 

The second type of the logical implication is not very useful for MISP since after the 

preprocessing phase all sets E, and G, do not contain any non-fixed inputs. 

Preliminary Results 

A simple TS algorithm for MISP, as described above, was implemented in a program and 

tested on several benchmarks. From those runs (not presented here), several important 

conclusions could be drawn out and they were used to improve the first primitive 

algorithm. 

First, if the search reached the local minimum, it would usually not be possible to escape 

from it by one or few moves accepting worse solutions. On the other hand, there are 

many ways leading to the current local optimum. Although the search space for II = 5 is 

somewhat too small, the essence of the problem can be explained using this instance (see 

Figure II). Assume that the search algorithm has performed three moves: 1,2, and 3 and 

found the local optimum 00101. To escape from the fathomed pit the algorithm executed 

the moves 4 and 5. It was still not enough and the next improving move 6 leads back in 

the direction of the just visited local minimum. In this example the move 7 leads out of 
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the local pit and allows to reach the global minimum, but in large instances it is not so 

easy. 
11111 

00000 

Figure 11 The difficulty of esxaping the local minimum (gray nodes represent unfeasible 
solutions) 

Figure 12 shows the same example but using the (pseudo) cube representation. It can be 

seen there that the algorithm, after reaching a local optimum, tries to examine all 

solutions in the local hypercube (that is, this part of the sub-hypercube which is not 

included by any other sub-hypercube) before entering the sub-hypercube of another local 

Figure 12 The same problem as in Figure 11 represented in a form of a cube diagram 
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optimum. This behavior makes the search very inefficient and it is very important to 

improve it (the improvement possibilities are discussed later). 

The next problem is related to the fact that the quality function is strongly bound with 

the neighborhood definition. In fact all possible next solutions are always a unity better 

or worse than the current one. This yields many ties in choosing the next move, what 

was solved by fixed choosing the "left-most" point. Such an algorithm has the drawback 

that if a previously visited solution is revisited (because it has already fallen out from the 

tabu list), the whole search falls in a loop. The test runs showed that it happens very 

often (mostly because, as it was already mentioned, the algorithm tries to visit all the 

solutions in the local hypercube first so it is close to the old previously visited points) and 

even extending the tabu list to thousands cannot help for all but the very limited 

instances. The straightforward cure is to solve ties randomly and it was implemented in 

this way in all the improved implementations of the search. 

Finally. it has happened sometimes to trap the search in a dead point. An example of such 

trap is depicted in Figure 13 and 14. After finding the local optimum in the third move. 

the algorithm executes the moves 4 and 5. The sixth move however leads to the situation 

when the neighborhood is empty. 
11111 

Figure 13 The danger of trapping the search 

There are three possible solutions to this problem: The first is to allow the search to 

violate the tabu attributes of some solutions and break out of the trap. Clearly the best 

direction to break through is upward but the question is how many moves may violate 

the tabu. The simplest answer is: until the neighborhood is not empty. In such a case the 

search may still be involved in a trap but a larger one or it can trap again. The best 
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answer would be: as log as the local hypercube is not left but it recalls the first problem -

how to escape from a local hypercube. 

Figure 14 The trap situation in the cube diagram 

The next possible solution to the trap problem is to allow the search to traverse 

temporally the unfeasible solutions. To prevent entering the unfeasibility region when not 

necessary, the unfeasible solutions must have the quality less than zero. Additionally, the 

quality function should drive the search fast to the nearest feasible region but since the 

unfeasibility border is not known, the only heuristic is to press the search up as only then 

we can be sure it will finally reach the feasible region. Hence the quality of the unfeasible 

solutions is defined as a negation of the quality they would have if they were feasible. 

The third solution to this problem pursues the idea how to speed up the breaking through 

the tabu solutions or the unfeasible area. It may be observed that the next good point for 

continuing the search cannot be found in one step so why not to jump several points in 

order to find more free space. Only the jumps upward can be assured they will lead to a 

feasible solution so they still keep the search in the same sub-hypercube. However the 

more up the search is the greater chance that it enters the region partially overlapped by 

another sub-hypercube, not yet fathomed. At extreme, jumping to the top (starting) 

solution allows to enter any other local minimum, as the starting point is shared by all 

sub-hypercubes. But then we have an algorithm that restarts the search from the 

beginning after a local minimum is found, what is almost the simple steepest descent 

method and the usefulness of the tabu list is questionable. 
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Escaping from a Local Hypercube 

All the considerations above show, that the escaping from the local hypercube after 

reaching a local minimum is at an absolute premium. It cannot be done in a deterministic 

way since the size and the shape of the local cube is not known - choosing one direction 

of escaping may require more moves up than another direction (see Figure 15). 

Figure 15 Depending on the direction of the search, escaping from the local hypercube can 
differ in the number of steps 

We propose the following two methods for leaving the local hypercube. The first follows 

the situation showed in Figure 15: after reaching the local minimum, an arbitrary 

(random) direction of escape is chosen and no improvement move will be accepted if it 

does not lead out of the current sub-hypercube. Expressing it in the tabu terms, all 

operators of removing bits not included in the last visited local minimum are forbidden 

until another remove takes place. This method has such a drawback that the randomly 

chosen direction of the escape may cause that no neighbor sup-hypercube is found. This 

situation is presented in Figure 16. 
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Figure 16 Choosing the wrong direction of escape can lead to the initial solution instead to 
the next local minimum 

Instead of rendering certain moves a temporary tabu, this method can be viewed as 

adding (during the escape) all solutions at the same quality level from the sub-hypercube 

to the tabu list. This "extended tabu rendering" is stopped when another local hypercube 

is entered (Figure 17). 

Figure 17 When leaving a local hypercube, all solutions in it at the same level of quality are 
rendered tabu 

This observation suggests the idea that instead keeping the tabu list in a form of all the 

(last) previously visited solutions, the whole sub-hypercube should be rendered tabu, 

when the local minimum is found. Of course, in such a case a tabu status of a solution 

cannot be prohibition of visiting it but the entering should be penalized only. 
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Furthermore, to drive the search out of the tabu cube, such penalty should be diversified 

to prevent revisiting the last local minimum before the sub-hypercube is left. Because the 

direction to the next local optimum is not known, such penalty pressure can only drive 

the search upward - the same situation as it was with the quality for unfeasible solutions. 

It will overestimate the upp'~r parts of the solution space but it should be compensated by 

the fact that the upper space belongs to several sub-hypercubes and would be penalized 

several times when some more local minima were discovered. 

Improved Algorithms 

It is difficult to predict which one from the improvements proposed will be the best. The 

intuitive order of accuracy is as used in the introducing the improvements in the previous 

section since it reflects the considerations going deeper and deeper in the problem nature. 

On the other hand all the methods suffer from some drawbacks and therefore all of them 

are implemented in the program (Misp) and compared with several non-TS techniques. 

Below, a concise review of the algorithms implemented is presented. 

1. Violate the tabu area. The solution to the trap problem. The search can enter the 

tabu area, which quality function is the negation of the ordinary quality function. 

Parameters: the stop criterion, the tabu list length. 

2. Violate the unfeasibility area. The solution to the trap problem. The search can 

enter the unfeasibility area, which quality function is the negation of the ordinary 

quality function. Parameters: the stop criterion, the tabu list length. 

3. Restart from the beginning. After a local minimum is found, the next step jumps 

back to the complete support. The actual tabu list is retained. Parameters: the stop 

criterion, the tabu list length. 

4. Tabu for all remove-bit moves involving one of the bits not included in the last 

local minimum found. This tabu is imposed when a minimum is found, and retracted 

when any non-tabu remove-bit move takes place (the search leaves the sub­

hyperspace) or the search returned to the starting point. Parameters: the stop 

criterion. 

5. Tabu for sub-hypercu bes. This tabu is imposed on all solutions contained in the 

sub-hypercube. The tabu solutions may be traversed but their quality is lowered by 

the number of tabu sub·-hypercubes they belong to. The tabu status is not recalled 

(unless a sub-hypercube falls out of the tabu list as the length of the list exceeds a 

given value). Parameters: the stop criterion, the tabu list length. 
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The stop criterion can be a maximal number of steps without improvement, a maximal 

number of steps executed, a solution of a given quality found, or given time elapsed. For 

comparing the results of TS algorithms with others, the last two conditions were used for 

testing (although all of them are implemented). 

The algorithms used to compare the efficiency ofTS algorithms are: 

1. The program LRed thanks to the courtesy of Prof. T. Luba from Warsaw University 

of Technology. This program was specially developed for the input minimization of 

binary and multi-value combinational circuits expressed in the PLA form. It 

implements several formulas from logic synthesis theory and, based on this, it 

performs an implicit exhaustive tree-search controlled by some heuristics for 

choosing the branch to process. Hence, it finds always the set of all best solutions 

and in the worst case requires the exponential time of execution. Parameters: none. 

2. The exhaustive search. To perform an exhaustive search, it is not necessary to 

check all possible solutions in the solution space, even not the feasible ones. Since the 

local minima are always placed at the border between the feasible and unfeasible area, 

it is enough to perform the search along that border and this is implemented in the 

exhaustive algorithm. The only essential difference between this algorithm and LRed 

is that this algorithm starts with the full support and tries to remove as many bits as 

possible maintaining the feasibility of the support, and LRed begins with an empty 

solution and tries to add as few bits as possible in order to achieve feasibility. 

Parameters: none. 

3. The simple local search. This algorithm is implemented mainly to compare with the 

TS Algorithm 3. The only difference between them is that the local search does not 

use the tabu list. Parameters: the stop criterion. 

4. The QuickScan algorithm. This algorithm deterministically visits a number of local 

optima and returns the best ones. It was implemented mainly to perform a quick 

estimation of possible results for a given instance of the problem, but it may be a 

reasonable alternative for instances that are too difficult for more sophisticated 

algorithms. Parameters: none. 

The last three algorithms are embedded in the program Mi.lfJ. 
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Results 

This section presents the test results of the algorithms described in the previous section 

on page 30 and next. Almost all test files were specially generated for these tests because 

the standard benchmarks are already multiple-output minimized so the only valid input 

support is that containing all inputs. Single-output support minimization is also quite 

easy for these examples so that any reasonable algorithm performs well. It is thus almost 

impossible to compare various algorithms when using examples from the standard 

benchmark set. Our main aim is to apply the input minimization algorithms in the context 

of circuit decomposition where they have to find a minimal support for usually small 

subfunctions of a given large function occurring during automatic logic synthesis. So, 

they are expected to work reasonably for difficult instances of the problem where many 

input variables can be reduced. The generated instances of the problem give a good test 

base for the time being. A more reliable set of benchmarks can be gathered during 

operation of a CALD tool which uses the input minimization procedure. Now the 

benchmarks artificially generated should suffice, although it is possible that they are too 

uniform to discover all properties of the algorithms. 

Two programs were written to generate the benchmarks. The first one (misp Jell) 

creates a list of min terms for ON-set and OFF-set. The usual size of the minimal support 

is 10 and the instances do not contain either essential or dominated inputs. It all makes 

those benchmarks "difficult" (as the preprocessing does not reduce the problem size) 

especially for those algorithms which start with the full support and try to delete as much 

inputs as possible (actually, only LRed begins with the empty support and adds inputs to 

it to find a feasible support). The second program (;jeny/a) generates randomly a set of 

terms of different size (not necessarily minterms). However, it defines PLAs specitying 

only ON-sets and DC-sets (PLA type Id), and all algorithms for MISP require ON-set 

and OFF-set to be given (PLA type ir). The conversion between both formats of PLA 

can be performed using Evpresso, and the programs tested are able to invoke Espresso 

by themselves. But to avoid influence of this process that might have on execution time 

of the programs tested, the test files were converted to ir format manually. Those 

benchmarks are characterized by a large number of product terms and the fact that all 

input bits are either essential or dominated (they have only one local minimum). In other 

words they constitute "easy" examples, but imposing high requirements on memory 

resources. 

The algorithms were tested on three groups of benchmarks. The first group of 

benchmarks (Table 1) was used to compare an overall performance of all algorithms. It is 
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composed of two sets of files: "difficult" (generated but misp J?en) and "easy" ones 

(generated by gen yla). Table 1 describes the benchmarks specifYing the file name, the 

number of inputs, the number of product terms, the number of inputs in the minimal 

support, the number of minimal supports, and the number of essential and dominated 

inputs. All PLAs in this group have only one output bit. 

Table 1 Benchmarks I 

23 

29 
two inputs are interchangeable so one is rendered dominated and second becomes essential 
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QuickScan and Preprocessing 

Table 2 presents the results of testing the preprocessing algorithm and the QuickScan 

algorithm. The preprocessing can only reduce the instance size, so in order to notice the 

influence, a regular search has to be performed after that. For this purpose, the 

QuickScan algorithm was selected as it is deterministic and consumes little computer 

time. Table 2 gives for each test file from the Benchmark Set I the time used by pure 

QuickScan, time consumed by QuickScan preceded by the preprocessing, the difference 

(gain) between them, and additionally the quality of the best solution found. 

Table 2 Results of QuickS can runs on PC 386/20 MHz 
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m) oul of memory 

For the first group of benchmarks, the value of LI represents the pure cost of 

preprocessing (worst case examples), as the preprocessing is not able to reduce the 

instance sizes. It can be noticed that this cost is not very high and it is worthwhile to 

spend this additional time on preprocessing as it may speed the search for some 

examples. 

The second group shows that the time used by preprocessing is essentially shorter than 

for the search algorithm (notice that the search has to discover only one local minimum). 

The last column in Table 2 reveals the accuracy of the QuickScall algorithm itself 

Comparing it with the data in Table I, we can notice that QuickScall reached in all cases 

the global optimum (in reasonable time). 

LRed 

The next table (Table 3) presents the results of LRed tests. Because this program 

consumes enormous time for large instances from the "difficult" group, it was tested 

additionally on a Silicon Graphics' supercomputer. The times measured in this way were 

used to calculate the average performance ratio, which in tum was used to estimate the 

computation time for other benchmarks, if the time consumed by LRed made it 

impractical to perform tests on Pc. 

Table 3 Times of LRed runs 
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memory fault but results still correct 
Wi wrong results 
m) out of memory 
.) average performance ratio is 68.3 

From this table, the exponential complexity of LRed can be noticed for benchmarks from 

the first set. The results on the second set are not a surprise since LRed has a build-in 

preprocessing. What can be noticed is that LRed is apparently more efficiently coded 

than Misp. However, some run-time errors appeared during execution of LRed. 

Another remark emerges from comparing Table 2 and Table 3: QuickScan is able to 

perform fast search even for very difficult examples. This is investigated further in 

Table 9. 

Espresso 

Table 4 presents the results of the minimization algorithm that uses Espresso (version 

2.3) internally for finding the input support. It can immediately be noticed, that this 

option is totally outperformed by the algorithms discussed so far, since it was not able to 

compute solutions for all but very small cases. It often miserably fails because of an 

internal error in Espresso program. Other tests (not presented here), performed on the 

Benchmark Set III (Table 8), showed that even if the algorithm was able to finish 

successfully, the solutions found were often not optimal. It is still possible, however, that 

another two-level logic minimization program can give better results. 
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Table 4 Results of Espresso runs (misp -Iogmin) on PC 386/20 MHz 

out of memory 
'l espresso runtime error: abs_select_restricled: should not have best_var == -1 

Tabu Searches and Local Search 

The tests of the Tabu Searches and the Local Search on the Benchmark Set I in 

comparison to QuickScan are presented in Table 5. The same time used by QUickScan 

was given to each of the searches and the best solution found in this time makes the 
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quality measure. Only those files were used for which the execution time of QuickScan 

was more than 10 seconds. 

Table 5 Comparing QuickScan, Tabu Searches and Local Search (pC 386/20 MHz) 

As it can be seen, the Tabu Searches were not able even to reach a local minimum in the 

time they were given, what implies the corollary that this type of heuristic search is not 

very suitable for MISP. This corollary is also supported by other results too (Table 7). 

Table 6 compares the performance of LRed, the Tabu Searches and the Local Search. 

The test files are the same as in Table 5, but the "easy" examples are removed. The 

columns report the time necessary for the program to finish (T(LRed)) or time necessary 

for a search to find the global optimum (Tabu Searches and Local Search). When a 

search was not able to find the optimum in three hours, the quality of the best solution 

and the number of the best solutions found is reported in parentheses. 

Table 6 Comparing LRed, Tabu Searches and Local Search (PC 386/20 MHz) 

time estimated by multiplying the execution time on SGi Challenge by performance ratio 68.3 
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Those results show that Tabu Searches can find the optimum much faster than LRed in 

the cases where the number of global optima is large. For example for i40s09a.pia the 

global optimum can be found in half an hour by a Tabu Search, while LRed will take 

more than eight days to finish. It is still possible, however, that LRed would find the 

optimum in comparable time if it incorporated a stop condition (maximal time of 

execution or the best quality to find) instead of performing the exhaustive search to the 

very end. 

Because the Tabu Searches are nondeterministic and only one run per example was 

performed, the results in Table 6 do not say much about relative performance of the 

Tabu Searches. We can conclude only that the Tabu Search 3 and the Local Search are 

much worse than other searches (they were not able to find a global optimum in any 

case). 

Table 7 presents the results of investigations over the relative performance of Tabu 

Searches. The test runs were performed on a separate set of benchmarks; the parameters 

of the files are provided directly in the table. For comparison, the table contains the 

execution time of LRed for those examples. Tabu Searches and Local Search were run 

three times on the same benchmark (column run). In the column labeled min, the first 

number is the minimal support length, the second - number of minimal supports. For 

columns labeled tl-15, Is, exh, the first number is the time necessary for finding one 

minimal support (">" means that no minimal support was found in 120 min; in that case 

the number in parentheses gives the length of the best support found), the number after 

the slash represents the number of iterations executed. 

Table 7. Time necessary for finding the minimal support. PLAs: output bits = I, 
I-minterms = O-minterms = inputs. 

30 611 >(8) >(7) >(8) >(8) >(7) >(7) >(8) 16:52 
135:12 /2958 12146 111757 f3541 15624 /276391 

2 >(7) 78:00 >(7) 105:0 87:20 >(7) 
13522- 12066 /3019 14456 12662 15619 

>(7) >(7) >(8) 113:5 >(7) >(8) 
m:!5 12%2 13014 15352 13548 15607 
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11714 IIS69 11100 I3S88 

.>(9) >(9) >(9) >(9) >(9) >(9) 
11699 Ilsn 11099 /3626 11707 /967. 

>(9) >(9) >(9) >(9) >(9) . >(9) 
11118 lH04 13S87 /1707 

From these results, several conclusions can be drawn out: 

• PLAs with 10 and 20 inputs are too small to be representative. For those instances, 

the simplest algorithm (exhaustive search) is the best. 

• The number of global minima has a great influence on the effectiveness of the Tabu 

Searches. The more global minima, the greater chance that the searches find one of 

them what is in accordance with intuition (PLA with 40 inputs and 126 global minima 

is easier than PLA with 30 inputs and only one global minimum). 

• LRed is often faster than the Tabu Searches in finding the global minimum. 

• The exponential run time of LRed can be observed (however those were very difficult 

PLAs for LRed; it works much faster for the real PLAs where only few bits have to 

be removed to reach the global minimum). 

• LRed is worse for PLA with 40 inputs, but it finds all global minima. The version of 

LRed finding only one solution is supposed to be much faster. 

• t3 is much worse than the other Tabu Searches. It is comparable with the local 

search. No influence of the tabu list can be observed, maybe it improves a little, but 

the algorithm executes then fewer steps. 

• Apart from this, all Tabu Searches are better than the local search. 

• The measurements presented are not precise enough, to determine subtle differences 

in efficiency among tl, t2, t4, and tS; it seems however, that these algorithms work 

with comparable speed (the less precise algorithms make up for efficiency with the 

greater number of steps executed in the same time). To estimate it, more runs for one 

PLA are necessary (to reduce the influence of random) and the execution time should 

not be so strictly limited. Of course it costs much time and the general efficiency level 

is already noticeable. 
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• The apparent superiority of LRed over the exhaustive search incorporated in Misp 

can be explained by the fact that in virtually all cases the minimal support was closer 

to the empty support than to the full one, so LRed has substantially smaller search 

space to traverse. 

Additional Tests for QuickScan and LRed 

The results presented abovl: reveal good performance/quality ratio for QuickScan. In 

other words, this algorithm produces quite good solutions in very short time. To pursue 

this property, several extra tests were performed. Table 8 describes the third set of 

benchmarks used in this research. 

Table 8 Benchmarks III 

The results of those test runs are presented in Table 9. It can be noticed again that LRed 

is the best algorithm for examples with less than 20 inputs. For larger examples however, 

its use becomes impractical. QuickScan, on the other hand, is able to process even 

extremely large examples in reasonable time. It does not find the best solution in all 

cases, but the solution found is one or two bits worse than the optimal (values bolded in 

Table 9). It can also be observed that QuickScan still finds the optimum for small 

instances and the most difficult case for it was i50.pla, where is only one global 

optimum. 
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Table 9 Comparing LRed and QuickScan 

program finished successfully but the computer got stuck after that 

0) time estimated by multiplying the execution time on SGi Challenge by performance ratio 68.3 
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Conclusions and Recommendations 

The input support minimization is one of the most important aspects of the economical 

representation of information in information processing systems. In particular, it is of 

crucial importance for logic synthesis. However, the exact algorithms for solving the 

problem [4, 5, 7, 8, 12, 16, 26, 27, 29, 30, 32] have too low efficiency for large 

instances. Therefore, developing a more efficient exact algorithm as well as an effective 

and efficient approximate algorithm was really important. 

In order to use the algorithms in various areas, it was important to formulate and solve 

the problem as generally as possible. It was also important to check the usefulness of 

various search paradigms in solving problems of such a kind. 

In this report, the formal definition of the problem is presented, the problem is proved to 

be NP-complete, and the structure of the solution space is analyzed. Based on this 

analysis, several heuristic algorithms (tabu searches, local search, and QuickScan search) 

were developed, implemented, and tested on a set of benchmarks. 

The test results for various algorithms were analyzed and mutually compared. They were 

also compared with the results of the exact (implicit exhaustive) algorithm LRed and with 

the results obtained by transforming the problem to the two-level optimization problem 

and using Espresso to solve the latter. 

The main conclusions resulted from those tests are the following: 

• For small instances of the problem (up to 20 input bits), the exact algorithm 

implemented in LRed is the best one. It guarantees the optimal solutions and it is 

efficient enough. For larger instances, it is not efficient enough, 

• For large instances, QuickScall is the best choice of the tested algorithms, because it 

is able to compute an optimal or almost optimal solution in extremely short time. 

• Tabu Searches are not very suitable for MISP due to difficulty in finding a feasible 

neighborhood of a solution, what results in low quality of the search process. 

• For the same reason, other algorithms based on an iterative traverse of the solution 

space (e.g., Simulated Annealing) are supposed to be not suitable. 

• Local Search is substantially worse than Tabu Searches 

• One may use Tabu Search on very large instances (many input bits) with a short list 

of incompatibilities (neighborhoods easy to compute), i.e. for large weakly specified 

functions, if QuickScall gives insufficiently good solutions and there is plenty of time. 
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• In the case when more accurate heuristic search than QuickScan is required, the best 

way seems to be the branch-and-bound strategy, driven by some heuristics based on 

the problem structure (e:specially on sophisticated preprocessing and probing of each 

node), and to stop computations at a given level of accuracy, if the computations are 

going to explode expom:ntially 

• Translating the problem to the two-level optimization problem and using Espresso to 

solve the latter is not a good way; it results in inefficient computations which often 

cannot find an optimal solution. 

Detailed remarks about the particular algorithms tested are summarized in the sections 

below. 

LRed 

The program seems to be quite well implemented and it is the best choice for small 

instances of the problem. However, to make the program fully usable in a CAD tool, 

several improvements have to be done: 

• The discussion in Chapter Problem Formulation shows that very often MISP has a 

form more relaxed than one equivalent to PLA. To make the full advantage of LRed, 

the program should accept input specifYing a compatibility set system (a rough set) 

on inputs. 

• Since the program has exponential complexity, a stop condition would be very 

useful. The possible stop conditions are described on Page 3 I, but the absolute 

minimum is: (\) a given computation time elapsed, and (2) a given quality of a 

solution reached. 

• The algorithm embedded in the program requires ON-set and OFF-set of PLA to be 

given, so the program calls internally Espresso to compute OFF-set for a given PLA. 

But if the program is given a PLA with the OFF-set explicitly defined (type jr of 

PLA), the call to Espresso is not necessary. However, LRed calls Espresso 

unconditionally. It can be worked around by supplying a dummy shell script, named 

"Espresso," that copies to the output the contents of the file given by the fourth 

parameter (input file name), but it is better to implement in LRed a sort of detection 

of PLA type or to supply an additional parameter which controls the call to Espresso 

(as it is done in Misp). 

• It would be very useful if the program reported the quality of the best support found 

and the number of supports found. Now, it is worked around by a separate shell 

script that reads the output of the program and calculates the both values. 
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• Very often the program failed at the very end of computation (after the results were 

printed out) with the message "memory fault." It happened only in Unix systems, 

which are more restrictive for memory errors. The cause of the error is probably a 

corrupted dynamic data structure released at the end of computations or an error in 

the releasing procedure. This error is not very serious if the program makes a 

separate part of a CALD system, but as soon as it is embedded in a larger program, 

the error will crash the whole system. 

• For a few examples, when the memory was low (in DOS) the program produced 

incorrect results instead of reporting the error and stopping the computations. 

• For a class of very simple cases, the program crashes without any explanatory 

message. 

Espresso 

This option is totally outperformed by the other algorithms. It runs slower, can process 

smaller examples, requires more memory, gives worse solutions, the translated PLAs 

have a huge number of product terms, and the Ejpresso program often crashes due to 

internal errors (we have used Version 2.3, Release 01/31/88). Some of the problems are 

caused by the method itself (a large number of product terms in converted PLAs), but 

many of them result from the algorithms implemented in Espresso. Consequently, 

another two-level minimizer may exhibit better performance. In our opinion, however, it 

is not worthwhile to develop a specific two-level minimizer targeted to MISP; it is better 

to concentrate on solving MISP directly. Besides, it seems that the group which created 

Espresso has drawn similar conclusions, and developed more recently a branch-and­

bound algorithm for Unate Row Cover Problem (which is very close to MISP) [33]. 

QuickScan 

This algorithm has surprisingly good performance. It is very fast and gives quite good 

solutions. Without doubts, it is the best choice of the tested algorithms in the situations 

when time is at a premium and a solution is allowed to be near-optimal. It suffers, 

however, from the impossibility of fine-tuning the search: even if more time is given, it 

still produces the same "coarse" solutions. Further development of this algorithm should 

parametrize the search so that if more time is given, the search tries to be more precise. 

The guideline may be: first to define what potential global optima are skipped between 

two local minima of the scan, and then to perform a sub-search on the reduced search 

space. 
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Tabu Search 

The results of the tests show that the Tabu Search approach is not so good as the 

existing exact algorithm, e:{cept for the case where the minimal support is much smaller 

than the original set of input bits and there are a lot of minimal solutions. The same result 

is expected for other heuristic search algorithms based on an iterative traverse of the 

solution space (e.g. Simulated Annealing). The reason why such heuristic searches do 

not perform the task well enough is the search space structure. There is no simple way to 

determine if a solution is feasible so there is also no simple way to create the proper 

neighborhood of a certain solution. In fact the procedure creating a neighborhood is the 

most time consuming in all the algorithms implemented. Additionally, there is a strong 

correlation between move operators and the quality of a solution; any move operator 

increases or decreases the solution quality by a unit. In this way, the whole search 

problem is not "where to find the best solutions that are feasible" but "where to find the 

feasible solutions that are good enough" and it seems that the heuristic searches of the 

considered type are not so efficient in the latter case than in the former. 

Preprocessing and Probing 

The test results showed that the cost of preprocessing (in the terms of computation time) 

is not high even for large examples. On the other hand, the gain in reduction of the 

problem size can be enormous, especially for exact algorithms. For fast heuristics, as 

QuickScan, this gain is less visible but still possible. 

Proposal of new exact and approximate algorithms 

Reasonable efficiency of the exact algorithm LRed for small and medium instances and 

the extremely high efficiency of the approximate algorithm QuickScan, also for large 

instances, motivated us to develop two new algorithms: 

• an approximate beam search algorithm which will be more effective than 

QuickScan for larger instances. 

• an exact branch-and-bound algorithm which will be more efficient than LRed, 

especially for larger instances, 

Beam Search Algorithm 

We convert the problem to the Column Cover Problem. The cover matrix has as many 

columns as the number of input symbols, and each row corresponds (1-1) to a unique 

incompatibility pair of symbols. The element m'J is equal to I if the input symbol) allows 
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for distinguishing the incompatibility pair related to the row i, otherwise it is equal to O. 

The information contained in the cover matrix may be viewed twofold: 

• which columns cover which rows 

• which rows are covered by which columns 

The algorithm uses both types of information. At each step for each partial solution it 

performs the following operations: 

• choose which column is to be included in the partial solution of the next step 

• choose which column is not to be included in the partial solution of the next step 

• choose a row to be covered by the partial solution of the next step 

Because all rows have to be covered, the rows may only be selected; the columns may be 

selected or rejected. 

The meta-heuristics controlling the application of operators are as follows: 

• maximize the probability of obtaining the optimal solution from the actual partial 

solution, with regards to the available resources (beams) 

• under the condition above, maximize the information for decision making in the next 

steps of the algorithm 

Here we discuss the details of the applied operators. The selection of a row is a 

compound move, comprising selection of certain columns covering the considered row. 

The Selection of columns is determined by the probability of the quality of the columns, 

i.e. these columns are selected about which it cannot be stated with high probability, that 

those columns are worse than the others. In each step only MAXBEAMS columns are 

selected. For each selected column a new partial solution is created, having that column 

accepted as a cover column. The selection of one column (another operator) is in 

principle done in the same manner as above. The rejection of a column is done if it can be 

stated with high probability that the column is worse than the others. The detailed 

heuristics for application of the operators are as follows: 

• accept those rows which have the least number of columns to be selected 

• accept the subsets of columns which are small but much better than other subsets 

• reject the subsets of columns which are small and much worse than other subsets 

• penalize dominated or nearly-dominated columns 

• prefer the columns which cover more rows and cover the rows that are more difficult 

to cover. The importance of a column for covering a given row decreases nonlinearly 

with the total number of column covering the considered row. The function 
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describing that importance can be modeled by a sort of hyperbolic function (equal to 

o if all columns cover the row, equal to plus infinity if only one column covers the 

row) 

The first two heuristics should be combined together, the third is an alternative. 

The quality of partial solutions may be calculated in the following manner: 

• cumulative estimation of the quality of the decisions made so far plus the decisions 

predicted to be made in the future 

• direct calculation of the potential quality of a partial solution by means of a quick 

search from the considered partial solution to a complete solution (QuickScall, best­

first search, or another narrow search). 

It is expected that the second way of calculating the quality will be faster and will give 

more accurate results. 

We have already developed, implemented, and tested similar beam search algorithms for 

various decomposition [21, 23], state assignment [24], and test pattern generation [2] 

problems. In all the cases the algorithms are very effective and efficient. Therefore, we 

have omitted the implementation of the proposed algorithm as a part of the reported 

research. 

Branch-aod-Bound Algorithm 

The paradigm of a branch-and-bound method is well known (see for example [33]). One 

has only to define ways for upper and lower estimation of the quality of a given branch. 

Here we propose QuickScall (or simple best-first search) as an estimation for the upper 

bound. The lower bound may be calculated as follows: let Pi be a set of columns which 

cover a given row i. The maximal number of mutually disjoint Pi makes the lower 

estimation. When choosing branches to consider, the heuristics developed for the beam 

search (described above) can be used. 

Future Works 

Future works should focus on implementing and testing the proposed exact branch-and­

bound and approximate beam search algorithms. The best algorithms should be applied 

inside various algorithms for decomposition of sequential machines and switching 

functions. 
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