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Abstract 

Three novel types of sensitivity analysis are presented. They determine the following: 1) the sensitivity of a 
ranking to specific changes in the evaluations of all alternatives on certain criteria; 2) the influence of specific 
changes in certain criterion-scores of an alternative; 3) the minimum modification of the weights required to make 
an alternative ranked first. The use of these instruments is demonstrated by the results of a simulation experiment. 
Results show that the first and second type of sensitivity analysis enable to apply multiple criteria decision making 
(MCDM) methods in dynamic circumstances. The third type of sensitivity analysis is demonstrated to be a tool to 
analyze the total weight space. 

Keywords: Multiple criteria; Sensitivity analysis 

I .  Introduct ion  

In multiple criteria decision aid the assessment 
of the data (e.g. the evaluation table, the weights 
of the criteria and the type and parameters  of the 
preference functions) plays a crucial role. The 
results obtained by application of a multiple cri- 
teria decision aid method are strongly related to 
the actual values assigned to these data. Since 
uncertainties may be present,  great care has to be  
taken when the results of such a method are 
interpreted. To facilitate this task, a number  of 
methods have been proposed in literature, mainly 
focused on the assessment and influence of the 

* Corresponding author. 

weights. Three  approaches have been considered 
[10,11]: 1) the use of weaker  information on the 
criteria; 2) the use of weight specification meth-  
ods; 3) the use of sensitivity analyses to study the 
consequences on the results of modifications of 
the initially specified weights. 

In the work presented in this paper  the first 
and third approach a r e  adapted and extended 
into novel types of sensitivity analysis. Although 
the analyses are focused on and elaborated for 
the P R O M E T H E E  methods [1-3,12] the  basic 
ideas behind them are thought to be generally 
applicable for additive M C D M  methods [11], in- 
cluding additive utility theory. These ideas are: 

1) to determine the sensitivity of a ranking to 
changes in the data of all alternatives on certain 
criteria; 
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2) to determine the influence of changes in 
the scores of a specific alternative on certain 
criteria; 

3) to determine the minimum modification of 
the weights required to make a specific alterna- 
tive ranked first. 

The first type of sensitivity analysis is impor- 
tant in case uncertainties are present in certain 
criterion-scores. This is, for instance, the case if 
one has to deal with uncertain economic circum- 
stances. The second type of sensitivity analysis is 
of importance if uncertainties arise in the scores 
of just one alternative (e.g. in case a decision 
maker is expecting a grant for that specific alter- 
native). With respect to the third type of sensitiv- 
ity analysis it can be said that in currently applied 
weight sensitivity analysis only the stability of a 
ranking is determined, i.e. boundaries are derived 
within which the values of (combinations of) the 
weights are allowed to vary without modifying the 
ranking [10,11]. Although this provides sufficient 
information on the stability of the ranking itself, 
it does not give insight in the way the ranking is 
changed if these boundaries are exceeded. The 
type of weight sensitivity analysis proposed in this 
paper supports decision makers in gaining this 
insight, by exploring the total weight space, 
meanwhile taking into account specific require- 
ments on the variations of the weights. 

For  the first type of sensitivity analysis, a set of 
scenarios has to be defined in order to incorpo- 
rate the uncertainties. The second type is studied 
by iteration. To perform the third type of sensitiv- 
ity analysis, a linear objective function and a 
number of constraints is derived. It is demon- 
strated that within this mathematical framework 
the decision maker is able (by introducing cost 
coefficients in the objective function) to state that 
the weights of certain criteria are more likely to 
change than others. Considerations like the rela- 
tive importance of two criteria remaining con- 
stant, or a set of criteria keeping the same abso- 
lute importance, are taken into account by adding 
additional constraints to the linear programming 
(LP) model. Weight intervals specified by the 
decision maker can also be taken into considera- 
tion. 

As an example of additive multiple criteria 

methods, the P R O M E T H E E  methods are intro- 
duced in Section 2. Subsequently, the mathemati- 
cal formulation needed for the third type of sen- 
sitivity analysis is derived in Section 3, and ex- 
tended in Section 4. To illustrate the proposed 
sensitivity analyses, a demonstration problem is 
formulated in Section 5. The results of this exper- 
iment are presented and discussed in Section 6. 

2. The PROMETHEE methods 

Consider the set A of n alternative alterna- 
tives a i ( i  = 1 . . . .  , n )  that have to be ranked, and 
k criteria fi (J = 1 . . . . .  k)  that have to be max- 
imised. Each alternative from A is evaluated with 
respect to all criteria. The resulting multiple cri- 
teria decision problem has the following form: 

M a x  { f l ( a ) , . . . , f a . ( a ) , . . . , f k ( a ) [ a ~ A } .  (2.1) 

The basic P R O M E T H E E  methods build a val- 
ued outranking relation which is used to obtain 
either a partial ( P R O M E T H E E  I) or a complete 
( P R O M E T H E E  II) ranking on A. For this pur- 
pose, the notion of preference function is intro- 
duced. The preference function Py(a, b) (a, b 
A) associated to criterion fj  gives the degree of 
preference, expressed by the decision maker, for 
alternative a with respect to alternative b on 
criterion fj. It is normalised, suchtha t  

0 < P j ( a ,  b) < 1 (2.2) 

and: 
• Pj(a, b ) =  0 if there is no preference of a 

over b, or indifference between them; 
• P j (a ,  b)  = 0 if there is a weak preference of 

a over b; 
• Pj(a, b) = 1 if there is strong preference of 

a over b; 
• Pj(a, b) = 1 if there is strict preference of a 

over b. 
Usually, Pj is a non-decreasing function of the 
deviation d = ~ ( a ) - f j ( b ) .  Six specific shapes 
have been proposed by the authors of the 
P R O M E T H E E  methods [1-3]. These seem suffi- 
cient in practice, and can easily be selected by the 
decision maker. 
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Given weights wj ( j  = 1 . . . . .  k) representing 
the relative importance of the criteria, a multiple 
criteria preference index 7r is defined: 

k 

7r(a, b) = E wjPj(a, b) Va, b eA.  (2.3) 
j = l  

Weights are defined on a ratio scale so that it is 
always possible to consider normalised weights 
(Ew i = 1). In this case, ~-(a, b) has the following 
property: 

0 < ~-(a, b) < 1. (2.4) 

In order to rank the alternatives of A, the 
following outranking flows are defined: 

• the leaving flow (or positive flow): 

~b+(a) = • 7r(a, b),  (2.5) 
b e A  

• the entering flow (or negative flow): 

~b-(a) = E 7r(b, a ) ,  (2.6) 
b e A  

• the net flow: 

4,(a) = ~b+(a) - ~b-(a) .  (2.7) 

Each of these flows induces a complete ranking 
on A. The higher c~+(a), the better a. The higher 
~b-(a), the weaker a. The intersection of the 
rankings resulting from ~b + and qS- defines the 
P R O M E T H E E  I partial ranking. It includes pos- 
sible incomparabilities between pairs of alterna- 
tives: two alternatives are incomparable if they 
have conflicting relative rankings. This often oc- 
curs when one alternative is fairly better on a 
subset of criteria and the other one is better on 
other criteria. Information about incomparabili- 
ties is very valuable for decision making. 

The P R O M E T H E E  II complete ranking is 
obtained by considering the net flow ~b. This 
ranking does not include incomparability, but al- 
lows to rank the alternatives from the best to the 
worst one. 

3. Sensitivity analysis: Mathematical formulation 

To facilitate the interpretation of the results, 
the use of sensitivity analyses has been promoted 
in the P R O M E T H E E  methods. This enables to 

study the consequences of modifications of the 
initially specified weights on the results. These 
sensitivity analyses include the determination of 
weight stability intervals, polygons and areas 
[10,11]. Although these analyses provide suffi- 
cient information on the stability of the ranking, 
they do not give insight in the way the ranking 
changes if the stability boundaries are exceeded. 
Therefore, it is interesting to know the minimum 
modification of the weights required to modify 
the ranking in a certain way. To find the mini- 
mum modification of the weights required to 
make a certain alternative ranked first, an LP 
model is formulated. 

Consider the set A of n alternatives evaluated 
on k criteria. Given a set of weights w 1 ( j  = 
1 , . . . ,  k) and preference functions, the PROME- 
THEE II complete ,ranking is determined as in 
Section 2. 

If a set of modified weights w* has to be 
determined such that alternative a* is ranked 
first, the following inequality has to be met: 

~b(a*) >_ q5(a) Va ~ A ,  (3.1) 

or by developing the expression of the net flow 
(2.7): 

k 

E [qb/(a*)-qbi(a)]wT>-O Va~A,  (3.2) 
j = l  

with 

OSj(a) = • [Pj(a ,  b) - P j ( b ,  a ) ] ,  
b ~A 

] = 1 . . . .  , k, (3.3) 
k 

E w* = 1, (3.4) 
j = l  

w? >_ o. (3.5) 
Relations (3.2)-(3.5) define a polyhedron in 

the space of the weights. Each set of weights w* 
satisfying these relations, is such that alternative 
a* is ranked first. To determine the minimum 
modification of the weights wj, the following ob- 
jective function is introduced to measure the dis- 
tance between the initial weights and the modi- 
fied ones: 

k 

Min ~ IwT-wjl. (3.6) 
j=l  
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(3.6) cannot be optimised directly by applying LP. 
This problem can be overcome by defining the 
modified weights in the following way: 

w~ = w i + d f  - d]- (3.7) 

where d + and d]- represent respectively the in- 
crease or decrease of wj. Using (3.7), the mathe- 
matical programme resulting from (3.6) subject to 
(3.2)-(3.5) can be transformed into 

k 

Min Y~ (d 7 + d T )  (3.8) 
j= l  

subject to 

k 

E [4;(a*) - 4;(a)] (w; +d 7 -dT)  _>0 
i=1 

Va ~ A ,  (3.9) 

k 

E (d7-d/) = 0, (3 .10)  
j=l  

d + - d  7 > - w i ,  j = l , . . . , k ,  (3.11) 

dT >O, d ;  >O, j =  l , . . . , k .  (3.12) 

The LP model defined by (3.8)-(3.12) includes 2k 
variables and n + 3k constraints, and can be 
solved easily by a standard LP code. 

4. Extensions of the model 

1) Constraints on the absolute importance o f  spe- 
cific criteria 

In most sensitivity analyses, it is assumed that 
all weights are independent  variables. However, 
in practice this might not always be the case. For 
instance, a decision maker can state that a certain 
subset of criteria has to determine the result of 
the multiple criteria evaluation to a certain fixed 
degree, i.e. that the sum of the normalised weights 
of the criteria from the subset has to remain 
constant. This requirement can be included in the 
formulation developed in the previous section. 
Let  C be the set of criteria, and let S be a subset 

of C. If the sum of the weights of the criteria of S 
has to remain constant: 

E wj = E w* (4.1) 
yeS j c S  

and, using (3.7), the following constraint is added 
to the LP model: 

E ( d+ - d i - )  = O. (4.2) 
j~S  

2) Constraints on the relative importance o f  specific 
weights 

The decision maker can also state that the 
relative importance of two criteria or subsets of 
criteria must remain constant. This may be ex- 
pressed, for two criteria with indices j and j ' ,  as 

w, w,* 
w/ w~" (4.3) 

This relation can also be transformed into a lin- 
ear constraint and included in the LP model as 
follows: 

wi( dJ; - dT ) = wj,( dj  ~ - dT ). (4.4) 

3) Cost coefficients in the objective function 

In deriving the objective function (3.8) it is 
assumed that all weights are equally likely to 
change. Consequently their contributions to the 
objective function are equal. However, in practice 
a decision maker can state that some weights are 
more likely to change than others, or that a 
certain weight is more likely to increase than to 
decrease. To take such effects into account, cost 
coefficients can be included in (3.8). The objec- 
tive function then becomes 

k 

Min E ( c+d+ + cf-dT) (4.5) 
j=l  

The coefficients ca + and c jr are positive numbers, 
representative of the cost or likeliness of respec- 
tively increasing and decreasing the value of wj: a 
h igher / lower  value indicates a h igher / lower  cost 
or a lower /h igher  likeliness. 
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4) Bounds  on the values o f  the weights 

In some cases, the decision maker  may specify 
bounds on the values of the weights. For in- 
stance, for criterion j: 

wJ ° < wj < w] ~i. (4.6) 

This requirement  is introduced in the LP model  
by adding the following constraints: 

d ;  < wj - w) ° (4.7) 

d + < w h i -  wj. (4.8) 

In this way it becomes possible to test whether  an 
alternative can be ranked first with the weights of 
the criteria limited to the specified intervals. 

5. Simulation experiment 

In industrial production systems, passive heat  
recovery by using heat  exchangers, is a well known 
and widely applied way to conserve energy. The 
problem of designing (near-)optimal heat  ex- 
changer networks has been  studied thoroughly, 
and several methods to solve this problem have 
been proposed [4-9]. The  result of these methods 
generally is not a single optimal heat  exchanger 
network, but a family of feasible near-optimal  
networks that  can be constructed for different 
values of  the assumed minimum tempera ture  dif- 
ference. Moreover,  numerous non-optimal feasi- 
ble solutions exist (for instance solutions with less 
heat  exchangers at the cost of more energy use). 
None of the methods ment ioned above is able to 
incorporate (strategic) managerial  aspects like 
complexity and net present  value, or the prefer-  
ences of the des igner /dec is ion  maker,  into the 

'opt imal '  solution. Moreover,  due to relatively 
large unexpected variations in the economic cir- 
cumstances of a heat  exchanger network (e.g. 
variations in the price of fossil fuel or in the cost 
of cooling water), it is impossible to take a deci- 
sion on a heat  exchanger network purely based 
on an economic evaluation of the alternatives. In 
[13] it is illustrated that  the use of a multiple 
criteria evaluation method (viz. the P R O M E -  
T H E E  methods) supports a decision maker  in the 
strategic process of selecting a heat  exchanger 
network. 

To demonstrate  the proposed sensitivity analy- 
ses, a reduced version of the problem introduced 
in [13] is treated. 10 alternative heat  exchanger 
networks a i (i = 1, 2 , . . . ,  10) for a speCific prob- 
lem defined in [9] are evaluated with respect  to 
10 criteria Cj ( j  = 1, 2 . . . . .  10): C1, number  of 
active matches; C2, number  of heat  exchangers; 
C3, number  of active heaters; Ca, number  of 
active coolers; C5, total heat  exchanging area; C6, 
required amount  of external hot utility; C7, total 
cost of the heat  exchanging network; C8, payback 
time (discounted); C 9, net present  value over the 
total lifetime; Clo, complexity. Operat ional  defi- 
nitions of these criteria can be found in 
[4,5,6,8,9,13]. In Table 1 the weights wj, the type 
and parameters  (q, p,  o-) of the preference func- 
tion Pj, and the objective that are specified for 
each criterion are presented.  

As stated above, the economic circumstances 
under  which a heat exchanger network has to 
operate  are very uncertain, which in this case 
reveals itself in the costs of hot and cold utility 
(required for heating and cooling purposes re- 
spectively). The evaluations of the alternatives on 
the economic criteria C a (payback time) and C 9 
(net present  value) are determined by these costs, 

Table 1 
Weights, type and parameters of Pi, and objective of the criteria 

C 1 C 2 C 3 C 4 C 5 C 6 C 7 C 8 C 9 Clo 

wj 0.025 0.025 0.050 0.050 0.025 0.075 0.125 0.250 0.250 0.125 
Pj-type 4 2 4 4 6 5 6 3 3 4 
q 0.5 3.5 0.5 0.5 - 15 - - - 0.65 
p 1.5 - 1.5 1.5 - 50 - 0.7 100 1.15 
~r . . . .  75 - 50 - - - 
Obj. Min. Min. Max. Max. Min. Min. Min. Min Max. Min. 
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Table 2 
Annual increase in the hot (e t) and cold (E2) utility costs 

Seen. 1 Seen. 2 Scen. 3 Seen. 4 Seen. 5 Seen. 6 

E 1 [%] 0.00 0.02 0.04 0.06 0.08 0.10 
e 2 [%] 0.00 0.02 0.04 0.06 0.08 0.10 

since each kilowatt of  saved energy reduces  the 
d e m a n d  for bo th  hot  and  cold utility. It  is ex- 
pec ted  that  the costs of bo th  will increase  in n e a r  
future,  main ly  due to env i ronmen ta l  policy regu- 
lat ions focused on, for instance,  a decrease of 
CO 2 emissions by energy conservat ion,  or re- 
p l acemen t  of CFC as refr igerant .  

To test the stability of the ranking  to changes 
in the costs of hot  and  cold utility, a set of  6 
scenarios is def ined.  Each  scenario is charac- 
ter ised by a specific a n n u a l  increase (%) in the 
hot and  cold util i ty costs, deno ted  by respectively 
e 1 and  e 2. The  data  of these scenarios are pre-  
sen ted  in Table  2. 

A t  this m o m e n t  the cost of hot  and  cold util i ty 
are respectively 80 $ / k W y r  and  20 $ / k W y r .  To  
calculate  the d i scounted  pay back t ime and  the 
ne t  p resen t  value over the total  l i fet ime (15 years), 
an  in te rna l  ra te  of r e tu rn  of 7.5% is used. 

The  10 al ternat ives  are evaluated with respect  
to the 10 criteria, for each of the six scenarios.  
The  evaluat ions  are p resen ted  in Tab le  3. Note  
that  in this table  the evaluat ions  of the a l terna-  
tives on  cr i ter ion C a and  C 9 are no t  presented .  
However,  they can be calculated for each sce- 
nario,  given the inves tment  cost (C 7) and  the 

a m o u n t  of saved energy. The  la t ter  is equal  to the 
d e m a n d  for hot  util i ty without a heat  exchanger  
ne twork  (487.5 kW) minus  the d e m a n d  with a 
heat  exchanger  ne twork  (C6). 

For  the purpose  of the third type of sensitivity 
analysis, the following addi t ional  constra ints  are 
specified: 

d~- - d f  - d~- + d 2 = O, (5.1) 

d~- - d~- - d 2 + d~- = O, (5.2) 

d~ - d~- - d 3 + d~- = 0, (5.3) 

2d~- - d~- - 2d  7 + d s = O, (5.4) 

2d~- - d~- - 2 d  7 + d 9 = 0, (5.5) 

d~- + d~- + d~- - d f  - d~- - d~- = O, (5.6) 

d~- +d~-  + d  + - d  7 - d  8 - d  9 = 0. (5.7) 

Rela t ions  (5.1)-(5.5) and  (5.6)-(5.7) express that,  
respectively, the relative and  absolute  impor tance  
of the involved criteria has to r ema in  constant .  
To take into account  that  some weights are more  
likely to vary than  others,  cost coefficients cj are 
specified (c i = c + = c i ) .  These  are p resen ted  in 
Tab le  4. The  bounds  on  the values of the weight 
are specified to be  wj + 25%. 

Table 3 
The evaluations of the alternatives a i on the criteria Cj 

C 1 C 2 C 3 C 4 C 5 [m 2] C 6 [kW] C 7 [kS] C10 

a s 3 3 1 0 454.73 67.5 148.7 1.25 
a 2 3 3 2 1 304.54 107.5 105.2 0.75 
a 3 3 3 1 1 293.43 116.6 101.3 0.75 
a 4 2 2 2 1 309.77 133.5 89.8 0.50 
a 5 3 3 1 1 296.81 105.0 110.2 0.75 
a 6 2 2 2 1 306.27 150.0 87.3 0.50 
a7 3 3 1 2 249.24 162.5 85.0 1.00 
a s 3 3 1 0 372.04 67.5 131.3 2.00 
a 9 4 4 1 1 405.67 69.0 125.9 1.50 
at0 2 2 2 1 265.12 151.5 76.8 0.50 
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6. Numerical  results and discussion 

A. Sensitivity analysis 1 

The alternative heat  exchanger networks are 
ranked completely by means of the P R O M E -  
T H E E  methods,  using the weights and prefer-  
ence functions specified in Table 1. This is done 
for all six scenarios. The results of this complete  
ranking are presented in Fig. 1. 

In Fig. 1 it can be seen that  alternatives al,  a6, 
a7, and a 8 remain ranked in the last four posi- 
tions for all six scenarios. This may lead to the 
exclusion of these alternatives, which would facil- 
itate the selection process. Alternatives a 2 and a 9 
go up in the ranking very fast f rom scenario 1 to 
scenario 6. From Table 3 it follows that  these two 
alternatives are relatively good on criterion C6, 
the required amount  of hot utility. Consequently 
they become  'be t te r '  alternatives as the annual 
increase in hot and cold utility costs is higher. For 
the same reason, alternatives a3, a 4 and al0 go 
down in ranking because they score relatively bad 
on criterion C 6. 

In Table  5 the q%values corresponding to the 
ranks shown in Fig. 1 are presented.  Note  that  
the difference between the highest and lowest 
~b-value decreases with annually increasing costs 
of  hot and cold utility. 

B. Sensitivity analysis 2 

The second type of sensitivity analysis is stud- 
ied by means of iteration. For  this purpose a 
number  of alternatives is selected. For each of 
these alternatives it is determined how much the 
investment cost C 7 has to be  reduced (e.g. as a 
result of a grant on a specific alternative) to make 
this alternative ranked first. Since a reduction in 
investment cost also affects the pay back t ime C 8 

X 

I + 

- -×  × 

2 3 4 5 6 

Scenario 

Fig. 1. The complete ranking of the alternatives for the 6 
scenarios. 

and the net present  value C9, these are corrected 
too. The required reduction is determined for 
each scenario for alternative al,  a2, a 8 and a 9. 
The results are presented in Table 6. Since this 
type of sensitivity analysis is studied by means 
iteration, only intervals containing the required 
reduction can be determined. 

Table 6 shows that the reduction in investment 
cost required to make the alternatives ranked 
first, decreases very slowly as the annual increase 
in the cost of hot and cold utility is higher. 
Fur thermore  it can be seen that  it is possible to 
make alternative a 9 ranked first by giving it a 
relatively very low grant. Note  that in the first 
type of sensitivity analysis a 9 never became 
ranked first, although it is a very energy efficient 
alternative. 

C. Sensitivity analysis 3 

The third type of sensitivity analysis is per- 
formed for all alternatives. Five cases are consid- 
ered; in the first case no additional constraints 
and no cost coefficients are added to the LP 

Table 4 
The cost coefficients cj 

j = l  j = 2  j = 3  j = 4  j = 5  j = 6  j = 7  j = 8  j = 9  j = 1 0  

cj 15 15 6 6 10 50 9 10 6 40 
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Table 5 
The ~b-values of the alternatives for the six scenarios 

Scen. 1 Scen. 2 Scen. 3 Scen. 4 Scen. 5 Scen. 6 

a s -0.33259 -0.27903 -0.23155 -0.19652 -0.16848 -0.15033 
a 2 0.12167 0.12326 0.11859 0.11433 0.11233 0.10833 
a 3 0.07016 0.04542 0.04475 0.04093 0.03627 0.03405 
a 4 0.14054 0.11702 0.09547 0.07865 0.06687 0.06343 
a s 0.01886 0.02812 0.03008 0.03408 0.03726 0.03712 
a 6 -0.01222 -0.04351 -0.05196 -0.05599 -0.05988 -0.05944 
a 7 -0.13617 -0.14557 -0.15380 -0.15839 -0.16672 -0.17117 
a 8 -0.10422 -0.06811 -0.04637 -0.03637 -0.02863 -0.02522 
a 9 0.04203 0.06614 0.07766 0.08054 0.08173 0.08529 
al0 0.19194 0.15628 0.11713 0.09872 0.08924 0.07794 

problem which is solved for each of the six sce- 
narios. In the second case relations (5.1)-(5.7) 
are added as additional constraints. In the third 
case the specified weight intervals are taken into 
account. In the fourth and fifth case the cost 
coefficients are introduced in the objective func- 
tion, and the LP problem is solved respectively 
without and with relations (5.1)-(5.7) as addi- 
tional constraints. The second, third, fourth and 
fifth case are solved for scenario 1. 

In Table 7 the results of the analysis for the 
first case are presented.  It  appears  that for all 
scenarios no set of weights {w*} exists for which 
alternative a 3 is ranked first. This is also the case 
for alternative a 6 in 4 of the 6 scenarios. This 
may lead to the exclusion of these alternatives. 

From the Table 7 it becomes clear that  the 
calculated minimum modification is relatively low 
for high ranked alternatives (e.g. a2, a9 )  , and 
relatively high for low ranked ones (e.g. a 1, a7, 
as). Despi te  of this, ranking of the alternatives 

based on the minimum modification, does not 
yield the same result as in Fig. 1. From this it is 
concluded that  a high ranked alternative might be 
' fur ther '  away than a lower ranked alternative. 
This is for instance the case with alternative a 4 
and a 9 in scenario 1, which may lead the decision 
maker  to the conclusion that  a 9 might be a bet ter  
alternative than a 4. 

From Table 7 it also follows that the highest 
value of the objective function decreases from 
scenario 1 to 6. This is in agreement  with Table 5 
which reveals an identical decrease of the differ- 
ence between the highest and lowest ~b-value. 

The second case that is considered is the intro- 
duction of relations (5.1)-(5.7) as additional con- 
straints. In the first column of Table 8 the results 
that are obtained in this case are presented. It  
can be seen that the introduction of the addi- 
tional constraints makes the LP problem more  
restricted, as a result of which most alternatives 
cannot be ranked first. From this it is concluded 

Table 6 
Reduction in investment cost required to make an alternative ranked first 

Scen. 1 Scen. 2 Scen. 3 Scen. 4 Scen. 5 Scen. 6 
Red. [kS] Red. [kS] Red. [kS] Red. [kS] Red. [kS] Red. [kS] 

a 1 28.7-33.7 28.7-33.7 23.7-28.7 23.7-28.7 23.7-28.7 23.7-28.7 
a 2 2.7- 5.2 0.2- 2.7 0 0 0 0 
a s 16.3-21.3 16.3-21.3 11.3016.3 11.3-16.3 11.3-16.3 11.3-16.3 
a 9 5.9-10.9 5.9-10.9 0.9- 5.9 0.9- 5.9 0.9- 5.9 0.9- 5.9 
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Table 7 
The values of the objective function (first case) 

Scen. 1 Scen. 2 Scen. 3 Scen. 4 Scen. 5 Scen. 6 

a 1 0.84181 0.80050 0.70665 0.60114 0.52222 0.48397 
a 2 0.10227 0.04885 0.00000 0.00000 0.00000 0.00000 

a 3  _ _  a . . . . . . . . . .  

a 4 0.25365 0.21295 0.14716 0.17257 0.20770 0.17466 
a 5 0.79149 0.75818 0.68381 0.58499 0.55114 0.50996 
a 6 . . . . . .  1.44953 1.44898 -- 
a 7 0.55900 0.55213 0.52982 0.51317 0.51188 0.50235 
a s 0.42701 0.35899 0.30635 0.27827 0.25778 0.24920 
a 9 0.13844 0.09281 0.06150 0.04946 0.04460 0.04946 
alo 0.00000 0.00000 0.00217 0.02211 0,03294 0.04431 

a __ = impossible. 

Table 8 
The values of the objective function in the second, third, 
fourth and fifth case 

Case 2 Case 3 Case 4 Case 5 

a 16.10594 -- a I . . . .  

a z -- 0.11058 0.92310 -- 

a 3 . . . . . . . .  
a 4 . . . .  2.90110 -- 
a 5 . . . .  8.50293 -- 

a 6 . . . . . . . .  

a 7 . . . .  3.35401 - -  

a 8 . . . .  5.95399 -- 
a 9 0.16832 0.15569 1 . 1 2 8 3 5  5.58380 
alo 0.00000 0 . 0 0 0 0 0  0.00000 0.00000 

a __ = impossible. 

t h a t  i n t r o d u c i n g  a d d i t i o n a l  c o n s t r a i n t s  l ike r e l a -  

t i o n s  ( 5 . 1 ) - ( 5 . 7 )  f a c i l i t a t e s  t h e  s e l e c t i o n  p r o c e s s .  

I n  t h e  s e c o n d ,  t h i r d  a n d  f o u r t h  c o l u m n  o f  

T a b l e  8, t h e  r e s u l t s  o b t a i n e d  f r o m  t h e  t h i rd ,  

f o u r t h  a n d  f i f t h  c a s e  a r e  p r e s e n t e d .  F r o m  t h e  

r e s u l t s  o f  t h e  t h i r d  c a s e  it c a n  b e  s e e n  t h a t  i f  t h e  

w e i g h t s  a r e  a l l o w e d  to  va ry  in  i n t e r v a l s  o f  +__ 2 5 %  

a r o u n d  t h e  v a l u e s  o r ig ina l ly  s p e c i f i e d ,  on ly  a 2 

a n d  a 9 c a n  b e c o m e  r a n k e d  f i rs t ,  w h i c h  r e d u c e s  

t h e  s e l e c t i o n  p r o c e d u r e  d ras t i ca l ly .  

I f  t h e  r e s u l t s  o f  t h e  f o u r t h  c a s e  a r e  c o m p a r e d  

to  t h e  r e s u l t s  o f  t h e  f i r s t  case ,  it  b e c o m e s  c l e a r  

t h a t  in  t h e  f o u r t h  ca se  t h e  v a l u e s  o f  t h e  ob j ec t i ve  

f u n c t i o n  a r e  c h a n g e d  r e l a t i ve ly  to  e a c h  o t h e r  (e .g.  

a~ a n d  ae) .  T h i s  m e a n s  t h a t  t h e  ob j ec t i ve  f u n c -  

t i o n  w i t h  n o n - e q u a l  cos t  c o e f f i c i e n t s  d i s c r imi -  

n a t e s  m o r e  a m o n g  t h e  a l t e r n a t i v e s .  

In  T a b l e  9 t h e  v a l u e s  o f  d r ,  d [  a n d  w~ a r e  

p r e s e n t e d  fo r  a 1 in  t h e  f i r s t  a n d  f o u r t h  c a s e  

( s c e n a r i o  1). I t  c a n  b e  s e e n  t h a t  by  i n t r o d u c i n g  

t h e  cos t  c o e f f i c i e n t s  o t h e r  w e i g h t s  h a v e  to  b e  

Table 9 
The values of d +,  d S and w* (al, scenario 1) in the 1 st and 4 th case 

j wj Case 1 Case 4 

d? d; w? d? d7 w? 
1 0.025 0.1347 0.0000 0.1597 0.0000 0.0000 0.0250 
2 0.025 0.0000 0.0000 0.0250 0.5844 0.0000 0.6094 
3 0.050 0.0000 0.0000 0.0500 0.0000 0.0500 0.0000 
4 0.050 0.0000 0.0000 0.0500 0.0000 0.0500 0.0000 
5 0.025 0.0000 0.0000 0.0250 0.0000 0.0250 0.0000 
6 0.075 0.2716 0.0000 0.3466 0.0421 0.0000 0.1171 
7 0.125 0.0000 0.0000 0.1250 0.0000 0.1250 0.0000 
8 0.250 0.0000 0.2500 0.0000 0.0000 0.2500 0.0000 
9 0.250 0.0000 0.1709 0.0791 0.0000 0.1265 0.1335 

10 0.125 0.0146 0.0000 0.1396 0.0000 0.0000 0.1250 
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changed ,  i.e. a n o t h e r  longe r  p a t h  has  to be  t a k e n  
in the  weight  space .  I f  the  resul ts  of  the  fif th case  
a re  c o m p a r e d  to the  resul ts  of  the  second  case,  
the  same  observa t ions  ho ld  t rue .  

7. Conclusions 

T h r e e  novel  types  of  sensi t ivi ty analysis  for  
addi t ive  M C D M  m e t h o d s  have b e e n  p r e sen t ed .  
The  first  and  second  type  d e m o n s t r a t e  tha t  it  is 
poss ib le  to app ly  M C D M  m e t h o d s  in cases  w h e r e  
inaccurac ies  in the  da t a  assessment  p r o c e d u r e  
a re  unavo idab le ,  e.g. in case  of  unce r t a in  eco-  
nomic  c i rcumstances .  I t  has  b e e n  d e m o n s t r a t e d  
tha t  by def in ing  a set  of  scenar ios  for  those  
p a r a m e t e r s  tha t  d i rec t ly  affect  the  eva lua t ions  o f  
all a l t e rna t ives  on ce r t a in  cr i ter ia ,  it is poss ib le  to 
fac i l i ta te  the  se lec t ion  o f  a l t e rna t ives  p l a c e d  in 
dynamic  c i rcumstances .  F u r t h e r m o r e  it has  b e e n  
d e m o n s t r a t e d  tha t  it is poss ib le  to  s tudy the  influ- 
ence  of  changes  in the  scores  of  a specif ic  a l te r -  
na t ive  on  ce r ta in  c r i t e r ia  by i te ra t ion .  

T h e  th i rd  type  o f  sensi t ivi ty analysis  de te r -  
mines  the  m i n i m u m  modi f i ca t ion  of  the  weights  
r e q u i r e d  to m a k e  a specif ic  a l t e rna t ive  r a n k e d  
first,  m e a n w h i l e  tak ing  into  account  specif ic  re-  
qu i r emen t s  on  the  weight  var ia t ions .  I t  is d e m o n -  
s t r a t ed  tha t  this  is a tool  to analyze  the  to ta l  
weight  space,  and  thus  to  e l imina te  a n u m b e r  of  
a l te rna t ives .  F u r t h e r m o r e  it enab les  to d e t e r m i n e  
w h e t h e r  an  a l t e rna t ive  can  r ea sonab ly  be  selec- 
ted,  given the  r e q u i r e m e n t s  on  the  weight  var ia-  
t ions spec i f ied  by the  dec is ion  maker .  The  mini -  
m u m  weight  mod i f i ca t ion  tha t  is d e t e r m i n e d ,  en-  
ab les  to de f ine  a p rox imi ty  ranking .  Thus  it can  
be  s tud i ed  which  a l t e rna t ive  is c loser  ( and  conse-  
quen t ly  m o r e  l ikely)  to be ing  r a n k e d  first, given 
an ini t ia l  set  of  weights .  Resu l t s  show tha t  the  
proximi ty  r ank ing  does  no t  fully c o r r e s p o n d  to 
the  c o m p l e t e  r a n k i n g  of  the  a l te rna t ives .  This  
ind ica tes  tha t  some lower  r a n k e d  a l te rna t ives  (in 
the  c o m p l e t e  ranking)  a re  m o r e  l ikely to be ing  
r a n k e d  first  t han  h igher  a l te rna t ives .  
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