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Description ~ Dimension
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g
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1 Introduction

This thesis is about modelling and control of turbomachinery. In this introduction, first an
explanation on the notion of turbomachinery and its applications is presented, followed by a
brief review on modelling and control of turbomachinery installations. After that, we formu-
late a statement of the problem that is investigated in this study and discuss the methodology
to follow. The chapter closes with a presentation of the scope of the thesis.

1.1 Turbomachinery

The generic term turbomachinery refers to devices like rotary compressors and expanders. The
main component of these devices is a bladed rotor. In a turbo compressor, work is being done
on the working fluid to raise its pressure. The rotor is driven by an external torque. The veloc-
ity of the fluid increases when it passes the rotor, i.e. flows between the rotor blades. After
this passage, the fluid slows down with an accompanying rise of pressure while flowing
through a ring of fixed diffuser blades and a volute. In a turbo expander, this series of events
is reversed. A pressurised fluid enters the expander and acquires increased velocity as it ex-
pands to a lower pressure while flowing through a volute and a ring of fixed nozzle blades.
This kinetic energy is transformed into output torque of the shaft when the fluid passes the
rotor of the expander. An expander is a net producer of power, while a compressor is a net
power consumer. There are two main types of rotary compressors and expanders, distin-
guished by whether the flow is in the axial or in the radial direction.

A compressor and an expander can be combined to a gas turbine. A gas turbine produces me-
chanical (shaft) power by expansion of compressed gas through an expander. A compressor
provides the required pressure ratio. Compressor and expander are mounted on the same shaft
and the expander powers the compressor. To overcome losses and develop useful power, en-
ergy has to be added by raising the temperature of the compressed air before expansion. This
is accomplished in a combustion chamber positioned between compressor and expander.
Figure 1.1 shows the gas turbine configuration. The cycle is called the simple gas turbine or
Joule-Brayton cycle. This cycle is schematically represented by the ideal (isentropic) tem-
perature-entropy (T-s) diagram of figure 1.2.

Fuel

l Exhaust
4

combustion 3

4
2 —P chamber J— r T

isobar p2 = ps

\ /

compressor axpander

'y

Air 1

figure 1.1 : Schematic drawing of a gas turbine.
figure 1.2 : Isentropic T-s diagram
of a simple gas turbine cycle.



2 Chapter 1 Introduction

Usually the inlet conditions of the compressor (index 1) are equal to the ambient temperature
and pressure. Likewise, the outlet pressure of the expander (index 4) is usually equal to ambi-
ent pressure. Appendix A.1 presents a more elaborate analysis of the simple gas turbine cycle,
including component losses, power and efficiencies. In [Cohen, 1987], [Cumpsty,1989] and
[Rogers, 1992] detailed information on design, performance and application of turbomachin-
ery can be found.

Turbo compressors and gas turbines are widespread used. Separate turbo COMPpressors are
used for fluid transportation and pressure built-up. A typical application is a compressor sta-
tion in a natural gas grid or in a compressed air utility network. A compressor station often
consists of multiple compressors, that are connected in series or in parallel.

Typical applications of gas turbines can be found in aero engines and in power generation. In
power generation, a gas turbine drives an electrical generator. When the exhaust heat of the
gas turbine is usefully applied we speak of co-generation of power and heat. An example can
be found in so-called steam and gas power stations where a gas turbine drives an electrical
generator and the steam, that is generated from the exhaust gasses, powers a steam turbine and
another electrical generator. Another example is the so-called steam-injected gas turbine. In
these co-generation plants, the steam produced from the exhaust gasses of the gas turbine is
normally used in production processes like drying or heating. When during production inter-
ruptions the steam is temporarily not used, the excess can be injected into the expander of the
gas turbine. This principle realises a flexible trade-off between power and heat generation.

1.2 Modelling and control of turbomachinery

In the design process of turbomachinery, simulation models are used more and more. Nowa-
days, sophisticated three-dimensional CFD (computational fluid dynamics) methods are capa-
ble to predict accurately the flow conditions and the performance at the design point of com-
pressor and expander stages. Advances in the design of turbomachinery result in performance
improvements that lead to design points where components operate near their aerodynamic
(surge), thermal, and mechanical load limits. Under these circumstances dynamic operation
may cause excessive stresses on components that affect the safety, reliability and operation of
the whole installation. An accurate prediction of these phenomena and their causes is critical
in design of both components and overall installations like power plants. CFD methods, how-
ever, are not the appropriate tools for simulation of the dynamic operation of a whole installa-
tion because of the extensive problem definition and computation times. Straightforward dy-
namic simulation models with a relative low number of degrees of freedom are used for this

purpose.

Control plays a major role in modern operation of advanced turbomachinery. Examples can be
found in minimising fuel demand, power output and rotational speed control, noise and dis-
turbance rejection, avoidance of instabilities like compressor surge and stall, and minimising
combustion emissions. Dynamic operation plays an important role in the design of control
systems. During transients, caused by changing load conditions or set point changes, the inter-
action between turbomachinery (and other) components becomes increasingly important for
the overall system behaviour that is to be controlled. Dynamic models of both components
and complete installations may be integrated in the control system, leading to model based
control systems.
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With regard to model development and the design of control systems for turbomachinery,
most research effort is put into the dynamic simulation of modern aero engines since these are
the most critical and valuable applications [Badmus, 1995a, 1995b, 1996], [Garrard, 1996].
This is expensive and often confidential research sponsored by NASA or US Airforce, leading
to detailed component descriptions. Emphasis is often put on surge avoidance and the en-
largement of the operation area by means of (active) surge and stall control [Simon, 1993].

Besides aero engines, also the simulation of modern power generation systems has become
increasingly important since high efficiency and more flexible operation may be achieved
[Schobeiri, 1994, 1996]. In these cases, emphasis is often put on complete installations rather
than on turbomachinery components only. The overall system includes buffer tanks, piping
geometry and capacity, recycle and relief systems, control valves etc. Also in compressor sta-
tions the interactions between individual compressors play a major role in the design of the
system configuration and its control system. Recycle systems, for instance, are very important
in the operation of compressor stations. Recycling is essential during start-up operation, for
surge protection and for emergency shut-down. These operations are inherently dynamic
where complex interactions between equipment, control and gas flow occur with the associ-
ated risk of compressor surge [Botros, 1991, 1994a].

1.3 Statement of the problem and methodology of this study

The aim of this study is to investigate the dynamic behaviour and control of compressor and
expander installations. This is done by means of

1. The development of general purpose dynamic simulation models. This development in-
cludes experimental validation and an analysis of simulation and experimental results.

2. The development of model-based control configurations. A special control concept has
been selected: Model Predictive Control (MPC). A derived aim of the study is therefore to
investigate the feasibility of MPC for use on turbomachinery.

3. The application of MPC to representative configurations of compressor/expander systems.
This part includes simulations and real-time implementation.

Model development  The first step in our methodology is to obtain a physical model of
relevant phenomena in a generalised system configuration. The physical basis is expected to
ensure the applicability of the model for a large class of compressor/expander systems. The
model will have a generic, modular, component-wise structure. Components are compressor,
turbine or expander, control valves, combustion- chamber, flow-restrictions and piping. The
resulting model is based on general conservation laws for compressible fluid flow through
pipes, on well-known empirical relations for flow restrictions and for heat transfer and on
(vendor supplied) stationary component characteristics.

It is very important to determine the model validity. Therefore, experiments must be per-
formed on a representative installation. For this purpose a small, custom built, laboratory gas
turbine set-up at Eindhoven University of Technology has been realised. A model for the labo-
ratory gas turbine installation is composed from the generic model components. To obtain all
model parameters, stationary as well as transient measurements are required. Parameter values
are determined from a comparison between model simulation results and experimental data.



4 Chapter 1- Introduction

Several orders of model complexity are taken into account. Besides a full order (one dimen-
sional) physical flow model, we also develop low order lumped-parameter and linear models
that fulfil the requirements determined by the controller and the control objectives. To evalu-
ate and compare the different model types, straightforward model simulations are performed
and discussed.

Model based control  The second step in our methodology is to develop a model predictive
control configuration. Especially the well constraint and interactions handling of MPC form
the basis for selecting this particular controller concept for turbomachinery systems as they are
characterised by (highly) non-linear behaviour, fast dynamics, constraints and multi-variable
control with a large degree of interaction.

Necessary elements of the development of an MPC configuration are:
— the formulation of control objectives, inputs, outputs, and constraints,
— the selection of an internal model used for prediction and optimisation,
— the implementation of MPC algorithms,
— selection, design, and implementation of a filter,
— the tuning of the MPC controller.

An essential element of the controller development is the internal model. This control oriented
model should be able to predict the phenomena and time scales that are to be controlled with
satisfying accuracy but should also meet the limited (sample) time available for the MPC al-
gorithms. For this reason, in standard MPC, the internal model is linear so the optimisation
problem can be solved with efficient algorithms. Strong non-linearities, displayed by the gas
turbine installation, cannot always be handled adequately by standard linear MPC. Therefore,
we develop non-linear methods, based on successive linearisation and non-linear prediction.

Application of MPC on turbomachinery  Representative configurations of compressor/
expander systems are selected. Besides the laboratory gas turbine installation, also a general-
ised compressor station has been considered. Both systems are schematically shown in figure
1.3 en figure 1.4 respectively. The design and the properties of the laboratory gas turbine set-
up are extensively discussed in Chapter 2. The generalised compressor station configuration is
comprised of two parallel connected compressors and a common header. In this thesis, the
generic compressor station is related to the properties (i.e., geometry, components, and time
scales etc.) of the laboratory gas turbine.
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Fuel
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. W > Compressor_a
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[ ) m
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figure 1.3 : Schematic view of the Heatexchanger
laboratory gas turbine installation. figure 1.4 : Generic compressor station configu-

ration.
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For the gas turbine set-up the emphasis is put on real-time implementation. The target is to
meet rather straightforward objectives as set point and trajectory control, concerning con-
straints, interactions, disturbances, and measurement noise. Simulation techniques are used to
gain insight in the application of MPC before real-time application. In a real-time environ-
ment, a strictly limited computation time for each sample is available.

The development of MPC for the compressor station is restricted to simulations since no real-
life compressor station is available for measurement and testing. Although essentially the
same types of dynamics, constraints, and interactions hold for the compressor station and the
gas turbine, some of the elements of the MPC specification are quite complementary. The
emphasis is on the optimisation of the surplus of degrees of freedom that parallel connected
COMPIESSOrs POSSess.

Simulations and experiments of MPC for both configurations are analysed and discussed.
Subjects of our feasibility study are closed-loop control performance, robustness for distur-
bances and for model mismatches, and the required computation times. Emphasis is put on the
supposed advantages of MPC: anticipation and constraint handling.

1.4 Scope of the thesis

The first part of the thesis is about model development. We begin, in Chapter 2, with the pres-
entation of the laboratory set-up of the gas turbine which will be used to validate the models
and to test a real-time implementation of Model Predictive Control. Chapter 3 discusses the
model development. The models are validated in Chapter 4, where results from experiments
and simulation are compared and some values of model parameters are determined.

The second part of this thesis is about MPC on turbomachinery installations. Chapter 5 dis-
cusses the properties of MPC and presents the algorithms and implementations used in this
study. In two subsequent chapters the application of MPC to the laboratory gas turbine and the
paralle]l compressor station are treated. Chapter 6 presents the real-time control configuration
of the gas turbine and discusses results of experiments. Chapter 7 presents the control configu-
ration of the compressor station and discusses simulation results.

Finally, Chapter 8 presents general conclusions and recommendations for further studies to
both model development and the application of Model Predictive Control on turbomachinery.



Chapter 1 Introduction



2 Experimental Set-up

The main goal of our research is to study the dynamic behaviour and control of turbomachin-
ery. A gas turbine set-up has been realised in the laboratory. This laboratory installation offers
the opportunity to influence and to monitor the dynamical operation of a gas turbine in more
detail than an existing industrial installation. Since components such as a heat recovery steam
generator and electrical generators, that may be present in an industrial (co-generation) instal-
lation, are less relevant for the dynamical behaviour of the gas turbine itself and since these
components are not easily scaleable, they are not included in this research project.

2.1 Laboratory gas turbine installation

The laboratory-scale gas turbine has been designed around a turbocharger. Figure 2.1 presents
a schematic view of the set-up. The main flow of air is sucked into the compressor, where it is
compressed. Part of the air may be blown-off to the ambient while the remaining air passes a
return or check-valve and reaches the buffer tank. Through the throttle valve, the air flows
into the combustion chamber, where natural

gas is injected and burnt. The heated com-
pressed air then flows through the expander, blow-off
where it expands and exhausts to the envi-
ronment through the flue duct.

compressed air fuel

y

exhaust gas

Y

combustion chamber

Three electrically powered control valves are
installed: the compressor blow-off valve, the
expander throttle valve, and the fuel supply
valve. These appendages provide opportuni- (7
ties for affecting the operation point of the
installation. Electrically powered control figure 2.1 : Schematic view of the laboratory
valves provide opportunities for automatic gas turbine installation

control.

compressor expander

In figure 2.2 a photograph of the laboratory set-up is presented. Stainless steel pipes connect
the components of the installation. To intercept thermal expansion and corresponding stresses,
compensators have been constructed into the installation. Technical details and design criteria
of the installation are gathered in a separate design report [Van Essen, 1995]. In this thesis we
focus on the main characteristics of the components.

Turbocharger  An industrial sized turbocharger has been selected as the heart of the gas
turbine. The turbocharger (type VTR160L) is manufactured by Brown Boveri Company
(BBC). It consists of a single-stage radial compressor and a single-stage axial expander
mounted on a single axis. This turbocharger is designed for diesel engines in ships or in emer-
gency generators. In the laboratory installation, a combustion chamber replaces the diesel en-
gine. In the photograph of figure 2.2 the relatively small turbocharger can hardly be recog-
nised in the left side, right under the flue gas duct.
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figure 2.2 : Photograph of the laboratory gas turbine installation.

The performance characteristics of the individual components (compressor and expander) are
known on basis of specifications from the manufacturer. They consist of a graphical repre-
sentation of the whole operation area. Figure 2.3 and figure 2.4 present the supplied charac-
teristics for the BBC turbocharger.

original compressor performance map original expander performance map
0.8 r

compressor pressure ratio

i i i i i i 0 i : :
01 02 03 04 05 08 07 1 15 2 . 25 3
mass flow compressor [kg/s] expander pressure ratio
figure 2.3 : Compressor performance map for figure 2.4 : Expander performance map as a
reference inlet conditions. function of expander inlet temperature.
(Pamp=1.02 bar, T,,,,=298 K) (Pour=1.02 * p )

In the compressor characteristic, curved lines represent the relationship between pressure ratio
over, and mass flow through the compressor for various rotational speeds. Note that these
lines are a function of the ambient conditions (see Appendix A.3) because the compressor
map is related to the volume flow. The so-called surge-line connects the extremes of the speed
lines. Surge denotes the phenomenon associated with violent limit cycle oscillations of mass
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flow and pressure rise, which originate in the compressor and are transmitted throughout the
gas turbine. Surge is likely to happen when the mass flow through the compressor decreases
enough to enter the part of the compressor characteristic where a decrease in mass flow is ac-
companied by a fall of delivery pressure, i.e., where the lines of constant speed exhibit a posi-
tive slope. In the compressor characteristic this corresponds to passing the surge-line, which
approximately separates the stable zone from the unstable zone. Unless the compressor is
somehow forced to operate in the stable zone again, the surge instability is bound to persist,
repeating the cycle of events at high frequency. This can get highly destructive, which is why
surge must always be prevented. For detailed information about surge we refer to [Greitzer,
1976, 1986] and [Moore, 1986] and references therein.

The expander characteristic of figure 2.4 presents the relationship between pressure ratio over,
and mass flow through the expander for various inlet temperatures. Indeed the (semi) dimen-
sionless mass flow m~/T / p teduces to a single curve. In this manufacturer’s specification,

the expander map does not depend on the rotational speed of the gas turbine. In general, how-
ever, a small dependency with the rotational speed is present.

Appendix A presents information about the turbocharger, including a detailed discussion on
the performance maps of compressor and expander. Summarising, the maximum number of
revolutions per second is 585 rev/s, the maximum expander inlet temperature is 925 K, the
maximum compressor pressure ratio is 2.35 and the corresponding maximum mass flow
amounts 0.8 kg/s.

The turbocharger needs cooling water, lubricating oil, and a flue gas duct. Within the turbo-
charger a double cooling water circuit is present to avoid too high casing and bearing tem-
peratures. The cooling water circuitry is connected to an already operating cooling system in
the laboratory. The internal lubricating circuit is filled with suitable engine oil. A flue gas duct
for the exhaust gases has been realised on location. Figure 2.5 shows a cross-section of the
turbocharger. In this drawing, the radial compressor (left) and the axial expander (right) as
well as the lubricating and cooling circuitry can be recognised.

figure 2.5 : Cross-section BBC-VTR 160.
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Buffer tank A large buffer tank, with a volume of 2.5 m®, is positioned between the com-
pressor outlet and the inlet of the combustion chamber. The main function of the tank is to
decouple flow oscillations, with order of frequency higher than 1 Hz, out of the compressor
and into the expander. Although the buffer tank is a passive piece of equipment, its influence
on the operating points of the installation is worth noting here. The decoupling of the outlet of
the compressor from the inlet of the expander has a special meaning for measurements of
transients. An example is the sudden injection of fuel into the combustion chamber; the ex-
pander inlet temperature increases instantaneously. From that the power developed by the ex-
pander increases-and the gas turbine axis accelerates. The compressor, however, reacts on the
available power and the mass flow and pressure ratio over the compressor will also rise. These
effects are, during a short time, buffered in the tank before they influence the phenomena at
the expander and establish a new equilibrium operating point.

Fuel supply line  Natural gas from the public main has been selected as the most appropri-
ate fuel. Figure 2.6 shows the gas supply line including the required safety devices.

SN

figure 2.6 : Schematic view of the gas supply line and safety devices.

A gas compressor raises the pressure before injection into the combustion chamber. A by-pass
control configuration is applied; the capacity of the compressor is constant at its nominal
value and the (motor powered) fuel valve (M) controls the fuel flow into the combustion
chamber. The over capacity returns to the compressor suction side through an over-flow valve
(PC). This over-flow valve is a mechanically controlled pressure regulator, which keeps the
pressure upstream at an adjusted value. The downstream pressure equals the pressure in the
gas main. Because compression raises the temperature of the gas, a cooler must be installed
within the by-pass.

The safety devices are according to [GAVO, 1987] and consist (among other things) of elec-
tronic controlled pressure (PZ) and temperature (TZ) switches, return valves and an electronic
controlled solenoid valve (S) at the end of the line. The electronic safety devices are con-
trolled by a PLC installed in an electrical switch-board. The functions of the switch-board also
include the control of the gas compressor and the automatic burner control. Apart from the
prescribed safety devices in the gas line, an electronic temperature switch has been added to
prevent the existence of a too high temperature after the combustion chamber (i.e. expander
inlet temperature).

Combustion chamber A tubular combustion chamber comprises a cylindrical liner
mounted concentrically inside a cylindrical casing. The tubular combustion chamber is the
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basic geometry of conventional gas turbine combustion chambers. The tubular design is me-
chanically robust and has easily matched fuel-flow and air-flow patterns. In figure 2.7 the
following components can be recognised: the air main, the air casing, the liner, the fuel injec-
tor, the primary air swirler, and the secondary and tertiary liner holes.

q §second<§%, _

zone fertiary|

air
—

primary zone
one O

— U5~ s |
I R

figure 2.7 : Combustion chamber.

The combustion process is divided into three zones: the primary zone, the secondary or inter-
mediate zone and the tertiary or dilution zone. The functions of the primary zone are to pro-
vide a combustible mixture of air and fuel, to anchor the flame and to provide sufficient resi-
dence time, temperature and turbulence to achieve a complete combustion. This is realised by
the swirler which induces a flow reversal in the primary zone. Hot combustion products flow
upstream to meet and merge with incoming fuel and air. The secondary or intermediate zone
provides sufficient residence time and temperature for complete recovering of dissociated
combustion products. Dissociation losses are a result of the chemical instability of the main
combustion products CO, and H,O at the high temperatures (2200 K) that occur in the pri-
mary zone. Dropping the temperature to an intermediate level (1800 K) by the addition of a
small amount of air allows the combustion to proceed to completion. Finally, in the tertiary or
dilution zone, the remaining air is mixed with the combustion gasses to meet the required
temperature (distribution) that is acceptable for the expander inlet.

The design of the combustion chamber involves the determination of the geometry of the
combustion chamber and the specification of additional parts such as swirler, gas nozzle, ig-
nition and flame control. The geometry of the combustion chamber involves the diameter of
casing and liner, the length of the separate zones in the combustion chamber, and the area
(distribution) of the switler and the liner holes. All (empirical) design considerations are from
[Lefebvre, 1983]. The main design problem is the determination of the total area of holes in
the liner and the distribution of this area over the swirler opening and the secondary and terti-
ary holes in the liner. For any operation point, the optimal area (distribution) can be deter-
mined. Such an operation point is determined by a mass flow, a required temperature rise, and
an optimal pressure drop over the liner that guarantees good mixing properties. Unfortunately,
this optimal area distribution differs from operating point to operating point. Only one ge-
ometry can be implemented, therefore the area distribution must be a compromise between the
overall requirements and specific influences of the operating points. The final design of the
combustion chamber is presented in [Van Essen, 1995].

Additional parts of the combustion chamber  The swirler consists of two concentrically
rings connected by flat vanes. Natural gas is injected into the combustion chamber through a
nozzle. This nozzle fits within the swirl generator. Two pairs of electrodes are mounted on the
nozzle. One pair of ignition electrodes and one pair of flame-control or ionisation electrodes.
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The electrodes are connected to an automatic burner control. This device rules ignition and
flame control. At burner start, the ignition transformer is powered and the ignition electrodes
are sparking. During a short time gas is released by powering the solenoid of the fuel-line. If
no flame signal is detected, the automatic burner control generates a failure alarm and fuel
supply is disrupted.

2.2 Measurement instrumentation

Useful measurement data, proper monitoring of the installation, and process control require
accurate measurements at several positions in the installation. The positions include compres-
sor inlet, compressor outlet, combustion chamber, natural gas supply line, expander inlet, and
expander outlet. Besides some analogue instruments such as thermometers and manometers,
electronic sensors and transducers are used to be able to process measurement data at high
sample rates in a data-acquisition system. In figure 2.8 a schematic view of the measurement
positions and applied instrumentation in the laboratory set-up is presented. The following
physical quantities are measured.

Pressures General purpose pressure transducers are located at five positions to measure
relative pressure. In these transducers, semiconductor pressure sensitive resistors are coupled
to a stainless steel diaphragm. A bridge circuit measures and converts the change in imped-
ance to an analogue DC signal. Due to internal signal conditioning electronics, the output sig-
nal is linear over a full span and the accuracy is very good: less than 0.5% error. Piezo-
resistive pressure transducers have very high bandwidths ( typically >1 kHz).

Temperatures  Thermocouples measure temperature at five positions in the set-up. Type K,
0.5 mm and 1.0 mm diameter thermocouples are applied. Output signals vary between 0 and
30 millivolt corresponding to 4 mV/ 100°C. A custom built thermocouple amplifier is used
to amplify this low signal and to provide cold-junction compensation. The inaccuracy of the
applied calibrated thermocouples including the amplifier is about 1%. Uncalibrated thermo-
couples and couples that are directly coupled to the A/D converter inhibit larger error levels of
2%. The response time of shielded 0.5 mm couples is approximately 1 second [Parr, 1985].

The output signals of the applied temperature safety devices are also available for measure-
ment. For safety and robustness, these devices are much thicker resulting in slower response
times (up to 5 seconds) than the thin thermocouples.

Rotational speed An inductive approach switch, mounted into the casing of the turbo-
charger, measures the number of revolutions per second (rev/s). An inductive counter is an
inexpensive, accurate, and reliable solution. The output is a frequency pulse of 2 pulses per
revolution because two grooves are cut into the circular sheet placed on the axis. To process
the signal along with the other DC voltages, a custom built frequency-to-voltage converter is
applied. The basic accuracy of the rotational speed is in the order of a single revolution. The
transformation to DC voltage, however, displays some non-linearity and is susceptible to
electronic disturbances. The error level is approximately 1%.

Mass flow  An orifice meter, built into the pipe between the buffer tank and the combustion
chamber, measures the mass flow (kg/s) through the installation. The pressure difference is
measured by means of a differential pressure transducer. Temperature and pressure measure-
ments of air flow through the orifice are necessary to determine the density of the volume
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figure 2.8 : Instrumentation scheme, indicating all instruments including type of measurement,
identification number and the location of the instrument.

flow. The orifice meter is designed according to NEN 3005 and requires a lead-in length of at
least 3 metres. Important draw backs of the orifice meter are the poor accuracy in between 5 -
10% (since no appropriate calibration can be performed) and the relatively large response time
of approximately 5 seconds. Especially the measurement of the pressure difference is highly
influenced by the turbulence level of the upstream combustion process. Detailed information
on the mass flow/pressure drop relation and accuracy is given in Appendix A.9.

The natural gas supply rate (m*/s) is measured with a turbine flow-meter located in the low
pressure gas main. The output of this instrument is a pulse per 1/250 m’. This frequency is to
low to convert to a DC voltage. The measurement is used to compute the fuel-flow off-line. A
turbine flow meter is preferable for the relatively low flow rate of natural gas. The turbine
flow meter is placed in the suction line of the gas compressor, where the density of the natural
gas is assumed to be constant. Therefore not only the volume flow but also the mass flow of
fuel can be determined. This position excludes transient measurements.

Valve positions  The positions of the three valves are measured by potentiometers, built
into the electric motor of the valve drives. The accuracy of the valve position equals the reso-
lution of the mechanical transmission which is typically less than 0.5% but displays some
hysteresis and backlash.
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2.3 Data-acquisition and automatic control

A LabVIEW based data-acquisition system has been designed and realised. This system pro-
vides opportunities to measure, monitor and store all the available measurement signals.

All transducer signals are connected to a National Instruments data-acquisition plug-in board
in the measurement PC. Continuous measurement of all signals is hardware timed and may
proceed at extremely high sample frequencies up to 100 kHz. The resulting data flow, how-
ever, is continuously processed to be real-time monitored on the computer screen and stored
to hard disk by a LabVIEW program. This program requires software based timers. Due to the
limited properties of these software timers, the maximum measurement frequency is limited to
10 Hz.

The same LabVIEW program is also able to control the positions of the electrically powered
control valves. The measured position of the valves is compared to the set point or desired
position. This set point may be provided by an (external) controller or may be manually set in
the LabVIEW program itself. When the position error is larger than the pre-set maximum er-
ror bound, LabVIEW generates a digital signal that switches a relay and powers the electric
drive of the corresponding valve. The position of the valve is on/off controlled and its resolu-
tion is determined by the LabVIEW measurement frequency but even more by the mechanical
properties of the transmission.

More information and specifications of the data-acquisition and control software and hard-
ware are discussed in Appendix D.

2.4 Operation and control

Inherent to the working principle of a gas turbine the installation must be equipped with an
effective start-up facility. This facility provides a sufficient high rotational speed of the gas
turbine axis, where pressure ratios and mass flows are able to drive the gas turbine. Since the
turbocharger does not have external access to its axis the only method is to blow the expander
with compressed air from an external compressor. A connection to the compressed air utility
is available at the buffer tank (see figure 2.8). The start-up procedure is treated in detail in
Appendix A.11. When the installation runs ‘on its own air’, stationary operating points can be
established. Opportunities to reach and to influence stationary operating points are made
available.

2.4.1 Operating points of the installation

In section 2.1 the compressor and expander characteristic were presented. This range of possi-

ble operating points of individual components reduces considerably when the components are

linked together. The problem is to find corresponding points in the characteristics of each
component when the gas turbine runs at steady speed. This point is called an equilibrium
point. An equilibrium point fulfils the following conditions:

1. A power balance holds between the expander and the compressor. This implies that the
power developed by the expander exactly equals the amount of power required by the com-
pressor plus losses. If the power balance does not hold, the turbine axis either accelerates or
decelerates.
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2. The mass flow through the compressor equals to the mass flow through the expander
(including the mass flow of fuel that often may be neglected).

3. The pressure ratio over the expander equals to the pressure ratio over the compressor minus
pressure losses. Losses occur over all appendages present between compressor outlet and
expander inlet, including the combustion chamber and the throttle valve.

Stable operating points of the turbocharger in the laboratory installation can be found from a
matching procedure of the characteristics. Appendix A.7 summarises this procedure. The re-
sulting operating point of the overall gas turbine is usually presented in the compressor char-
acteristic by the compressor pressure ratio, the mass flow and the rotational speed. All equilib-
rium points together form the operation area of the installation.

An estimate of the maximum power demand of the laboratory installation can be determined
by computing the amount of heat that the temperature rise at a certain operating point requires.
For a maximum mass flow of 0.80 kg/s and a maximum expander inlet temperature of 925 K
this results in 550 kW. Only a fraction of approximately 10% of this thermal input power is
used to drive the gas turbine. The remaining power is lost to the environment in the exhaust,
the cooling water and heat losses through the piping.

2.4.2 Opportunities for influencing the operating point of the installation

The compressor is directly coupled to the expander. There is no external load or brake that
influences the gas turbine. Therefore, other opportunities to affect the operating point of the
installation are made available: three control valves and external air. The three control valves
are the fuel valve, the compressor blow-off valve and the throttle valve. The fuel supply valve
is the most important parameter to adjust the operating point of the gas turbine. When the
other valve positions are unchanged, fuel supply variations result in a line of stationary oper-
ating points in the compressor characteristic. When the blow-off valve is completely closed
and the throttle valve is fully opened, this line is called the standard equilibrium load line. The
effect of the other two control valves is a shift of the position of the entire load line.

Figure 2.9 illustrates the influence of variations in valve positions to the operation point of the
gas turbine in the compressor characteristic. Results are from straightforward simulations that
will be discussed in Chapter 4. From the indicated starting point, in four separate simulations,
the fuel valve is opened and closed, the blow-off valve is opened, and the throttle valve is
closed. i

Fuel supply valve  An increase in fuel supply immediately raises the expander inlet tem-
perature. The higher temperature provides more power to the expander resulting in a tempo-
rary power difference between compressor and expander and an acceleration of the axis. Due
to this increased power and higher rotational speed the compressor delivers more mass flow
and a higher pressure ratio until the power balance holds again. With a small delay the extra
mass flow reaches the combustion chamber and the expander inlet temperature decreases
again. Therefore not the expander inlet temperature but rather the power input is controlled by
the fuel supply valve.

From the starting point in the centre of the characteristic in figure 2.9 variations of +5% and -
5% indicate the location of the equilibrium load line. In practical operations the fuel valve
position varies between 0.20 and 0.50, this is over 30% of its full span. Any equilibrium load
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line is characterised by a constant temperature: although the amount of supplied fuel and the
pressures and rotational speed differ significantly, the temperature over these three points only
varies 5 Kelvin from 852 to 857 K.
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figure 2.9: Simulated influences of variations in valve positions to the

operating point of the gas turbine installation indicated in the compres-

sor characteristic .

Compressor blow-off valve  Blow-off directly influences the ratio of mass flows through
compressor and expander. When this valve is (slightly) opened, the delivery pressure of the
compressor decreases. Although the mass flow through the compressor increases slightly, the
expander mass flow decreases. The pressure ratio over the expander decreases along with the
compressor delivery pressure. This results in a decrease of power developed in the expander.
The rotational speed decreases until a power balance is reached again in a stable operating
point on another equilibrium load line. The corresponding expander inlet temperatures are
significantly higher.

The variation in figure 2.9 due to blow-off of 5% opening leads to an operation point on a
slightly shifted (to a larger mass flow) equilibrium line parallel to the original one. The corre-
sponding expander inlet temperature is extremely high (953 K), considerably exceeding the
maximum allowed temperature level. For this reason, it is hardly possible to open the blow-
off valve for more than 4%. In fact, the capacity of the blow-off valve is too large for control
purposes; the resulting resolution within the 4% range is too low. Its main use is start-up.

Throttle valve  Throttling influences the ratio of compressor delivery- and expander inlet
pressure. When this valve is closed, the pressure losses between compressor and expander
increase. The power developed in the expander decreases. A new operating point is reached
on a new equilibrium load line that is positioned at lower mass flows and lower pressure ratios
in the compressor characteristic. The corresponding expander inlet temperatures are higher on
the new equilibrium line. Adjusting the fuel supply allows to impose other operating points on
this new equilibrium load line.

In figure 2.9 the throttle valve is closed by 60% from 1.0 to 0.4. The disproportionate change
is caused by the large capacity of the throttle valve: a clear effect of additional pressure drop is
only seen at valve position below 50%. It can be seen that the new equilibrium line shifts to-
wards the surge line. The corresponding temperature of this line is 893 K (in the simulated
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operating point). The location of the surge line corresponds to the equilibrium line at a throttle
valve position of approximately 30%.

Additional mass flow  When additional mass flow through the expander can be realised,
the mass flow and the pressure ratio over the expander are (artificially) increased. A new op-
erating point will be reached on a new equilibrium load line that is, relative to the original,
positioned at higher mass flows and higher pressure ratios in the compressor characteristic.
Extra mass flow through the expander can be realised with compressed air. The connection to
the compressed air, however, is in the buffer tank, before the throttle valve. This complicates
the injection of air because then not only the expander pressure ratio but also the compressor
pressure ratio is affected. Because the compressed air supply is not regulated by an electrically
powered control valve its use for control is limited and therefore scarcely applied in this the-
sis. For the same reason, its influence is not indicated in figure 2.9.

2.5 Discussion

In this closing section, we discuss the relevant time scales of the laboratory set-up that hold
for modelling and control. We also indicate the relation between the laboratory gas turbine
set-up and industrial scaled gas turbine installations. Finally, we present an extension to the
design of the set-up that will be used in future research: steam injection.

Time scales  In the laboratory gas turbine different time scales are present. A characteristic
time scale for overall transient set point changes is in the order of 10 seconds. This time scale
is determined by the total system inertia (acceleration of the turbocharger, pipe length, buffer
tank). The time scale is related to the residence time of fluid in the buffer tank.

Individual components react faster than the overall system. The corresponding time scales are
in the order of 1.0 second, mainly determined by the acceleration of the turbocharger and the
fluid flow through pipes. Smaller time scales can be found in dynamic instabilities like surge
or the propagation of pressure waves in the pipelines. The corresponding time scales of these
phenomena are in the order of 0.01 second, determined by the velocity of sound.

In this thesis we do not seek to control the small time scales that correspond to pressure wave
propagation or dynamic instabilities. The main target is an overall system approach in which
we want to control transient changes of the operating point. The model to be developed should
fit to an application of a model-based control configuration. This puts strong demands on real-
time simulation properties and therefore to the complexity of the model.

Comparison to industrial installations Indeed, the laboratory installation aims to be a fair
representation of a gas turbine installation. To be able, however, to compare or to translate
results obtained from the laboratory set-up to industrial sized installations, the components of
the laboratory installation should be geometrically similar to industrial scale turbines and the
same values or ratios for the appropriate dimensionless groups should hold. These numbers
describe the dynamic similarity. Relevant dimensionless groups for turbomachinery are gath-
ered in table 2.1 (in which D is a characteristic dimension (m) and R the gas constant).
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./ RT,

KT,
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table 2.1 : Dimensionless numbers for turbomachinery.

The turbocharger within the laboratory set-up combines a single stage radial compressor and a
single stage axial expander, a combination that is rarely met in industrial practice. Industrial
installations can therefore hardly be considered geometrically similar. Therefore, we can not
upscale (flow) results directly to industrial installations.

On the other hand, the laboratory set-up is a typical turbomachinery installation. This means
that the non-linearities of the gas turbine system, the properties and characteristics of both
turbomachinery components and control valves, and the dynamics of the laboratory installa-
tion show close correspondence to realistic systems. Therefore, we will be able to touch on
interesting (dynamic) problems in turbomachinery. In this thesis we focus our modelling and
control efforts on the properties and time scales encountered in the laboratory set-up. We
rather investigate the feasibility of models and control strategies than presenting ready-made
industrial solutions.

Steam injection  The installation has been extended with a steam injection facility. A suit-
able steam-boiler is available in the laboratory and a custom designed injection piston allows
step like mass flow injection. The position of the steam piston is just after the combustion
chamber. Stationary as well as pulsating mass flow injections should be considered. Steam
injection provides interesting opportunities to influence the operation point of the installation
and to perturbate dynamic responses. In this thesis, however, steam injection is not considered
yet since is it not fully operational. Future research will focus on the particular dynamic prob-
lems encountered in steam-injected co-generation installations.
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3 Model Development

In this chapter a physical model for turbomachinery installations will be developed. The
model has a generic, modular, component-wise structure. Components are compressor, ex-
pander, control valves, combustion chamber, flow-restrictions and piping. The physical basis
and the modular approach are expected to ensure the applicability of the model for a large
class of compressor/expander systems. The resulting mode] is based on general conservation
laws, on well-known empirical relations for flow restrictions and on (vendor supplied) sta-
tionary component characteristics. Only little detailed geometric information is required.

The first section explains and justifies our modelling approach. Two subsequent sections treat
basic model parts in detail. The first presents a discussion of general conservation laws ap-
plied to describe compressible fluid flow through pipe and volume elements. The second con-
siders the component modelling approach including a discussion of all applicable compo-
nents.

From all this, two different sets of model equations for the laboratory gas turbine installation
are derived. The first type we refer to as the physical flow model, since it includes physical
equations for compressible fluid flow through pipelines. The second type is the lumped pa-
rameter model, in which flow through pipelines is neglected and the corresponding inertia is
lumped into a single volume. Note, however, that both models are based on first principles
and only the extent of lumping differs.

Our first interest is the application of the models to describe and control the laboratory gas
turbine installation. Especially for real-time control of transient operating point changes the
model ought to be simulated fast enough. Most likely, only the lumped parameter model can
satisfy this restriction. The much more involved physical flow model is introduced as an inde-
pendent reference for the lumped parameter model. It provides opportunities for research to
faster phenomena like steam injection, dynamic oscillations in pipes, and turbocharged diesel
engines.

In the concluding section of this chapter we discuss the differences between the two types of
models as well as the applicability to control the laboratory gas turbine installation. This dis-
cussion includes the modelling of instationary and dynamic phenomena in some detail. Also
the application towards other turbomachinery installations like industrial co-generation sys-
tems and compressor stations are proposed.

3.1 Modelling approach

A generic, modular, one-dimensional approach is applied to model turbomachinery. The basic
model comprises several modules representing actual components of the installation such as
the compressor, valves, combustion chamber, and expander. Modules are coupled by pipelines
or by volumes.

Components are modelled by a coupled static and two dynamic parts. Figure 3.1 presents this
approach schematically. The static part is the component characteristic: a set of (non-linear)
quasi steady algebraic equations determining the mass flow through the component. In this
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way the component characteristics are used as static momentum balances. The characteristics
of the components are often available from the manufacturer. Component maps include not
only full compressor and expander performance maps but also flow-Ap relationships that hold
for control valves or flow restrictions like orifices and pipe bows. Necessary conditions for
satisfactory simulation results are that the performance maps are available in an accessible
(mathematical) format and are sufficiently accurate.

The dynamic behaviour of the component (i.e., accumulation of mass, momentum, and en-
ergy), is modelled by plenum volumes, immediately connected before and after the compo-
nent. Inside each plenum the conservation equations for mass, momentum and energy are
solved. The plenum also provides the dynamic interaction between successive components.
The volume of the plenum reflects the partial volumes of two successive components, i.e.,
half of each. In case two components are directly coupled, like in figure 3.2, the connecting
volume consists of the volume of the outlet plenum of the first components added to the vol-
ume of the inlet plenum of the second component.

The dynamic coupling modules are pipelines and/or volumes. For overall system simulation, a
one dimensional approximation of the flow equations is expected to give sufficient accurate
results. A two or even three dimensional solution for the entire system simulation would re-
quire computational means not available yet. Moreover, this problem will require complex
geometry and system information, resulting in a less generic model.

p,T m p,T m m
p.T
plenum component plenum component 1 combined  component 2
plenum

figure 3.1: Sketch of the component mod-

elling approach. figure 3.2 : Sketch of the approach of two suc-

cessive components.

System simulation by the performance maps of the components extended by dynamic cou-
pling equations is particularly useful when complete installations are simulated within the
operating range defined by the component maps. The modular approach allows easy adjust-
ments to the system configuration and geometry.

This type of modelling of turbomachinery is widely accepted in the literature. First approaches
date from the early seventies when NASA started steady state simulations with the overall
component characteristics. Simulation of transient dynamics by coupling static components
through connecting plenum volumes is, among others, presented by [Schobeiri, 1994] and
[Garrard, 1996] with regard to aero engines and [Botros, 1991, 1994a] with regard to com-
pressor stations.

Based on the component modelling approach we distinguish two types of models. The first we
refer to as the physical flow model, to the second as the lumped parameter model. The most
important difference between both types of models is the coupling of two successive compo-
nents. The physical flow model assumes compressible fluid flow through connecting pipe
lines and solves the corresponding flow equations, while components in the lumped model are
coupled by a volume and flow inertia is completely lumped into a few volumes.



3.2 Compressible fluid flow 21

Physical flow model  In the physical flow model, a pipeline connects two successive com-
ponents. Figure 3.3 shows this situation schematically. As can be seen in the figure, the cou-
pling includes the plenum of the component. A pipeline is divided into a number of elements
for each of which the full set of conservation laws is solved. Therefore, only in pipelines the
instationary momentum equation is solved. The algebraic relationships that describe the com-
ponents are used as boundary conditions to solve the resulting set of equations.

m m
p.T p.T
pipeline

component 1 component 2

figure 3.3 : Component “Pipeline” in between two succes-
sive components in the physical flow model.

Lumped parameter model The lumped parameter model neglects the connecting pipelines
as separate components. Figure 3.4 sketches two successive components in the lumped con-
figuration. Although this configuration looks exactly like the basic model type of figure 3.2,
the meaning of the connecting volume is different. The volume does no longer represent the
(internal) volume of the component itself, but rather the total volume between the two compo-
nents. The total or effective volume is lumped into this single volume.

m m
p,T

component1  connecting component 2
volume
figure 3.4 : Sketch of two successive compo-
nents in the lumped parameter model.

3.2 Compressible fluid flow

Starting from general one-dimensional conservation laws, this section describes compressible
fluid flow in pipelines and volume elements. Two sets of equations are derived. First, we dis-
cuss the discretised equations applicable to solve compressible fluid flow through a pipe line
which is divided in elements. This set is used in the physical flow model only. Next, we de-
rive the second set of discretised equations which is especially applicable to a single volume
element. These equations are used to model the coupling plenums of components as well as
the lumped volumes in the lumped model.

3.2.1 Discretised equations for a pipe element

Consider a pipeline with a constant diameter D and a flow surface A = (n/4)D?. Assume an
infinitesimal element of such a pipe. The one-dimensional momentum equation applied to this
element, expressed in terms of mass flow may be written as [Bird, 1960]:

dm  omv  dp

—+—=—+A—+mD=0 3.1

o ax Mo (3D
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In which 7= pvA and in which the last term refers to friction as the net surface force caused
by the shear stress 1. This stress is expressed by the constant steady state friction factor k¥
according to Darcy-Weisbach [Streeter, 19857:
-2
Km
T=—7 (3.2)
8pA

Unless a frequency dependable value of the dissipation factor x is known, it can not describe
any instationaryeffect of friction forces. A constant value of K describes a stationary pressure
drop as a result of a friction force due to steady flow. Such a pressure drop in the pipe flow
may be necessary when long pipelines are modelled. The empirical value of the parameter «
depends on the surface roughness of the pipe and the Reynolds number and may be altered to
fit experimental data.

Integrated over the control volume V as indicated in figure 3.5, this formulation (still under
the assumption of a constant pipe diameter D and surface A, and V / A= 8x) leads to the fol-
lowing discretised expression of the momentum equation:

. . . )
amy _ | Viagt Z Vit || Piv1 = Py | K00 (33)
dt Sx dx 2pAD )

iy +1i1; RT, P 1
with v; = Lk R s P p= PitPir1 |
2A p; Ti+Ti R
OX
>
Pi1 Tis piTi Pin Tin
e T * wm > ° haTT> °

control volume

figure 3.5 : Discretisation scheme for the momentum equation.

When gravitation is neglected, no external heat is added or distracted (which includes the heat
conduction terms) and viscous dissipation is neglected, the one dimensional energy conserva-
tion equation equals [Bird, 1960]:
1
PC,T a0v>  dpc, v 33ev7V gpy (34)
ot ot ox ox 0x '

When the continuity and momentum equations are substituted, the kinetic energy part

1..2 1..2
d5pv __8§pv v_va_p (35)
ot ox ox '
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vanishes, while the thermal part

opC,T _ 9pvC,T v

ot ox P ox (3.6)
can be simplified to .
oT oT v
—é—t—:—va—x—('y—'l)T (3~7)

ox
For which the ideal gas law is applied as an equation of state: p=pRT . When we assume that

the ideal gas law holds for the control volume with a fixed volume V, the equation
pV =MRT (with M the total mass within the volume) can be differentiated to

dp _RTM  pdr
otV ot Tot’
So, the energy conservation equation can be written as the coupled set of differential equations

(3.7 ) and ( 3.8 ). Applied to the control volume defined in figure 3.6, integrating over the
control volume, with

(3.8)

oM . ) o v, -V ar T,-T;,,
= - — =t = — =t 3.9
o 1T ox &x ox ox (39)
gives two discretised equations for an element of a pipe.
dp; RT;, . . p; dT;
= ) 2 (310
1
dT; T, -T,_ Vi —v,_
T (EAT (RS
RT;+T;
in which v; =ny; ——f i
Api+Pin
ox
pit Ti piTi Pi+t Ti
me > S wm > S oanrT> °

control volume

figure 3.6 : Discretisation scheme for the energy equation.
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Note that for the determination of the discretised mass flows and velocities in both the mo-
mentum and the energy equations the upwind principle has been adapted. The cut-off error of
the discretisation is of the order &x.

The control volumes for the momentum and the energy equations are chosen not to coincide.
The staggered grid principle of [Patankar, 1980] shifts the control volumes half an element to
avoid singularity problems or alternate solutions in the velocities and or densities that are
computed at the control volume faces.

A small problem in this discretisation scheme is the choice of v,_, in the integration over the

control volume (the first right hand side term of ( 3.11 )). The following section discusses an
alternative that is especially applicable to one volume element.

3.2.2 Discretised equations for a volume element

Assume an ideally stirred volume as schematically drawn in figure 3.7. Heat can be supplied
to this volume. The ideally stirred assumption implies that the pressure and temperature and,
if relevant, the composition and heat capacity of the fluid, are homogeneous within the vol-
ume. The outlet values of pressure and temperature are equal to those within the volume,
while the input temperature, pressure or composition may vary. The input pressure, however,
is accounted for in the incoming mass flow. Therefore, the term dp/dx is neglected over the
volume. A pressure drop over the actual volume must be lumped into the component charac-
teristics or should be described by an additional component.

43
min

¥
—> M—
pinTin P T D, A,V

L

figure 3.7 : Homogeneous volume.

Starting from the ideal gas law and the momentum and mass conservation laws, the general
energy equation for this fixed volume

opC,T ~ _apCpTv _2(1+D_p_

3.12
ot ax  ax ' Di (312)
can be written as a coupled set of differential equations:

oT RT [ . Cp in . o . .

e Y| Min —— Ty = My T+ “T(min—mout) (3.13)

ot  pv { c, Cp

ap ’YR(. Cpin . Q]
= = iy, 2T, — iy, T+ — (3.14)
a v|" ¢, ut e,
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These equations are derived in Appendix C.1. A power term Q (W) represents a heat flux g
(W/mz) over the boundary of the volume or an internal heat source or sink. Such an internal
source may be a combustion or cooling process within the volume. In case of large power ad-
dition or extraction, differences in values between input and output heat capacity C,;, and C,
should be taken into account. In ( 3.13 ) and ( 3.14 ) the heat capacity value of the incoming
flow is denoted C,,in, while C,, R, and v correspond to the thermodynamic state T and p within
the volume.

In case of fuel addition, the mass of the injected fuel should be taken into account. Additional
mass can be described by adding an input: two mass flows in and only one out. Both mass
flows may have different temperatures and heat capacities. The mass flow fuel is often negli-
gible compared to the main mass flow of air.

Since only in the combustion chamber and in the expander cooling system significant amounts
of heat are added or extracted, the power terms can be omitted for the other components. In
the special case of an adiabatic volume in which no heat exchange to or from the volume takes
place, the set of equations reduces to:

0T RT

g = p_V 'Y(minTin - moutT) - T(min - mout)] (3.15)
9 R, . .
a_lt):YV(min]}n _moutT) (3.16)

3.3 Components modelling

This section discusses the theoretical foundations of the several model modules. All compo-
nents are built around dynamic one dimensional conservation laws and static momentum bal-
ances from component characteristics. For all components that are used in this thesis, a sche-
matic view, the appropriate equations, and possible remarks and assumptions are discussed.
Components under consideration are: compressor, expander and cooling system, control
valves and piping appendages (such as flow restrictions, splitting, connections, bows, change
in diameter), combustion chamber, buffer tank or volume, and pipe junction. The special cou-
pling “component” pipeline is not discussed since it has already been treated before.

3.3.1 Compressor and expander

The compressor and expander are essential components in turbomachinery systems. Figure 3.8
presents the compressor schematically. Basically, it consists of a pressure rising device, like
an actuator disk or a rotor, combined with two representative volumes before and after this
rotor.

Pein Me Pe.out M out
Tc,in Té‘out Tc,oul

plenumi compressor plenumout

figure 3.8 : Component “Compressor”.
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Mass flow through the compressor is computed according to the component characteristic
from pressure ratio, rotational speed, and inlet conditions. The temperature rise due to com-
pression is computed according to the polytropic component efficiency 1

(r-1)
* Peout | YN
T =Tc,in(-—J (3.17)

c,out pc in
»

Pressure and temperature in the plenum in front of the compressor are assumed constant and
equal to the ambient pressure and temperature. Possible effects of for instance an air-filter are
taken into account by the compressor characteristic which depends on the inlet pressure and
temperature. Of course, a filter, or any other device before the actual compressor, may also be
modelled as a separate component.

The following set of differential equations (based on ( 3.15) ( 3.16 )) computes the properties
in the plenum after the component according to the quantities in figure 3.8 with V is the vol-
ume of this plenum, reflecting the volume of the compressor after the rotor

aTc out RTC out [
T T, out (e =1 ] 3.18
at pc outV Y c out out c out) c,out (mc mout) ( )
ap t YR . * X
_gtgu— = V(chc,out "moutTc,out) (3.19)

For the expander component analogous relations can be derived. The presence of a cooling
system within the expander, however, complicates the modelling. Figure 3.9 presents the ex-

pander schematically.
A
7/

Min | Pin Mt Ptout
Tin Ttin Tiou Trou
plenumi expander plenum ou

figure 3.9 : Component “Expander”.

Pressure and temperature in the plenum before the component are computed from the set of
differential equations ( 3.20 ) and ( 3.21 ), stated according to the quantities in figure 3.9 with
m;, the inlet mass flow of temperature Tj,, determined by the component preceding the ex-

pander and Q the cooled power (negative value) [W].

Ty in RTiim 0
— T m;, ., —m, T, . +——— =T . .. —11 3.20
at pt,inv Y mntin t4t,in Cp,t t,ln( n t) ( )

rin _YiRy 0
3 =y | MinTin tm+_cp,t (3.21)
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The mass flow 1, through the expander is computed according to the expander characteristic
as a function of pressure ratio and inlet temperature.

The same approach holds for the outlet plenum of the expander. The temperature drop due to
expansion is computed according to the polytropic component efficiency 1

Nt (Yr ‘1)

Ptin Ve

* *
Tt,in - Tt,out=Tt,0ut -1 (3.22)

t,out

This temperature drop determines the power delivered by the expander. The star marked tem-
perature is the inlet temperature for the plenum after the expander. Since we are only inter-
ested in this temperature that determines the power balance, it is not necessary to include an
outlet plenum to the expander component. It is sufficient to include the polytropic efficiency
in the component description. The required expander outlet pressure is assumed to equal the
ambient pressure multiplied with an exhaust channel pressure drop correction. Note that when
a following component is involved, a plenum after the expander is required.

In the above formulation, the cooling power Q is subtracted from the inlet plenum of the com-
ponent. In this way the plenum volume provides for some inertia in the cooling system. It is,
however, possible to determine the cooled temperature directly by an algebraic equation. An
option to introduce cooling and to add some inertia to this cooling model is to include a first
order lag according to
*
th,in 1 (

*
dt T Teo0l _Tt,in) (3.23)

q
This (extra) differential equation replaces the Q terms in ( 3.20 ) and ( 3.21 ) and introduces
the new state T:,-n . The modelling of the cooling system is treated in appendix B. T, is the

static solution from the algebraic equation

Teoo1 = f(mt’Tt,in!pt,in) | (3.24)

3.3.2 Control valves and piping appendages

The mass flow through a control valve is determined by an industrial, empirical relationship
between flow through and pressure difference over the valve according to [Econosto, 1992]

Kv PnPout .. . Pout
m=——. |———\p; — for subcritical flow, i.e., 205 (3.25)
7.0105\/ T,, (pm pout) N
m= _K;v‘_s Din Pn for supercritical flow, i.e. [M] <05 (3.26)
14010 \ Ty Pin

In which p, is the normalised density of fluid (kg/m’), Kv is the valve coefficient (m’/hr) and
p is pressure (Pa). The valve coefficient Kv is a function of the valve position. The valve posi-
tion is defined from O (fully closed) to 1 (fully opened). The Kv function is called the valve
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control characteristic. Industrial valves apply mostly linear or logarithmic control characteris-
tics. Appendix A.8 presents the control characteristics of valves in detail.

A Bernoulli relation describes piping appendages and flow restrictions in pipelines such as

bows, changes in area and orifices. Figure 3.10 shows a schematic view of such a component.
The Bernoulli equation can be formulated as:

2
Ap = pin = Pous =E 5PV =1 o2 (3.27)

In which the dimensionless pressure drop coefficient & depends on the geometry of the flow
restriction. Explicitly rewritten to the mass flow, the static component relation is derived as:

2p; '
J o AX(Pin — Pout) (3.28)

pin pout
Tin Tout

component

figure 3.10 : Component “Orifice” or “Control
valve”,

The corresponding differential equations for the plenums at inlet and outlet are the set ( 3.15 )
and ( 3.16 ). Since we assume an adiabatic expansion over the orifice or restriction, the outlet
temperature of the first plenum equals the inlet temperature of the second and no further tem-
perature information is required.

3.3.3 Combustion chamber

The actual geometry of a combustion chamber has been simplified to a hot and a cold volume.
The volume within the liner is the hot volume, while the annulus between liner and casing is
the cold volume. Both volumes are assumed to be ideally stirred and the mass flow through
the combustion chamber has been lumped to a single flow as a function of a single pressure
drop. This approach is shown in figure 3.11 and figure 3.12.

cold volume
A~ ]
e \— p T Mee p T |
pipe_in ’ )
— ) ~cold volume hot volume
figure 3.11 : Schematic view of combustion figure 3.12 : Component “Combustion
chamber geometry. chamber”

In a good approximation, the pressure drop over the combustion chamber is built from a pres-
sure drop over the diffuser due to the area enlargement from Apipe 10 Acysing With a pressure
drop factor A (0.45) and a pressure drop over the liner due to the flow restriction Aeprective- This
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effective area in the liner is the sum of the actual hole area in the liner multiplied with a dis-
charge coefficient (0.56) [Lefebvre, 1983].
2
1.2 A Acasing 2
AP = Ap gigiuser + Diiner= hgpv¥| 1-—"2— |+ Tpv?| ——5-| (3.29)
A Aeﬁ‘ective

casing

The mass flow relation for the combustion chamber component then becomes:

2
= ZPin(Pin - pout) Acasing (3.30)
cc RT‘I 2 2 N
Acasing A 1- Apipe
2
effective Acasing

3.3.4 Volume

Compressor / expander systems often include large volumes as a buffer or storage tank. Figure
3.13 presents a schematic view of such a volume component, including the connecting pipe-
lines. For use in the physical flow model, the total volume of the tank is divided in two or
more elements. For each of these elements an energy conservation equation ( 3.10 )-( 3.11 ), is
solved to determine the pressure and temperature. The momentum equation ( 3.3 ) determines
the mass flow from one element to the next. In this sense, the flow within the buffer tank is
treated the same way as the flow through a pipeline, though with different geometry parame-
ters.

The inlet and the outlet mass flows of the volume, i, and rm,,,, respectively in the figure, are
determined by a stationary Bernoulli equation that considers the pressure drop due to area
changes and (possible) secondary flows in the volume. The same equations as for flow re-
strictions ( 3.27 ) and ( 3.28 ) may be applied, though with an adapted pressure drop factor &,

For use in the lumped parameter model, the same Bernoulli equations are used but the pres-
sure and temperature within the volume are solved by the single set ( 3.15 )( 3.16 ), since no
instationary momentum balance is taken into account.

\
I’h in m out
_ —> —> >
o J

figure 3.13 : Component “Buffer tank”.

3.3.5 Pipe junction

In a one dimensional view, a pipe junction indicates either a flow splitting or a joining of
flows. When the junction is treated as a separate component, we assume all mass flows in and
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out of the junction to be determined by static equations, like in the lJumped parameter model.
The component junction is schematically introduced in figure 3.14.

m out,A
T

m' m out,B
- p, T —

figure 3.14 : Component “Pipe junction” for
use in the lumped parameter model.

The standard energy equation ( 3.15 )( 3.16 ) is extended to describe multiple inputs or out-
puts. According to the homogeneous volume principle, all outputs will have the same tem-
perature as the junction, while each input mass flow can have a different temperature.

It is also possible to include a junction into the pipe modelling of the physical flow model.
Instead of algebraic mass flow equations now the instationary momentum equation ( 3.3 ) can
be used to determine the mass flows. This is accomplished by a proper choice of the fluid ve-
locities at the control volume faces used for the momentum equation. Figure 3.15 shows this
principle for the inlet and outlet flow of a pipe junction. The mass flow 71,,,. is determined by
a closed coupled component like a control valve. (When this mass flow is also determined by
an instationary momentum equation, strong demands are put on the discretisation in order to
include a proper description of wave reflections.)

Mout moutT
1 I
Pit Tt piTi Pirt Tiss Pis Tt piTi Disti vt
—tep 'Y mT» > m—l-—b - m:—} —r— ° mT—b ' m—‘——b - m|-+-1-—>
control volume control volume

figure 3.15 : Control volume shift for the instationary momentum equations in a pipe junction.

3.4 Laboratory gas turbine installation

A combination of model components treated in the previous section leads to a model of the
laboratory gas turbine installation. Doing so requires detailed information on the actual com-
ponent characteristics, dimensions, and the system configuration. For pipelines and volumes
the actual diameters and lengths are used. For components, we apply the vendor supplied
characteristics. For the compressor and expander this implies that they are fitted from the
originally supplied graphical characteristics (Appendix A). Appropriate values of efficiencies
and pressure losses need to be determined.

Two different model structures are derived. Subsequent sections discuss the properties and the
intended use of these two model types. The first type is the physical flow model, which in-
cludes compressible flow through pipelines, and is implemented in FORTRAN. The second
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type is the non-linear lumped parameter model, in which flow through pipelines is neglected
and components are connected by volumes. This model is implemented in Matlab.

3.4.1 Physical flow model

The intended use of the physical flow model is to obtain, within the prescribed boundaries of a
one dimensional modular approach and static component characteristics, an as good as possi-
ble model of the gas turbine set-up that includes the inertia of fluid flow through pipelines.
The physical flow model serves as a reference model.

The implemented model configuration completely describes the laboratory installation. Com-
ponents are coupled in the order of figure 3.16: compressor, pipeline, blow-off, pipeline,
buffer tank, pipeline, throttle valve, combustion chamber, pipeline, steam injection module,
pipeline, expander. A power balance couples expander and compressor and closes the loop.

Blow-off valve

T f Cooling
Power
g Buffer tank X
1 [ T | 1
— u

I T 1 ] E'i‘l
T Compressor Throttle valve Comb.Cham. Expcnderl

Steam injection

figure 3.16 : Physical flow model configuration.

All the pipelines together are approximately 15 meters long and divided into elements of 1.0
meter. Each pipe element carries three differential equations while each component plenum
requires two ode’s. Therefore, the model has over 100 ode’s combined with about 25 alge-
braic relations describing mass flows, static temperatures and efficiencies. In order to solve
the set of equations, an efficient numerical integration routine according to Bulirsch-Stoer
[Press, 1992] has been implemented. It is a multi-step algorithm with Richardson extrapola-
tion and adaptive step size. This routine decreases simulation times compared to the previ-
ously used Euler-forward method. Still, real-time simulation is not possible: it takes about 10
seconds (and even more during fast transients) to simulate 1 second of system behaviour.

The physical flow model includes proper modelling of changing thermodynamic properties of
air and combustion mixtures. The model uses temperature and composition dependent fits of
heat capacity according to [Gasunie, 1987].

3.4.2 Lumped parameter model

The purpose of the non-linear lumped-parameter model is to obtain a simple though accurate
model that allows fast simulation. The lumped parameter model is designed for model based
control purposes.

Control oriented modelling implies that only actual inputs and controlled or measured outputs
are considered and that the model is able to predict the phenomena and time scales which are
to be controlled with satisfying accuracy. The number of state variables (i.e., the number of
first order differential equations) should be carefully selected. For real-time (control) applica-
tions the time required to simulate the model over a future horizon is very important.
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Pipelines are omitted in the lumped parameter model. This largely reduces the number of dif-
ferential equations describing the whole installation. The same component description as in
the physical flow model is used, though without any internal volumes. Instead, three connect-
ing volumes are added in which the dynamic behaviour is lumped: the compressor duct, the
buffer tank and the combustion chamber volume. The configuration of the lumped parameter
model is schematically shown in figure 3.17. The following components are included in the
model and can be recognised in the scheme: compressor, compressor duct, blow-off valve,
plenum (buffer tank), throttle valve, combustion chamber, cooling system, and expander.

The compressor duct represents the volume
just behind the compressor. The plenum vol-
ume represents the large size of the buffer Power
tank and connected piping. The last volume
represents the combustion chamber. In this
combustion chamber an additional power
input term gives the added energy of com-
bustion. In the volumes, mass and energy
conservation equations are solved. For each
volume two ordinary differential equations
for pressure and temperature are required.
For the compressor duct and the buffer tank
these are the set (3.15 ), (3.16 ), and for the figure 3.17 : Lumped parameter model configu-
combustion chamber ( 3.13 ), ( 3.14 ). The ration including the state variables.

state variables of temperature and pressure

are included in the drawing. Two additional differential equations sum up the total number of
first order ode’s to eight. First, a power balance couples the required power of the compressor
to the delivered power of the expander and determines the rotational speed (N) of the gas tur-
bine axis. Second, the expander cooling system is included by means of equation ( 3.23 ), rep-
resenting a first order lag (with a time constant T, ) between the actual expander inlet tem-
perature (T};,) and the static cooled temperature. Appendix C.2 contains the complete set of
equations of the lumped model.

Cooling

Duct Comb.Cham.

Ttin

N

Compressor Expander

In sense of a lumped parameter model it is not strictly required to treat the compressor duct as
a separate volume. It may, however, be useful to do so since then the compressor outlet pres-
sure is not fixed to the plenum pressure but to the pressure in the much smaller duct volume.
This will improve the compressor response time and enables the determination of a physical
meaningful mass flow through the blow-off valve.

The value of the heat capacities in the lumped model is fixed at two levels: the low tempera-
ture or compressor value of 1010 J/kgK and the high temperature combustion mixture or ex-
pander value of 1060 J/kgK. Other variations over temperature or composition are not taken
into account.

3.5 Discussion

In this closing section we discuss some aspects of the two types of models derived in this
chapter. We start with a discussion on the application area of the models and indicate the ex-
pected performance differences between the physical flow and the lumped model. Then we
discuss the influence of neglected instationary effects and indicate possible alternatives and
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model extensions to include them. Finally, some remarks are made with respect to the model-
ling of dynamic instabilities like surge and stall.

Application of the models = Modelling in this thesis is restricted to a single shaft, single
stage gas turbine components. Extensions to multi stage compressors or expanders can be
made rather straightforward by using the overall component characteristic and the appropriate
polytropic efficiency. The simulation can be improved when the more accurate stage charac-
teristics are available. In that case the compressor (or expander) is modelled by multiple inter-
nal components (stages), coupled by volumes which reflect the effective volume between
blade rows.

Modelling with static overall component performance maps fails for simulations outside the
area presented in the (overall) characteristics. Also for (blade) design of turbomachinery this
type of modelling can not be applied. It is also not viable for control system design where lo-
cal (i.e., within the compressor) aero- and thermodynamic quantities are used. An example is
active surge control which uses aero feedback or air injection, variable compressor stator
blades, or dynamic volumes [Ffows Williams, 1993], [Gysling, 1995], [Simon, 1993], and
[Pinsley, 1991].

Differences between physical flow and lumped model A question that rises is the ex-
pected performance difference between the physical flow and the lumped model. The essential
difference between the two types of models is the presence of flow equations (including the
instationary momentum equation) for fluid flow through pipes in the physical flow model.
These equations cause expected differences in the smallest time scale that is included in the
model and in the corresponding phenomena that the model describes properly.

A cut-off frequency for the lumped model can be estimated by the reciprocal residence time T
of the largest buffer tank of the model. This residence time is defined by the volume capacity
2.5 m3) and the characteristic volume flow. As a reference condition, consider a mass
flow riof 0.5 kg/s of a density p of 1.0 kg/m® through a pipe with an area A of 0.025 m®. The
corresponding volume flow F ism/p = 0.5 m*/s and the characteristic velocity U is F/A = 20
m/s. An estimate of the cut-off frequency is therefore

m=—=—= = =~ =02 H: 3.31
lumped = ¢ =y [m3] v 25 ¢ ( )

The first time scale that is not included in the lumped model corresponds to the convective
fluid velocity through the pipe lines and the corresponding propagation time. This frequency
is estimated by the characteristic velocity U and the characteristic length L of a pipe (10 m):

fo=T=""2=2 kg (332)

This time scale, however, is included in the physical flow model. An estimate of the cut-off
frequency of the physical flow model is determined by the same characteristic velocity U and
the characteristic length L of one pipe element (1.0 m), or equivalently, by the residence time
of a dynamic couple plenum (V=0.025 m’):
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U 20m/s
Jo, physical flow = L™ 10m
3.33
F 05m3/s 0 H o
= 4
Vo 0025m3

The first time scale that is not included in the physical flow model deals with the wave propa-
gation (i.e., the velocity of sound a) over a single pipe element or coupling volume. The corre-
sponding frequency is roughly estimated by

a 300m/s

=2 M 300 H 3.34
o=~ Tom ¢ (3:34)

Although the estimates of cut-off frequencies for both models are only rough estimates, a pre-
liminary conclusion may be that both models should generate the same response to phenom-
ena up to 0.1 Hz. This corresponds to the time scale of transient changes of the operating point
we aimed at for the laboratory gas turbine installation. When phenomena at higher frequencies
are investigated, only the physical flow model is appropriate. Note that in any case a thorough
model validation will be required. Such a model validation is the subject of Chapter 4.

The influences of the static component characteristics are not considered in the previous esti-
mates. The influence of neglected instationary effects is discussed in the following subsection.

Instationary effects The use of steady state component characteristics leads to the ques-
tion to what extent instationary effects are neglected in the static momentum balances in com-
pressor, expander and pressure drop relations of valves and pipe-connections. An estimate of
the influence of the instationary terms in the momentum equation can be made. Starting from
the general equation

v ov 1op

Ly 3.35
o ox p ox ( )

In a dimensionless form, with £ = ¢, " i=Z p=-L_and s JoL this equals
£l = s =_’x:_’ = r=— bl
0 U L p pU2 U q

v .oV I

Sr-——‘i :*v___v____p (3.36)

ot ox Ox

The first term in the right hand side represents the unsteady convection term. The dimension-
less Strouhal number (Sr) indicates the relative importance of this term to the left hand side
time derivative term. When the Strouhal number is << 1, the phenomena in “place” are rela-
tively slow with regard to “time” and the process may be assumed quasi-stationary. An esti-
mate of the Strouhal number for the compressor indicates:

(£} _201Hz] 005(m]
STeomp _[ U jcomp =T 70[m/ 5] =0.01 (3.37)

With f the cut-of frequency ( 3.33 ) estimated for the physical flow model, L the character-

istic length over the rotor passage and U the corresponding velocity. The Strouhal number
applied to the lumped parameter cut-of frequency ( 3.31 ) is a factor 100 lower. On this result
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one may, indeed, decide to neglect the instationary effects and apply the static characteristics,
especially for the lumped model.

The second right hand side term, the dimensionless pressure term, is assumed of the same
order. Indeed, for turbomachinery like compressor and expander, but also for flow through
control valves, the quasi steady assumption is justified because of the small characteristic
length: a relative large pressure change occurs over a relatively short distance (the rotor).

For control and transient-simulation purposes it is sometimes useful not to neglect the insta-
tionary effects completely, but only to neglect the convection term, i.e. the first right hand side
term of the momentum equation ( 3.35 ). In that case, the equation can be transformed into the
first order ordinary differential equation:

drin '

A
— —~L—(Ap - Apyy ) (3.38)
in which Ap is the actual and Ap;, the steady state pressure drop. This equation is derived and
discussed in Appendix C.4. It appears, however, that the numerical condition of the problem
decreases dramatically because the resulting set of equations turns out to be stiff. For this rea-
son, equation ( 3.38 ) is not used in the simulation models of this thesis.

To introduce instationary modelling in turbomachinery, in literature some other approaches
are encountered, generally leading to more complex modelling that requires detailed geomet-
rical data. A first approach is to model the instationary momentum equation in which turbom-
achinery source terms are incorporated like effective axial force, shaft work and heat release
rate all per unit length [Garrard, 1996]. The source terms are provided by the steady state
compressor characteristic. In a second alternative approach it is possible to model compres-
sion and expansion processes without steady state (stage) characteristics using a row-by-row
calculation method [Schobeiri, 1994]. Also the instationary modelling of flow through valves
is a challenging problem. Besides the dynamic interaction of the changing valve position to
the fluid flow, also the dynamics of the valve itself should be introduced in the model. In
[Botros, 1996] a more elaborate analysis of this problem is discussed.

Modelling of dynamic instabilities Dynamic instabilities like surge and stall may occur in
the compressor. To a certain extent, it is possible to include these phenomena in our simula-
tion models when an appropriate extension to the compressor characteristic is provided. Surge
can be described by a steady state characteristic which is extended with a part left from the
surge line with a positive slope (which is unstable) and a part with a negative slope for nega-
tive mass flows (or reversed flow). Figure 3.18 shows this extension of the compressor map
for a single constant speed curve and indicates the resulting limit cycle of surge.

The essentially two-dimensional phenomena of rotating stall cannot be described by the one-
dimensional steady state characteristic. In the post stall region the characteristic is unstable
(positive slope) and globally steady characteristics are no longer applicable. A “stalled” char-
acteristic has to be added to the system as shown in figure 3.19. Also a (periodic) perturbation
and a first order lag have to be prescribed to the one-dimensional flow through the compressor
to activate the “stalled” characteristic.
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figure 3.18 : Compressor map with flow

deep surge cycle. figure 3.19 : Compressor map with
stalled flow characteristic.

The applicability of the indicated model extensions strongly depends on the (often unknown)
characteristics of surge and stall. Detailed information on the modelling and simulation of
dynamic instabilities can be found in [Greitzer, 1976,1986], [Moore, 1986], and [Fink, 1992].
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4 Model Validation

The correct values of the parameters in the model equations of the previous chapter can be
determined by experiments. The aim of this chapter is to obtain a (close) correspondence be-
tween experimental data and results from model simulation. In this chapter a short review of
model parameters is given, after which the available experimental data, obtained on the labo-
ratory gas turbine, are presented. These data are compared with simulation results, yielding a
systematic determination of model parameters. In the remainder of the chapter, both stationary
and transient performance of the different model types are presented and analysed.

Two types of parameters can be distinguished. The first type influences the stationary operat-
ing points of the installation: pressure drop factors and efficiencies. Pressure drop factors
determine the mass flow through components. They include the component characteristics and
prescribed pressure drop relations. Efficiencies determine power production or consumption of
the components. Efficiency parameters include the combustion efficiency and the (polytropic)
efficiencies of compressor and expander. Also the parameters of the expander cooling system
are considered as efficiencies since the cooling influences the power balance directly.

The second type of parameters influences the transient and dynamic operation of the installa-
tion. These parameters are generally referred to as inertia parameters and include the effective
pipe lengths and plenum volumes, the inertia of the gas turbine shaft, and the maximum move
rates of control valves. Inertia parameters can be determined from transient measurement data.

Parameters concerned with components that are provided with vendor-supplied characteristics
are equal for the physical flow and the lumped parameter model since both model types in-
clude the same static component descriptions. For other components (like piping and vol-
umes) pressure drop relations are prescribed in the model equations. Parameters include pres-
sure losses (per unit length) and Bernoulli pressure drop factors. These parameters differ be-
tween the lumped and the physical flow model. Emphasis is on the non-linear lumped model.

4.1 Available data from experiments

Experimental data obtained on the laboratory installation consist of the measurements of sta-
tionary operating points and of transients between operating points due to valve variations.
We will start the analysis of experimental data with an overview of available experimental
data that determine measured stationary operating points. For a vivid presentation, a set of
operating points is selected for which only the fuel valve position is adjusted while the blow-
off valve is fully closed and the throttle valve is fully opened. The resulting stationary operat-
ing points are on a load line in the compressor map.

Eight operating points on this load line are presented in figure 4.1. From a selected starting
point we chose to increase the amount of supplied fuel for four operation points and then to
decrease the fuel supply again for the last three points. All data points are plotted versus the
position of the fuel supply valve. Presented data are the rotational speed of the gas turbine
shaft (N, rev/s), the pressure (p,, Pa) and the temperature (75, K) measured at the compressor
outlet, and the pressure (p3) and temperature (T3) measured at the expander inlet. The meas-
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ured temperature in the exhaust channel is indicated as Ty. The ambient reference for these
measurements is pgm, = 1.02 bar and T, = 295 K.
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figure 4.1 : Eight stationary operating points on the basic load line.

The measured mass flow of fuel is presented in figure 4.2. In the measured fuel flow a small
difference between the rising and the falling curve can be recognised. This is probably due to
the inaccuracy in the determination of this mass flow from frequency pulses at low flow rates.
The computation of the fuel flow is treated in Appendix A.10. Measurements that are avail-
able at the orifice (the pressure difference over the orifice, the pressure before, and the tem-
perature behind the orifice) are not shown separately. Instead, the corresponding mass flow
(kg/s) through the orifice is computed and presented in figure 4.3. The determination of the
orifice mass flow is discussed in Appendix A.9.
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figure 4.2 : Measured mass flow of fuel. figure 4.3 : Measured mass flow through the
orifice.
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Not only the position of the fuel valve, but the position of the throttle valve and of the blow-
off valve determine the operating point. For validation purposes in this chapter, the data set
presented in figure 4.4 will be used. Both fuel valve and throttle valve positions have been
varied to the indicated positions, resulting in distinct “load lines” for different positions of the
throttle valve. The shift of the load line is caused by the larger pressure drop between com-
pressor and expander that the closing throttle valve brings about. Since the input power is de-
termined by the (constant) fuel valve position, the increasing load causes a decrease in mass
flow and pressure ratio. For the same reason, the corresponding expander inlet temperature 73
on these new load lines is significantly higher. This is indicated in figure 4.5. Blow-off valve
variations are not included in this selection: the blow-off valve is closed.
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figure 4.4 : Distinct load lines in the compressor figure 4.5 : Increasing expander inlet tempera-
characteristic for various operating points. tures over the distinct load lines.

4.2 Parameter validation on the laboratory installation

For stationary operating points, a mass and a power balance hold for all components of the
installation. The mass flows through compressor and expander are equal and the power deliv-
ered by the expander equals the power required by the compressor. By a comparison between
experimental and simulation data, the unknown parameters are determined from the data set
presented in figure 4.4. Subsequently, mass flow correction factors, polytropic and combus-
tion efficiencies and pressure drop factors are discussed in separate subsections.

4.2.1 Mass flows

The mass flow through the orifice is measured, the mass flows through compressor and ex-
pander can only be reconstructed by the component characteristics. In figure 4.6 and figure 4.7
the measured stationary operating points are reconstructed in the compressor characteristic
and the expander characteristic, respectively. The mass flow through the compressor is recon-
structed by the measured pressure ratio and the measured rotational speed (Appendix A.3).
The expander mass flow is reconstructed by the measured pressure ratio and measured inlet
temperature. In both figures, the mass flows are compared to the measured mass flow at the
orifice. In figure 4.7, the dotted line indicates the expander characteristic for the mean inlet
temperature.

Clearly, both reconstructed mass flows do not match. In a simulation this leads to unaccept-
able deviations of the equilibrium points. So although completely described, it appears that the
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original (vendor supplied) characteristics do not reflect the real behaviour encountered in the
installation.
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figure 4.6 : Measured stationary operating figure 4.7 : Measured stationary operating
points reconstructed in the compressor points reconstructed in the expander charac-
characteristic. teristic.

For corresponding points, the compressor mass flow is larger than both the orifice and the
expander mass flow. The expander mass flow shows a close correspondence to the orifice
flow, except for higher pressure ratios. In the expander mass flow also different load lines for
different throttle valve positions are recognised, just like in the orifice mass flow of figure 4.4.
This information has almost perished in the compressor map: all load lines seem to be located
in a very narrow area.

We consider the measured mass flow through the orifice as a good reference for the mass
flows in the gas turbine installation. Although an appropriate mass flow calibration is not
available, the accuracy of the orifice mass flow is acceptable (5-10% error, see Appendix
A.9). This means that the results of figure 4.6 can not be explained by wrong measurements at
the orifice. Moreover, the location of the surge line in the compressor map is approximately
confirmed in (surge) experiments at measured orifice mass flows. The small deviations with
the expander mass flow at higher pressure ratios (figure 4.7), may be explained by the inde-
pendence of the original expander map with rotational speed.

Because for all stationary operating points the mass flows through compressor and expander
must be equal, we decided to adapt both the compressor and the expander map, such that their
mass flows correspond to the orifice mass flow. The corrections are derived in Appendix A.5,
using the experimental data set of figure 4.4. The resulting compressor characteristic is plotted
(and compared with the original one) in figure 4.8. The correction keeps the original surge
line, but adapts the location of the top and the steepness of the parabolic constant rotational
speed curves. Note that the new characteristic is only valid in the very narrow range (of the
used data-set) near the surge line.

Figure 4.9 presents the corrected expander characteristic. Since the correction is a function of
both rotational speed and expander inlet temperature, the performance map is now also a
function of both. For convenience, only one temperature level (800 K) is plotted in this figure.
In this way the (new) influence of the rotational speed is clearly presented.
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figure 4.8 : Corrected compressor performance figyre 4.9 : Corrected expander performance

map compared with the original one. map as a function of rotational speed compared
with original one.

4.2.2 Compressor and expander polytropic efficiencies

We assume that the compressor efficiency can be reconstructed from the measured compres-
sor outlet temperature according to
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figure 4.10 : Measured compressor efficiency figure 4.11 : Measured and reconstructed com-
and resulting fit. pressor outlet temperature.

From the stationary data set a mathematical fit of the compressor efficiency has been derived
in Appendix A.6. Figure 4.10 presents the resulting fit, compared to the measured efficiency
of each individual data point. For the compressor this indicates a relatively large scattering of
measurements and fit. Figure 4.11 plots the very small difference between the measured tem-
perature T and the fictive compressor outlet temperature T, that is reconstructed by the effi-
ciency fit according to

)
Tf:Tl(ﬁz_] Y Ne_si (42)

D
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that causes this scattering. This shows the sensitivity of the efficiency: it can hardly be recon-
structed from a single temperature measurement.

The compressor efficiency being fixed, leaves the expander efficiency and the cooling system
to match the power balance. For the expander it turns out to be impossible to reconstruct the
efficiency from the measured temperatures T3 and 7 since infeasible values above 1.0 arise.
This is shown in figure 4.12. Instead, we determine the expander efficiency from an optimisa-
tion of the specific power balance between compressor and expander:

C],,C(T2 —Tl)=Cp’,(T3* -13) (4.3)

Wherein the temperatures marked by a * are defined by the expander cooling system and by
the polytropic efficiency of the expander respectively according to

N:_fir (Yr _I)J

| ()
T3* = f(mt , 13, p3, heatfact) and — = ——*[ﬁ T
I, T;

(44)

The reconstructed temperature T3 represents the cooled expander inlet temperature. The pa-
rameter heatfact is an additional correction factor to the heat exchanging surface in the cool-
ing model. Such a correction factor to the expander cooling model is well acceptable since the
geometry of the cooler is only roughly estimated (Appendix B). Also the reconstructed tem-
perature 74, that follows from the polytropic expander efficiency fit (that is to be determined)
does not compare to the measured expander outlet temperature T4 because also the outlet flow
is affected by the cooling system. Moreover, the star marked temperatures can not be meas-
ured at all, since they are only fictive temperatures just before or just behind the rotor, deter-
mining the power over the rotor and the efficiency of the component. At these positions it is
not possible to measure temperature because of the high fluid velocities and inhomogeneous
temperature distribution over the area of the rotor. The star-marked temperatures are a
weighted average temperature, determining the power balance of the gas turbine.

By optimising the specific power balance ( 4.3 ), we determine a constant value for the factor
heatfact, and a mathematical fit for the expander efficiency 1, 4. Results are captured in figure
4.12. Apart from the significant difference in y-axis scaling, the correspondence between
measured efficiency and the fit is striking, indicating the significant change in efficiency over
the operating area. This is remarkable since the original efficiency that is specified by the
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figure 4.12 : Measured expander efficiency figure 4.13 : Resulting temperature profiles
compared to optimal fit. over the expander.
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characteristic is rather flat (Appendix A.6). These original values, however, can not be
matched to agree with the power balance. The resulting temperature profiles over the ex-
pander are shown in figure 4.13 by temperature differences.

From the temperature differences 715 - T3* follow that the cooling has a significant influence. It
is approximately constant over the whole operation area of the gas turbine since the difference
Ts - T5 increases only slightly with the pressure ratio. The differences T5" - T, reflect the
power delivered by the expander and increase with the pressure ratio. This difference is fixed
by the compressor operating point according to ( 4.3 ). The differences T, - Ty, finally, show
the most striking result. This difference decreases significantly with pressure ratio, indicating
that the reconstructed expander outlet temperature T , which (together with the cooled inlet
temperature and the efficiency) matches the power balance, does not compare to the measured
outlet temperature. This reflects the prevailing influence of the expander efficiency.

It is worthwhile trying to understand the T, - T, behaviour. Indeed a cooling is present in the
exhaust, but it can hardly be responsible for the strong decrease of the difference over the op-
erating area. A more likely, though complementary, explanation are the constant values of the
heat capacities that are used in the determination of M, s. In the underlying lumped model, the
Cp values are fixed at two levels: the low temperature or compressor value of 1010 J/kgK and
the high temperature or expander value of 1060 J/kgK. When temperature and composition
changes are included in the Cp value, the compressor value does hardly change. The expander
value, however, varies considerably with in margin of 2.5% from 1050 to 1100 J/kgK. Since
variations in the heat capacity directly influence the power balance, it is likely that these ef-
fects have been lumped into the expander efficiency.

Also shaft friction losses are not taken into account in the power balance ( 4.3 ). It is possible
that increasing losses at higher rotational speeds also have been lumped into the expander
efficiency. These two effects may explain the deviation between the fit and the original effi-
ciency curve. Of course it is recommended to include both temperature dependent heat ca-
pacities and friction losses in a new evaluation of the expander efficiency. Because of the
relative definitions, however, the presented approach does not affect the results of the pa-
rameter validation. Note, in this respect, that the temperature T4 is not used in the model and
that all efficiencies are determined relative to the compressor temperature rise.

4.2.3 Combustion efficiency

When the added supply of fuel is known, the added power to the gas turbine is known as the
mass flow fuel multiplied with the assumed value of the heat of combustion. Due to incom-
plete burning and leakage this power may not result in the corresponding temperature rise. We
define a physically based efficiency of combustion as

power used Mlgir (Cp,tTB - Cp,cTz )
power input mfuelHo

Neomb = (4.5)
in which H, is the lower value of the combustion energy (38.5 MI/kg for Dutch natural gas)
and m fuel s the mathematical fit of the mass flow fuel (Appendix A.10). The power used

term or actually measured power supply is estimated by the mass flow of air multiplied with
the actual temperature rise weighted by fixed values of the heat capacity.
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In figure 4.14, the measured combustion efficiency according to ( 4.5 ) is plotted over the op-
erating range of the expander. Because of the constant values of the heat capacities and the
energy of combustion that are presumed in the model, the efficiency is not equal to 100%.
More interesting is the variation in the combustion efficiency, within a margin of approxi-
mately 6%, over the operating area. Because of the combustion process and the fixed geome-
try of the combustion chamber, it is plausible that the combustion efficiency is related to the
fuel-air ratio in the combustion chamber. To show this relation, the same figure also indicates
the fuel-air ratio, defined as fuel mass flow divided by the mass flow of air. Clearly a negative
correlation exists. In figure 4.15 the resulting linear fit of combustion efficiency as a function
of fuel-air ratio is shown. Deviations are small (typically less than 0.5%).
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figure 4.14 : Measured combustion efficiency figure 4.15 : Measured combustion efficiency
and fuel-air ratio. and fit as a function of the fuel-air ratio.

The negative correlation between combustion efficiency and fuel-air ratio may be unexpected
because the fuel-air ratio is extremely fuel weak (the stoichiometric ratio is 0.076). It is, how-
ever, important to realise that when more fuel is injected, the operation point of the gas tur-
bine shifts towards higher (expander) mass flows. The overall fuel-air ratio drops and the cor-
responding combustion efficiency rises.

The fuel-air ratio is defined over the whole combustion chamber. The actual combustion
process, however, takes place in the primary zone of the combustion chamber, where 100%
fuel is injected into only a fraction of the total air. A possible explanation of the decreasing
efficiency is that at lower mass flows of air the combustion mixture within the primary zone
can not completely burn with high efficiency. This may be because the mixture is too fuel
strong or the axial velocities in the primary zone are too high and the residence time is insuffi-
cient to complete combustion.

The fit has been determined from stationary operating points. Since the combustion efficiency
is coupled to the fuel-air ratio, especially a change in operating point may influence the effi-
ciency. When, for instance, the mass flow of fuel is suddenly raised, the fuel/air ratio in the
primary zone of the combustion chamber is immediately increased, only to lower again to its
stationary level when the mass flow through the compressor has risen and is transmitted to the
combustion chamber. The combustion chamber efficiency therefore plays a major role during
transients. This effect is investigated from a transient response to a sinusoid input on the fuel
valve. In figure 4.16 the realised input signal is plotted and compared to the original applied
sine function with a period of 30 seconds. Figure 4.17 plots the measured combustion effi-
ciency and the corresponding fuel-air ratio as a function of time. During transients the mass
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flow through compressor, expander and orifice may temporarily differ from each other. Since
the combustion chamber is near to the expander the mass flow through the expander is likely
to offer the best phase information. Therefore the expander mass flow is used in the definition
of efficiency and fuel-air ratio. It appears that both quantities are approximately in counter-
phase. The 'dynamic' combustion efficiency shows a significantly larger margin of approxi-
mately 20%, compared to the stationary data (6%).
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figure 4.16 : Actual realised sine input and pre- figure 4.17 : Measured combustion efficiency
scribed sine function. and fuel-air ratio.

In figure 4.18 and figure 4.19 the fit obtained from the stationary data points is compared to
the transient measurements. The fit performs well, although it is not able to follow the signifi-
cant amplitude changes in measured combustion efficiency during the transient. It appears,
however, not possible to determine a better fit from this transient data, unless dynamics like
the derivative of the fuel-air ratio are taken into account. The period of the prescribed sine
function to the fuel valve was 30 seconds. This corresponds to a frequency of approximately
0.03 Hz. Faster transients are not validated because the fuel valve cannot move faster.
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figure 4.18 : Measured combustion efficiency to figure 4.19 : Measured combustion efficiency to
fuel-air ratio and fit. time and fit.

4.2.4 Pressure drop over the installation
The final parameter that needs to be determined from the analysis of stationary experimental
data is the pressure drop between the compressor outlet and the expander inlet. The pressure
drop in the lumped parameter model is concentrated in two factors:
e The throttle valve pressure drop which is modelled by a Kv relation as a function of
the opening degree (Appendix A.8).
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e The overall pressure drop which is modelled by a Bernoulli relation. The overall
pressure drop is the lumped equivalence of the pressure drop over the pipelines and
the buffer tank.

When we assume a linear throttle valve characteristic, the only two parameters are the con-
stant throttle valve factor Kvy, and an overall system pressure drop factor ksi . Since the pres-
sure drop in the model equations is analytically available, a direct correlation between the
measured pressure difference and both model parameters can be obtained. The (constant)
value of the throttle valve parameter Kv,, has been optimised to 430 m’/hr (vendor specifica-
tion was 400) along with the determination of the optimal value of the factor ksi for each indi-
vidual operating point. These optimal values have been correlated to a quadratic fit in the
mass flow through the expander, see figure 4.20, in order to compensate for an operating point
dependent pressure drop. The large scatter in the optimal ksi values of figure 4.20 is caused by
relatively large measurement errors in the pressure drop, especially at low values of this pres-
sure drop. Figure 4.21 compares the results of the overall pressure drop fit to measurements.
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figure 4.20 : Optimal overall pressure drop figure 4.21 : Measured and fitted pressure drop
factor ksi and resulting fit. (lumped model parameter fits).

In the physical flow model, the pressure drop is not concentrated into one parameter but di-
vided over the pipe length. When the pressure drop over the combustion chamber is fixed by
design values, we deal with the (constant) value of the pressure drop parameter over a single
pipe element and the (constant) pressure drop factor over the outlet of the buffer tank that in-
cludes the orifice pressure drop. Acceptable values of these parameters follow from straight-
forward simulations. The value of the pressure drop factor K over a single pipe element is cho-
sen 0.018, while the pressure drop factor over the inlet and outlet of the buffer tank is chosen
2.8. Both values are physically acceptable values for fluid flow through pipes with standard
surface roughness and pressure drop values
for area changes and orifice restrictions
[Streeter, 1985]. Note that the lumped pres-
sure drop factor is considerably higher.
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The physical flow model may deviate from the lumped model and the measurement as the
parameters of the physical flow model are not exhaustively validated for the laboratory in-
stallation. The correlations for efficiencies that were derived for the lumped parameter model
are directly applied to the physical flow model. There is, however, an important difference
between both model types. In the physical flow model the pressure drop is divided over the
whole installation which means that Jocally other pressures may be present in the physical
flow model. When parameter values depend on those pressures, mismatches are likely to oc-
cur.

When a proper parameter validation is performed especially for the physical flow model, also
the temperature and composition variations of the heat capacity can be included. At this stage,
such a validation has not been performed yet.

4.3 Model performance: stationary operating points

When all the fits and corrections that have been derived in the previous section are combined
in the models, stationary operating points can be obtained from overall model simulations. To
evaluate the model performance, these operating points are compared to the corresponding
experimental data points. Figure 4.23 presents the stationary model performance of the
lumped parameter model. In four subsequent plots, compressor pressure, rotational speed,
expander temperature and pressure losses between compressor and expander are plotted and
compared to measured data.
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figure 4.23 : Lumped parameter model performance.

Only small deviations between model simulations and measurements are present and the over-
all performance is well predicted. In figure 4.24 and figure 4.25 the same points are presented
in the compressor and expander map to show the cumulated effects of the deviations in all the
quantities (pressure, rotational speed, temperatures) in the reconstruction of the mass flows
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through compressor and expander. The model performance is good, although the deviations,
especially in the compressor map, are significant.

corrected compressor performance map corrected expander performance map
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figure 4.24 : Reconstructed (measured) and simulated operating points (lumped model).

simulated operating points (lumped model).

In figure 4.22 the resulting pressure difference between compressor and expander was shown
for the physical flow model. In figure 4.26, the relations are shown for the rotational speed
and the expander temperature. Like the lumped model, the response of the physical flow
model compares very well to the measured data points. Remind that small deviations between

the two types of models are unavoidable since the efficiency correlations are derived for the
lumped model.
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figure 4.26 : Physical flow model performance.

4.4 Inertia parameters

For both model types, the inertia parameters are selected from a comparison between simula-

tions and transient measurement data. Simulation results are presented in the following sec-
tion.

Lumped model inertia parameters involve the inertia of the turbocharger shaft I and the vol-
ume of the three coupling volumes. Shaft inertia I is estimated from the geometry of the tur-
bocharger axis at 0.01 kg m* Appropriate values of the volumes are determined by physical
relevant start values, slightly adjusted by simulations.
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Physical flow model inertia parameters involve shaft inertia, piping lengths, piping diameters,
volume of buffer tank and the volumes of close-coupled component plenums. Determination
of these inertia parameters is not unambiguous. Selection has been derived by simulations. A
complete validation of physical flow model parameters has not yet been performed.

4.5 Model performance: transient response

To give an impression of the transient properties of the models, a response to a sinusoidal in-
put on the fuel valve (figure 4.16) for both the lumped and the physical flow model are com-
pared to experimental data. The throttle valve is fully open in this experiment.

Figure 4.27 shows the responses of the compressor pressure, the compressor mass flow, the
rotational speed and the expander temperature for the lumped model, the physical flow model
and the measurements.
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figure 4.27 : Transient response of compressor pressure, compressor mass flow, rotational
speed and expander temperature for the lumped model, the physical flow model and experi-
ments.

Both models perform well and show close correspondence to the measurements. Small devia-
tions between both models are visible and are probably caused by differences in stationary



50 Chapter 4 Model Validation

points and differences in inertia. Remind that a complete validation of inertia parameters for
the physical flow model has not yet been performed. On the other hand, the measurements,
especially the expander temperature, may also suffer from some unmodelled inertia in the
instrumentation.

4.6 Frequency response analysis

We conclude this chapter with an analysis of the frequency response behaviour of both model
types. When a linear system is subjected to a sinusoidal input, its ultimate response (after
some time) is a sustained sinusoidal wave with exactly the same frequency. Frequency re-
sponse analysis primarily determines how the features of the output sinusoidal wave (changes
in amplitude and phase shift) vary with the frequency of the input sinusoid. Amplitude and
phase shift are plotted versus input frequency in the so called Bode diagram.

Since the sustained output to a sinusoidal input for a non-linear system is not a pure sine (and
also the mean level of the output may be shifted), frequency response analysis is strictly not
applicable to non-linear systems. It may provide, however, insight in the usefulness of the
model for different frequencies of the inputs.

In the three figures below, the Bode diagrams for compressor pressure, rotational speed, and
expander temperature are plotted respectively. Results are generated by simulations with
changing input frequencies and an amplitude of 0.03 on the only input: the fuel valve.

The amplitude is determined by the half distance between the maximum and the minimum
value of the sustained sine-like output response. The phase shift is determined by comparison
of the phase of the input and the sustained output response. Because a long period is required
before the output stabilises, the accuracy of the phase shift is difficult to determine, especially
for higher frequencies. In simulations the resolution of the phase shift is set to 1/256 period. In
experiments, however, the resolution of the phase shift is much worse. Due to the measure-
ment noise and the maximum sample time of 10 Hz it is hard to determine the phase shift. To
cover a large range of frequencies we use a logarithmic scale for both frequency and ampli-
tude axis. The phase shift is expressed on a linear scale in degrees.
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figure 4.28 : Amplitude and phase diagram of the compressor pressure for the lumped model
and the physical model, compared to three experimental determined responses.
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figure 4.29 : Amplitude and phase diagram of the rotational speed for the lumped model and
the physical flow model, compared to three experimental determined responses.
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figure 4.30 : Amplitude and phase diagram of the expander temperature for the lumped model
and the physical flow model, compared to three experimental determined responses.

From these results we can conclude that both the physical flow and the lumped model show a
close correspondence up to a frequency of approximately 0.1 Hz (or a period of 10 seconds
for sinusoidal input). Within this range, they also correspond to the experimental determined
frequency response. The correspondence holds for both the amplitude and the phase shift.
This is according to what we expected in Chapter 3. Only the experimentally determined
phase shift of the compressor pressure shows a significant deviation for the highest frequency
(period of 15 seconds). This seems to be caused by the difficulties in the determination of
phase shift from experimental data discussed before.

For frequencies higher than 0.1 Hz, we do not have proper means to validate the frequency
response in measurements because the fuel valve is not fast enough. Results from both models
diverge for frequencies higher than 0.1 Hz. This is caused by the essential difference between
the lumped and the physical flow model concerning the smallest time scale that is considered.
Also the functions that describe the parameter values (especially the combustion efficiency)
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have not been validated for higher frequencies and are likely to cause problems. Since the
physical flow model describes smaller time scales, it is likely that it is able to describe the
response to higher frequencies. Unfortunately, we can not validate this behaviour at the mo-
ment. In future research, pulsated steam injection serves for this purpose. At that time, also the
parameter functions should be updated and the validation inertia parameters of the model (the
volumes of piping and close-coupled plenums) should be validated for higher frequencies.

For frequencies higher than 0.1 Hz two peculiar phenomena are recognised in the physical
flow results. First, in figure 4.28, we see that the phase shift of the compressor pressure de-
creases at frequencies higher than 0.1 Hz. We do not know why this phenomenon is encoun-
tered in the simulations, but it may be caused by some kind of aliasing or by the non-sine
shape of the non-linear responses of the simulation. Another phenomenon in this frequency
range is the almost flat amplitude curve in figure 4.30 of the expander temperature of the
physical flow model. Unfortunately we do not know whether this is actually to be expected or
caused by inaccurate values of parameters in question, for instance the static matching of the
combustion efficiency.

4.7 Discussion

A main conclusion from the analysis presented in this chapter is that the model performance is
good, both for transient and for stationary measurements. We needed, however, extensive fit
procedures to match the model parameters to the experimental data. This was required to have
the simulated stationary operating points agree with measured operating point. Basically, we
had to adjust the characteristics of the components. After that, the transient behaviour did not
introduce any problems; the required inertia parameters were easy to select from straightfor-
ward (physical) start values. After all, the problem appears to be related to the “inaccurate”
vendor supplied component characteristics and not to the type of modelling.

Physical flow model vs. lumped parameter model A comparison between the physical
flow model and the lumped parameter model gives expected results. The lumped parameter
model can be used to describe phenomena up to 0.1 Hz. When larger frequencies are needed,
only the physical flow model can be used. The intended use of the model is the application in
a real-time controller that rules changes in operating points of the laboratory installation.
Since the overall time constant of the laboratory gas turbine to a step response on the fuel
valve is approximately 20 seconds, the lumped model serves excellently for our purposes. The
implementation of the model into the controller and the obtained results are subjects of the
remaining chapters.

Open-loop experiment  In this chapter we applied extensive fit procedures to match the
model parameters to the experimental data. This gives rise to the question to what extent the
(lumped parameter) model agrees to an arbitrary data set. As an illustration of this ability,
figure 4.31 shows a selection from the results of a so called open-loop experiment. In an open-
loop experiment the inputs to the installation, i.e. the valve positions, are computed by a con-
troller so that desired model outputs are obtained. Completely independent, the same input
sequence is used at the actual process and measurements can be compared to the simulation
results to evaluate the model performance. In this experiment the set points on the rotational
speed and the mass flow through the expander are stepwise and simultaneously increased at
sample 60, and back at sample 130. One sample is 1.2 seconds in this experiment. Although
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the controller is not to be discussed here we state that the expander temperature is limited by
the controller to 925 K.
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figure 4.31 : Open-loop control experiment.

In the data we clearly recognise static deviations between model and measurements. These
deviations are caused by model errors. Especially by accumulation of the errors in the fits of
mass flow correction, pressure drops and efficiencies. Moreover, additional errors are likely to
be introduced as the fits have been determined from a standard data set of stationary operating
points and not on transient experimental data.

Of course, for control we are interested in the actual process variables and not in the model
predictions. In a closed loop controller, the mismatches are corrected by a filter. This will be
extensively treated in the next chapter.

The dynamic response predicted by the model corresponds closely to the response of the in-
stallation. We also see that unmodelled phenomena, like heating up of the piping and cooling
water cause the measurements to change even when there are no changes in the inputs and the
model variables are already settled. From this experiment we conclude that the lumped model
performs well on other data-sets and is suitable for control purposes.

Reconstruction of mass flows  In the open-loop results also the mass flows through the
compressor and through the expander are presented. Note that these have been reconstructed
from other measured data as they cannot be measured directly. It appears that especially the
reconstruction of the compressor mass flow is very sensitive for errors. In fact, this sensitivity
deals with the observability of the mass flow from the measurements. This problem will be
dealt with in the next chapter. In Appendix C.5, a sensitivity analysis shows the condition
numbers for the reconstruction of the mass flows.
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5 Model Predictive Control

The introductory section of this chapter gives a brief survey on Model Predictive Control, in-
cluding a discussion of linear versus non-linear MPC. Also the main objective of this thesis
with regard to MPC is highlighted. In the body of the chapter we present the concept of MPC
and discuss the implementation of the algorithms and the filter used in this thesis. The con-
cluding section discusses some particular problems related to the properties of MPC and the
application of MPC to our gas turbine models.

5.1 Introduction

Model Predictive Control (MPC) is a control strategy that uses a model of the process which
is to be controlled. MPC is an essentially discrete time controller. At each sample interval, the
model provides a prediction of future process outputs. Based on this prediction, an objective
function is optimised on-line with regard to the future control inputs of the process. In this
optimisation, it is possible to take constraints (limits on the inputs or limits on the outputs)
into account. Only the values of the inputs for the next sample are used and the optimisation is
repeated at the next sample. This mechanism is known as moving or receding horizon.

Because of the constraint handling capacity, MPC became known in the late 1970s and early
1980s under a variety of names including Model Algorithmic Control [Mehra, 1982], Model
Predictive Heuristic Control [Richalet, 1978] and (Quadratic) Dynamic Matrix Control,
(Q)DMC, [Cutler, 1980] and [Garcia, 1984, 1986]. While the details of the various algorithms
differ, the main idea is much the same. A review of MPC is in [Garcia, 1989]. Also General-
ised Predictive Control, GPC [Clark, 1987], adopts the receding horizon idea, but starts from
SISO transfer functions and was initially proposed for adaptive control applications.

MPC is applied successfully in controlling relatively slow processes with complex dynamics
and constraints in the process industries. Standard linear MPC incorporates a linear model for
both prediction and optimisation. Linear models allow the use of “proven” and fast algorithms
in both the unconstrained (Least Squares, LS) and the constrained optimisation problem
(Quadratic Programming, QP). A comprehensive treatment on linear MPC is given by
[Morari, 1993a, 1993b]. Although linear MPC is successfully in controlling linear and mildly
non-linear processes, performance degradation and instability often occur in the presence of
strong non-linearities.

During the past decade, the number of non-linear model-based control algorithms has in-
creased significantly. A comprehensive review is provided by [Bequette, 1991]. Non-linear
predictive control involves the solution of non-linear differential equations for model predic-
tion and non-linear programming techniques for constrained optimisation. Basically, two it-
erative approaches to this-problem exist. First, in a sequential procedure, the model equations
are simulated and the objective function is evaluated in an “inner-loop”, while an optimisation
code serves as an “outer-loop” [Sistu, 1991]. This first approach can be very time consuming.
Second, in a simultaneous procedure, the model equations are discretised (for instance by or-
thogonal allocation) and formulated as non-linear equality constraints in a non-linear pro-
gramming problem that solves the optimisation [Patwardhan, 1990], [Eaton, 1992]. This sec-
ond approach results in large optimisation problems. In spite of successful implementations
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and the advances made in developing efficient algorithms [Sistu, 1993], the excessive com-
putational requirements of both non-linear methods remain a serious obstacle for implemen-
tation on complex systems or on systems that exhibit fast dynamics. Also, difficulties arise in
understanding their stability and performance properties [Gattu, 1992].

A computationally less demanding approach is linear approximation. The non-linear model
equations can be linearised around the current operating point to obtain a locally linearised
model. This can be done only once, resulting in linear MPC, or successively at each sample.
Successively linearised models allow the use of (computationally fast) linear optimisation
algorithms to “non-linear” problems. At each sample interval an updated linearised model is
used to perform prediction and optimisation over a future horizon. Because of this horizon, it
is also possible to repeat the linearisation within each sample of the prediction horizon,
something which is done, e.g., by [Brengel, 19891, [Li, 1989], and [Oliveira, 1995]. These
methods, however, are expected to increase the computational demands substantially, since
they incorporate a sequential (SQP) optimisation problem instead of a single QP problem.

Another extension to (linear) MPC is introduced by [Garcia, 1984]. A (successively) line-
arised model for optimisation can be combined with (the original) non-linear model for pre-
diction. This approach is refined by [Gattu, 1992] and [Lee, 1993] to include an Extended
Kalman Filter. In this case a non-linear prediction and a linear optimisation model are com-
bined. In this thesis we refer to the extended Kalman filter as augmented Kalman filter.

The main objective of this thesis is to asses the feasibility and advantages of MPC on systems
like turbomachinery installations. For this purpose, we need algorithms which handle non-
linearities and constraints adequately, but are guaranteed not to require computation-times
larger than allowable for real-time implementation on the laboratory gas turbine installation.

For both real-time implementation and MPC simulations we adopt the Primacs package. Pri-
macs is being developed by TNO-TPD at Delft (The Netherlands) as an application for model
based process control. First versions, based on linear state-space model formulations, date
from 1994. In this thesis we investigate the use of non-linear process models in MPC and the
opportunities to implement them in Primacs. We restrict, however, this research to linear op-
timisation routines since we are developing a time-critical control application. Special atten-
tion is paid to successive linearisation, the selection and implementation of filters, and to the
feasibility of the optimisation.

5.2 Principles of MPC and Primacs implementation

5.2.1 MPC Concept

Figure 5.1 presents the concept of MPC and its receding horizon schematically. For conven-
ience, in this scheme only one input and one output are considered. At the present time
(sample) k, the response of the output y is predicted over the prediction horizon with a length
of p samples. This prediction is based on past inputs, current model states, latest process
measurements, proposed future inputs, and possibly predicted disturbances. The manipulated
variables are allowed to vary over the control horizon with a length of m samples. The
changes Au are computed such that future deviations between the predicted output and the
desired reference r are minimised. Of the computed optimal control moves, only the value for
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the first sample is actually implemented and the algorithm repeats the same procedure for the
next sample.

past future . reference r(k)

.
o predicted output y(k+Ilk)

A“(’”j-l_l_,_r—‘ input u(k)

] ‘

1 ! I
| I k  k+l k+2 . k+m k+p
) control horizon

prediction horizon

figure 5.1 : Concept of Model Predictive Control.

To minimise future deviations of the controlled variables from their reference values (set
points or trajectories), while preventing the inputs from changing inadmissibly fast, the fol-
lowing (common for MPC) quadratic objective function (in y—rand Au) is used

p 2 2
i I (y(k+0k)—r(k+1 T*(Au(k+1 5.1
Au(k+1¥.1.1§u(k+m)l§2[ (y(k+0k)—r(k+ ))] +12=:1[ (Au(k+ ))] (5.1)

where weights are included to express the relative importance of outputs following their refer-
ence (T'7) compared with the actions of manipulated variables ( I'“ ). Furthermore, y(k+IIk)
denotes the estimate of y(k+I) obtained at sample k, taking into account all (available) infor-
mation up to and including the current sample k. Note that, at sample k, input moves Au are
optimised starting from sample k+1, to minimise predicted output deviations from sample k+2
onwards. This way, the computational sample-delay of the discrete implementation is ac-
counted for, with the inherent implication that y(k+1lk) can never be influenced at sample k.

A feature that distinguishes MPC from standard feedback control is the explicit use of a finite
prediction horizon in the control problem. The prediction horizon allows the MPC controller
to take control action at the current time step, in response to a forecast of a future error be-
tween the reference and the actual output, even if this error is zero at the current time. This
anticipation capacity is one of the advantages of MPC. An even more important advantage is
the constraint handling capability of MPC. In contrast to conventional controllers, constraints
can be explicitly incorporated in the optimisation criterion. Physical, safety and performance
constraints can be taken into account. Another advantage is that, because of the straightfor-
ward optimisation, MPC can deal with a high degree of interaction between inputs and out-
puts. Since the objective function is formulated in the time-domain, the control strategy is
intuitively clear to operators.

There are also “disadvantages” associated with MPC. First, MPC is computational demanding
and, therefore, useful for “slow” processes only. Second, the performance of MPC strongly
depends on the values of tuning parameters including weighting factors, length of horizons,
and sample intervals. The selection of the tuning parameters will be discussed in the following
section. Last but not least, one needs a model of the process to be controlled. The performance
of MPC depends on the accuracy of the available model.
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5.2.2 Tuning parameters in MPC

For a proper operation of the controller, the controller must be able to observe the results of its
actions in the model predictions. For this reason, a rule of thumb is that the prediction horizon
must exceed the largest (controlled) time constant of the system, periods of inverse response,
and dead time periods. In practice the control horizon is chosen to be 1/6 to 1/3 of the predic-
tion horizon. This is a compromise between the speed of the system response on the one hand
and robustness of the closed-loop behaviour and computational effort on the other hand
[Morari, 1993a].

Increasing the prediction horizon or the control horizon leads to increased computation times,
as the system response must be predicted for a larger period, or more input moves need to be
computed. When the required control horizon leads to inadmissibly large computation times,
these can be reduced by applying control blocking. Then, the control horizon is divided into a
number of control blocks that consist of more than one sample. The input variables are not
allowed to change from one sample to another, but from one control block to another. Control
blocking enables the system to manipulate its inputs “further” in the prediction horizon, with-
out extra computational effort. Control blocking slows down system response.

For processes, like most chemical processes, that show responses corresponding to first-order
responses, basic guidelines for the tuning are formulated by [Morari, 1993a]. A faster system
response and a more aggressive control action are obtained when either the size of the predic-
tion horizon is decreased, the size of the control horizon is increased, or the set-point weights
are increased relative to the input weights. This also results in a less robust closed-loop be-
haviour, since also the reactions on disturbances and model errors become more aggressive.
As the control action gets more aggressive, the system response may become unstable.

The controller sampling time or sample interval should be chosen with respect to the process
dynamics, input, and reference signals. A maximal interval is determined by the required
bandwidth of the closed-loop system. When the sample interval is too large, fast transients are
not predicted by the controller, yielding a slow “steady state” controller which may result in
unstable behaviour. Also, the model accuracy is of importance for the determination of the
sample interval. When large (static or dynamic) mismatches occur between process and meas-
urements, the sample interval should be chosen small to allow the model predictions to be
updated with measurement information as often as possible. A lower limit for the sample in-
terval is obviously the required computation time per sample. Note that the computation time
is a function of the sample interval. When the interval is decreased, more samples are needed
in the control and prediction horizon, to cover the same time span. This results in increasing
computational effort for the controller and thus a larger computation time per sample.

5.2.3 Implementation of MPC in Primacs

Figure 5.2 presents a schematic view of the controller implemented in Primacs. At sample k,
the current values of the state variables x(k) and the inputs u(k) are available. These are the
actual state and inputs, measured from the process. (In general, however, only an estimate
Xcor(K) of the state is available when not all state variables can be measured or when the model
states differ from the process measurements.)

The controller computes the value of the inputs for the next sample. This calculation proceeds
in two stages, based on the superposition theorem. This theorem states that when the input to a
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system is a linear combination of input signals and or initial conditions, the corresponding
output is the same linear combination of individual responses. First, the values of the output
over the prediction horizon are computed for constant values of the inputs (Au = 0). Then, the
optimisation problem ( 5.1 ) is solved for Au. To perform these two computation steps, two
different models may be used to which we refer as the Internal Prediction Model (IPM) and
the Internal Optimisation Model (JOM) respectively. Note, however, that only for two identi-
cal linear models the underlying superposition theorem is valid. In most other cases an error is
introduced.

r(k+1)
i:yAu:Q(k+1):I r(k+p)
Yau=0lk+p) ‘l
20 Prediction e Optimisati
ptimisation | A, (41 e+l
o Model Moder [ty kD
IPM IOM +
u(k)
k k1

figure 5.2 : Primacs implementation of the Controller.

In figure 5.3 the overall MPC configuration is presented schematically. The controller of
figure 5.2 is now embedded in the actual process. At each sample k, the measurement system
provides the process output y,. These measurements are fed to the controller by means of a
filter. The filter “updates” the model predictions with the measurement information by com-
paring the predicted model outputs y,, with the actual process measurements y,. The filter pro-
vides a “corrected state” x.,r to the controller block. The correction involves model mis-
matches and noise as well as the reconstruction (or estimate) of states that are not directly
measured. The filter is extensively discussed in section 5.2.6.

r(k+1)
r(k+p)
Xeor(k) ]-
wk) Controller u(k+1)
u(k)
x(k) Filter Xeor(k) Xeolk) : x(k+1)
Observation
(B k) Mol Ykt 1)
Yo(k) u(k) Process Yplk+1)
k k+1

figure 5.3 : Primacs implementation of MPC.

A final component of the Primacs MPC configuration in figure 5.3, is the Internal Observation
Model (JObM). Its task is to predict the model outputs y,(k+1), that is, only one sample ahead.
The prediction is based on the most recent values of the input and the corrected state. Obvi-
ously, this prediction is also available from the IPM inside the controller, but here is an op-
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portunity to select another model for a one-step-ahead prediction. For instance, the IObM can
be a non-linear model since it is not applied to an optimisation and also computation time
(over one sample) is not very restrictive. This observation model is the third model type that
may be used in MPC.

Primacs thus uses three internal models to perform its computations. In standard linear MPC
one and the same model version is used for all the internal models. This is a linear (state
space) model, linearised in a prescribed starting point. When the process moves away from the
starting point, it may exhibit a different behaviour than the model which was linearised in the
starting point, due to non-linearities in the process. In this thesis, three different non-linear
approaches are addressed, based on non-linear internal models, which are then compared to
linear MPC. Since we do not have the intention to look into the expanding field of non-linear
optimisation algorithms, it is assumed that our non-linear approaches still use a linear model
for the optimisation (IOM in figure 5.2). We also assume that the non-linear model may be
linearised along an arbitrary operating point, so we are able to repeat the linearisation at every
sample interval. This approach is referred to as successive linearisation.

In all approaches a non-linear internal observation model (IObM in figure 5.3) is used. This
allows the filter to compensate for actual model mismatches and disturbances and not for in-
evitable static deviations due to linearisation. Three different combinations for the prediction
and the optimisation model are summarised in table 5.1. The first non-linear approach uses a
linearisation of the non-linear model, obtained at each sample interval, for prediction as well
as optimisation. The second approach uses the non-linear model for prediction and a lineari-
sation of the non-linear model for optimisation, but does nof repeat the linearisation. The third
approach combines a non-linear model for prediction and successive linearisation for optimi-
sation. The use of successive linearisation or non-linear prediction requires extra computa-
tional effort, which leads to larger computation times. In table 5.1 the options are put in order
of increased computation time per sample.

Linear MPC linearised once | linearised once |linearised once
Successive linearisation non-linear linearised  suc-|linearised succes-
cessively sively
3 | Non-linear prediction non-linear non-linear linearised once
4 |Non-linear prediction and | non-linear non-linear linearised succes-
successive linearisation sively

table 5.1 : Combinations of models in linear and non-linear MPC.

5.2.4 Linear optimisation
The solution to the linear unconstrained problem can be obtained analytically with relatively
little computational effort [Morari, 1993a] and can be expressed in the following control law:
Au(k +1) Yau=o(k+1k) = r(k+1)
Aum(k+l)= :KMPC Ezu:O :KMPC :

: (52)
Au(k +m) Yau=olk+p~1k)=r(k+p-1)
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The constant m X p matrix Kmpc is an off-line computed matrix that reflects the weightings
and model dynamics (Appendix D.5). The vector E? contains p elements reflecting the pre-
dictions of the output deviations from the reference over the whole prediction horizon when
the inputs are not changed. These predictions are computed at sample k, using process infor-
mation up to sample k. The vector E? contains time varying elements and needs to be com-
puted every sample.

In general, constraints will always be present at one time or another. Three types of constraints

can be distinguished:

e constraints on the output (or states) of the process, for instance a maximum or minimum
pressure or temperature level,

e constraints on the input signals u, for instance a maximum or a minimum valve position,

e constraints on the changes in inpﬁt signals Au, or move constraints, that is, the maximum
move rate of the input signals per sample.

Incorporating these constraints leads to a Quadratic Program (QP) of the following standard
form (Appendix D.5):
min {2 Au™ (k+1)7 HAW™ (k4 1)~ G (ke +208) 8™ (k +1)}

Au"(k+1) 2 (5.3)

subject o CAu™(k+1)2 ™ (k+2lk)

where Au""(k+1) contains the control moves [Au(k+1) - Au(k+m)]", H and G™ ! (k+2Ik) are the
Hessian and gradient vector of the QP formulation and C and ¢ m-1(k421k) formulate the ine-
quality constraints on the inputs and the outputs.

This QP problem may not always have a solution, in that case the problem is called infeasible.
A strategy must be specified to handle these infeasibilities. In Primacs, constraint violations
are included into the optimisation criterion, once infeasibility occurs. It is implemented by
simply adding the absolute value of the (suitably weighted) constraint violations € (¢ = 0) to
the optimisation criterion, which will then look like [Oliveira, 1994]:

T modified =T +P € (5.4)

where J denotes the unmodified optimisation criterion, and p the vector with weights on the
constraint violations. Due to this modification, the magnitude and the duration of any con-
straint violation is minimised. The optimisation is still linear and the modified QP problem is
guaranteed feasible.

The linear optimisation strategy in Primacs, including constraint handling, can now be sum-

marised as follows:

1. Solve the unconstrained problem ( 5.2 ). If constraints are violated, go to step 2. Else, im-
plement the controller moves and return to step 1.

2. Find a solution to the QP ( 5.3 ). The solution of step 1 is used as starting value. If infeasi-
ble, go to step 3. Else, implement the controller moves and return to step 1.

3. Include constraint violations into the QP, and solve this modified problem ( 5.4 ). Imple-
ment the controller moves and return to step 1.
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5.2.5 Successive linearisation

Our development of non-linear MPC is based on a non-linear model of the process in a state
space formulation, expressed by the following set of non-linear ordinary differential equations
and algebraic output equations:

x(1) = f(x(2),u(t))
y() = h(x(2),u(r))
in which x(f) represents the model state, y(#) represents the output, and u(¢) the input. We as-

sume that this model is sufficiently accurate to describe the process and allows fast enough
simulation times to meet MPC sampling limits.

(5.5)

The linear model that MPC requires for its optimisations can be obtained from the non-linear
model (5.5 ) by the first-order Taylor expansion in an arbitrary operating point (xo, #o). This
operating point does not need to be a stationary operating point, but we need to assume that it
is (at least approximately) a solution of ( 5.5 ), that is,

)'CoEf(xO,uo) (56)
Yo = h(xq,ugp)

The Taylor approximation yields:
(1) = o +X(0) = f(xq.Up) + AF(£) + BiL(r) (57)

Y1) = yo +y(#) = h(xg,up)+ Cx(£)+ Di(z)

With ¥(¢),u(t), ¥(¢) small perturbations from the linearisation point (xo, 4o, o) according to
(1) =x(t) - xg
y(@)=y(t)- g (5.8)
u(t)=u(t) — ug

and A, B, C, D are Jacobi matrices. These Jacobians can be determined either analytically or
numerically according to

NRLIED) g G
ax X=Xq,U=Uy au X=Xg,U=Ugy
; (5.9)
C= h(x,u) D= oh(x,u)
ox
x=x0,u=u0 X=X0,U=Upy

In Primacs we need the discrete-time version of equation ( 5.7 ) which is obtained by discre-
tising the matrices A, B, C and D, as described in [Kwakernaak, 1972]. The discretisation
time can be chosen equal to the MPC sample interval allowing one step computation. With
Ag, Bg, C, D and fy(xouo) denoting the discrete versions of A, B, C, D and f(xq,uo), the fol-
lowing equations for the discrete-time representation are obtained:

x(k+1)= f4(x0.up)+Ag(x(k)— xq) +Bg (k) —ug )+ xg (5.10)
Yk +1) = h(xg,ug) + Clx(k +1)~ x¢) + D(u(k) — g ) '

This formulation allows linearisation in any arbitrary operating point (xo, uo). The term
JSa(xo,10) will only have a value not equal to zero when the linearisation point is not a station-
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ary point of the non-linear model. In ( 5.10 ) the causality of the model is guaranteed by only
using available information up to and including sample & to compute the output at sample k+1.

5.2.6 Filter and reconstruction

A filter is required to correct the predictions of the internal models towards the actual meas-
urements of the process. Due to model mismatches and unmodelled phenomena, the static and
dynamic behaviour of the model may differ from the real process. Also measurement and
system noise will affect the difference.

Several kinds of filters exist, and the selection of a filter and its parameters influence the per-
formance of the closed loop control system. Basically, model based and non-model based fil-
ters are distinguished. The most straightforward non-model based filter is the first order filter.
Such a filter adapts the output of the model until it corresponds to the measured process out-
put. Model based filters use a model of the process to adapt the states of the model in such a
way that the output of the model corresponds to the output of the process. Two model-based
filters are discussed: a Kalman filter and an augmented Kalman filter.

A first-order filter adds a number of extra state elements, equal to the number of model out-
puts to be corrected, to the original model state x. The additional states d are (each sample)
updated by adding a fraction of the corresponding difference between model output and proc-
ess output. The original state x is left unaltered. The new state elements may be regarded as
disturbances on the outputs. Therefore, the first order filter, implemented in this way, is often
referred to as an output disturbance filter. Applied to a linear state space model, the system
equations become:

x(k) 0
xm(k){ i k)HKJ[mec)— yp®)]

x(k+1) _ Ad 0 Bd

|:d(k+1):|—li 0 Ii|xcor(k)+|: 0 :l“(k) (5.11)
x(k+1)

Ym(k+1)=[C I]Ll(kﬂ)}rDu(k)

in which Kg is the filter gain matrix and d represents the additional states. The filter gain ma-
trix K is usually taken as a diagonal matrix, that is, one scalar filter gain for every output. The
filter gain determines how much of the deviation between model and process output is added
to the model output and should be chosen between 0 and 1. The larger the filter gain, the faster
deviations are corrected. However, in that case also more measurement noise of the process
output will be present in the corrected model output, leading to unnecessary or wrong correc-
tions. When the gain is equal to 1, the extra states are updated such that the model output
equals the process output instantaneously, which is useful only if the process measurements
are quite accurate. When no additional model information is used, y» and y, should corre-
spond, in other words, all model outputs that need to be filtered must also be measured di-
rectly from the process. With additional model information it may be possible to reconstruct
unmeasured process outputs from other available data.

The advantages of the first order filter are that it can correct for offsets between model and
process. It can be used in conjunction with any linear ( 5.11 ) or non-linear model. The most
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important disadvantage of the first order filter is that only the outputs are corrected, while the
states remain unchanged. Large deviations between model and process, could lead to a model
which operates in an operating point with totally different dynamics than the process. This
may cause the controller to perform wrong control actions. To avoid this, the model should
reasonably well describe the static process behaviour and the local dynamics.

A model-based filter that possibly avoids this drawback is the well-known Kalman filter. Tt
uses the model and process measurements to update the model states in such a way that the
model outputs are corrected towards the process outputs. For a linear state space model the
Kalman filter is implemented as follows:

Xeor(k) =x(k)+Kk(ym(k)_ Yp(k))
x(k+1)=Agxo, (k)+Bgqu(k) (5.12)
Y (k+1)=Cx(k +1)+ Du(k)

In conjunction with a linear state space model, the optimal Kalman filter gain Ky is deter-
mined from the discrete algebraic Riccati equation, as a function of the system dynamics and
of the covariance matrices of the measurement and system noise [Kwakernaak, 1972]. Under
the condition that states are observable, the Kalman filter is able to reconstruct also state vari-
ables that cannot be measured directly. A state is said to be observable if it is possible to de-
termine this state from the observation of the available outputs over a finite time interval. The
optimal Kalman gain minimises the estimation error.

The main disadvantage of the Kalman filter is that it can only correct for (system and meas-
urement) noise with zero mean (unless detailed information on the offset is available). This
implies that it is not capable to correct for offsets between model and process. For this reason,
the Kalman filter is not very suitable for MPC. Moreover, a non-linear version of the Kalman
filter, that is a Kalman filter applied to a non-linear model ( 5.5 ), involves a non-linear state
observer and the solution of Hamilton-Jacobi equalities and is very complicated.

A combination of the Kalman filter and the first order filter leads to the augmented Kalman
filter [Gattu, 1992], [Lee, 1993]. Indeed, the augmented Kalman filter can handle system- and
measurement noise as well as offsets between model and process. This is achieved by aug-
menting the original model states with a number of additional states d that may be regarded as
disturbances on the outputs. All states are corrected in a similar way as in the original Kalman
filter. For a linear state space model the augmented Kalman filter is implemented as follows
(in which the filter gain Kex may be obtained from the discrete algebraic Riccati equation):

k
Xeor (k)= l::;ik;

X(k+1) _ Ad 0 Bd

[d(kﬂ)}{ . I]xm,(k)+[ . }u(k) (5.13)
x(k+1)
d(k+1)

:I+Kek(ym(k)'_ yp(k))

ymk+1)=[C I]{ }LDu(k)

The augmented Kalman filter is suitable for use within MPC. It compensates for model mis-
matches as well as noise. In general, however, it is not possible to update more states than the
number of independent process measurements. Consequently, it may be impossible to update
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the state vector in an augmented Kalman filter. A mathematical solution for the filter gain
matrix K is therefore often not available. Moreover, the filter design may fail when a strict
separation between noise and (steady state) offset cannot be made. Ad-hoc solutions in which
the available process information provides the most useful model updates need to be deter-
mined. Finally, also the implementation of the augmented Kalman filter on a non-linear model
is complicated.

Because only a limited number of measured process outputs are available and because we use
the filter in conjunction with a non-linear prediction model (the internal observation model or
I0bM, figure 5.3), we selected the first order filter as the most practicable filter. The first or-
der filter is easy to implement whereas the (non-linear) augmented Kalman filter causes im-
plementation problems. The ordinary Kalman filter is not suitable for use in our MPC appli-
cation. :

5.3 Discussion

In this closing section we discuss an important problem that arises in the application of a first
order filter: the reconstruction of unmeasured process outputs. We also indicate, very briefly,
some theoretical properties of (non-linear) model predictive control.

Filter and reconstruction  Because in the first order filter only outputs (and not states) are
updated and because, in general, model outputs are static relations of state variables, a prob-
lem arises in the reconstruction of unmeasured process outputs. If the applied steady state
model equations are only valid for the original values of the states in the model, and if the
actual process values are different from these original values because of model mismatches or
systematic measurement errors, the unmeasured process outputs may become badly estimated
or even undetermined.

For our gas turbine model, this is, for instance, the case for the mass flows through the com-
pressor and the expander. Consider the reconstruction of the compressor mass flow. We have
already seen that the computation of the mass flow from measured rotational speed and meas-
ured pressure ratio is ill-conditioned by the flat curves of constant rotational speed in the
compressor characteristic (Appendix C.5). Not strictly the ill-conditioned reconstruction,
however, but also inevitable model mismatches and (systematic) measurement errors influ-
ence the reconstruction of the mass flow. Also the non-validated influence of the ambient
conditions exerts influence on the reproducibility of the reconstruction of the compressor
mass flow. Even small deviations may cause large errors in the reconstructed mass flow when
measured or filtered data are substituted into the static equation for the mass flow. The recon-
struction may even fail for certain combinations of measured pressure ratio and measured ro-
tational speed. This is, for instance, the case when the measured pressure ratio is too high
compared to the measured rotational speed. In simulations, when there are no model mis-
matches nor measurement noise, it is possible to reconstruct the mass flow properly. This is
why the problem is only encountered in the real-time setting. In the next chapter we discuss
the control of the laboratory gas turbine and deal with this problem extensively.

A conclusion is that the first order filter cannot solve this reconstruction problem completely.
A few remedies for this problem are worth discussing. First, a well implemented augmented
Kalman filter, that corrects the model states in such a way that the model outputs correspond
to the measured process outputs is expected to improve the reconstruction. The implementa-
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tion of this augmented Kalman filter has not yet been performed and tested in this thesis. We
recommend it for future work. A major problem is whether the augmented Kalman filter can
observe the full state, that is, whether the process outputs contain enough information to re-
construct all states (including offsets). Also the inherent ill-conditioning of the compressor
map remains a serious obstacle.

Other solutions are based on a different model description. It may, for instance, be useful to
reformulate the (mathematical) description of the compressor characteristic. Also, a direct
measurement of the mass flow would benefit the problem as reconstruction becomes unneces-
sary. Finally, we realise that the problem is introduced by the compressor mass flow. It may be
useful to reformulate the control problem (and the inherent modelling) such that the compres-
sor mass flow is not used at all. For instance, the compressor may be replaced by the
(measurable) orifice mass flow, or the expander mass flow.

Theoretical properties  In this study we investigate MPC from a practical point of view.
We do not concentrate on theoretical properties of receding horizon control like stability and
controllability analysis. In this concluding section, however, we introduce some results on
both properties for reference.

Stability ~ Controllers are designed to stabilise the system and to meet certain performance
requirements. For model based controllers like MPC, often a decomposition into nominal and
robust stability and performance is made. The nominal model is assumed to describe the sys-
tem to be controlled perfectly. This means that the internal model in the MPC controller
equals the system or that the same model is used to simulate the system. Then, nominal sta-
bility refers to the stabilisation of the nominal model and nominal performance considers the
performance of the nominal closed-loop system. Nominal stability is a minimal requirement
on the stability of the closed-loop control system and nominal performance is the first step for
tuning the controller in the closed-loop.

In general, the internal model is not equal to the system to be controlled. Robust stability re-
fers to the stabilisation of the closed-loop system when the internal model does not describe
the system perfectly. All kind of model uncertainties (parametric variations or unmodelled
disturbances) can be taken into account. Robust performance, finally, concerns the perform-
ance of the controlled system when the internal model does not describe the system perfectly,
or in other words, irrespective of changes in the systems dynamics.

Because of the receding horizon and the explicit constraints, it is difficult to guarantee the
stability of MPC [Kuznetsov, 1996]. Only in the case of infinite horizons the nominal stability
of linear MPC has been proved for both unconstrained [Bitmead, 1990], [Muske, 1993] and
constrained MPC [Rawlings, 1993], [Zheng, 1995]. The last only holds under the condition of
a feasible QP problem. When the constrained problem is rendered feasible by weighting of the
constraints violations (as we implemented in Primacs), in theory the controller can stabilise
the system. Of course this is not possible for all types of constraints, especially not for physi-
cal or safety constraints like surge.

New controller types provide stability guarantees with finite horizons. The key idea is to use
equality constraints at the end of the prediction horizon to force the controlled output to match
the set point [Mosca, 1992], [Clark, 1991]. The presence of a terminal equality constraint,
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however, places an heavy requirement on the on-line optimisation. The weight of this con-
straint can be selected equal to the cost incurred by a stabilising linear control law.

With regard to the stability properties of non-linear MPC, the same approaches are followed.
Also in this case a terminal constraint can be applied. Assuming linearisability of the line-
arised system, local exponential stability of the equilibrium is guaranteed. The region of at-
traction grows with the length of the control horizon. More recently, schemes have been pro-
posed that combine a terminal penalty with a terminal inequality constraint. A review of sta-
bility of non-linear receding horizon control is presented in [De-Nicolao, 1998]. With regard
to robust stability, it is possible to formulate the linear, unconstrained controller within the
H_, theory [Lee, 1994]. Recent developments also concern the non-linear H., control problem

[Magni, 1998].We will not address these items in this thesis any further.

Controllability and observability With respect to controllability and observability the
usual analysis for linear systems can be followed for linear unconstrained MPC. The inher-
ently non-linear influence of constraints makes this analysis impossible for constrained MPC.
Of course, this holds even more for an analysis of controllability and observability of non-
linear predictive control. Again, these items will not be addressed in this thesis.
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Chapter 5 Model Predictive Control
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6 MPC on the gas turbine installation

This chapter describes the application of Model Predictive Control on the laboratory gas tur-
bine installation. First, the control case of the gas turbine is specified including a discussion of
the control objectives, the constraints, the inputs and outputs, and a presentation of the real-
time implementation in Primacs. Second, the selection of appropriate model combinations and
the tuning of the controller are motivated. This section also deals with the question whether
MPC is achievable with respect to computation time and stability. In the remainder of the
chapter, simulation results and real-time experiments are presented and analysed. Points of
attention for the evaluation of the MPC controller are the quality of control (performance), the
robustness of MPC (robust performance), and special advantages like constraints handling
and anticipation. The settings of all parameters, set points and constraints for all experiments
(including simulations) that are presented in this chapter are included in Appendix F.

6.1 Gas turbine control

6.1.1 Control objectives

Two control objectives for the laboratory gas turbine installation are formulated and summa-
rised in table 6.1. The first, and most involved, objective is to control the operating point of
the gas turbine. This objective serves as an appropriate tool to investigate set point and tra-
jectory control. The operating point of the installation can be represented in either the com-
pressor characteristic or in the expander characteristic. In the compressor map, the controlled
outputs can be the pressure ratio over the compressor, the mass flow through the compressor,
and the rotational speed of the gas turbine. Of course not all three variables can be controlled
independently since two out of three determine the exact position in the characteristic. This is
not a controllability item, since the mass flow through the compressor is not an independent
state. It is an algebraic function of the two states pressure and rotational speed. Equivalently,
when the operating point is displayed in the expander characteristic, the controlled outputs are
the pressure ratio over the expander and the mass flow through the expander. Control of the
operating point is a multivariable problem with two inputs and two outputs. Note that al-
though three electrically powered valves serve as inputs to the system, here only the fuel valve
and the throttle valve are used for control (see the discussion in Chapter 2).

fuel val\}é and | compressed air supply ”
throttle valve (feedback only)

—

Control of the
operating point of

the installation (N, mc), or ( 3, n'zt), etc.

2| Speed control N fuel valve only throttle valve
(feedforward, feedback)

table 6.1 : Control objectives for the laboratory gas turbine installation.

(P2, N), or (pg, mc), or

The second control objective, speed control, is particularly interesting because of the distur-
bance that may be added: the position of the throttle valve. Varying the throttle valve induces
additional (pressure) losses over the gas turbine that simulate changing load conditions. Be-
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cause no external connection to the gas turbine axis is available, it is impossible to impose a
direct load disturbance to the axis. When, however, an external load can be simulated, the
opportunity to investigate more realistic control problems is created. The most common type
of load used with a gas turbine is the electric generator which runs at a constant speed with the
load varied electrically. The corresponding control problem is then to keep the rotational
speed constant over changing loads. Translated to the laboratory set-up, the throttle valve is no
longer an input to the system but an external disturbance. This control objective is SISO: The
only input is the fuel valve position that controls the only output, the rotational speed. Note
that the disturbance (throttle valve position) is measured, and therefore exactly known, which
may lead to a feedforward control. This information can also be disregarded, leading to a
feedback control.

6.1.2 Constraints

An overview of all the constraints imposed on the controller is presented in table 6.2. We dis-
tinguish constraints on the inputs and constraints on the outputs.

Blow-off valve 0.022255 0 1
Throttle valve 0.013636 0 1
Fuel valve 0.034325 0 1

ram

expander temperature (To) _ |>>1 (99) |- 925
rotational speed (V) >>1 (99) 325 550
surge ratio (Ryre) >>1 (99) - 0.97

table 6.2 : Constraints on the laboratory gas turbine.

The move constraints on the inputs reflect the maximum valve speed related to the sample
interval (Appendix D.2). The high constraints on the temperature and on the rotational speed
are set by the manufacturer’s specifications. The low constraint on the speed is selected be-
cause of model limitations. Below 325 rev/s most of the fits in the model are extrapolated and
the model predictions become inaccurate. The output constraint penalties listed in table 6.2 are
only used when one or more constraints are exceeded and the controller weights the constraint
violations. A relatively high value of these penalties ensures that the process returns within
constraints.

To keep the process on a safe distance from surge, a value of Ryurge = 0.97 has been selected as
a high constraint. The surge ratio Ry, is an additional model output, a measure of the dis-
tance of the actual operating point to the surge line in the compressor characteristic. Rsurge 1s
defined as the ratio of the mass flow at the surge line on the current constant rotational speed
line and the compressor mass flow of the actual operating point. Surge avoidance is not a pri-
mary control objective but is always required. It involves a constraint on the location of the
operating point in the compressor characteristic: the surge line in the compressor characteristic
may never be exceeded. The constraint on the expander temperature is interesting because this
temperature is (normally) not a controlled output but significantly influences the (dynamical)
behaviour of the installation.
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6.1.3 Outputs and filter

All process variables that need to be controlled or that are constrained, are required to be
measured directly from the process or to be reconstructed from other measured data. In table
6.3 all five measured outputs of the installation are gathered. Since the compressor tempera-
ture is neither controlled nor constrained, it is not used for control. Also the ambient pressure
(Pamp = p1) and the ambient temperature (7, = T1) can be measured. As they are reasonably
constant, we assumed constant values of 1.013 10° Pa and 297.5 K respectively in our simula-
tions and experiments. Therefore, also the pressure ratios of compressor and expander may be
considered as measured process outputs.

COMPIESSOr pressure ) Pcomp X
COmPressor temperature T, Teomp

expander pressure p3 Dec X

expander temperature T; Tee X
rotational speed N N X X

table 6.3 : Process measurements and corresponding model states (outputs) that may be con-
trolled or constrained.

Table 6.4 summarises the model outputs that may be controlled or constrained, and cannot be
measured directly. The corresponding process values should be reconstructed from measured
data by the filter. The non-linear observation model can be used for this reconstruction, ap-
plying the model equations indicated in the table.

mass flow compressor m, X . Py
P ¢ i =f(N,55)
mass flow expander m X . P3
P 1 = f (0 T3)
COMpIessor power P, X _

p p c P, =m.Cp (Ty —T))
expander power P, X P =mC, t(T;k - T: )
surge ratio Riurge X X Msurge

Rsurge = Ty
T % * .
cooled expander inlet temperature T Ty = f (i, T3, p3)
expander outlet temperature * * * P3
P P I Iy = f(T3,5,M0)

table 6.4 : Model outputs that may be controlled or constrained, and cannot be measured.

All process outputs that need to be reconstructed from available measurements relate to the
mass flows through compressor and expander. From these mass flows, the surge ratio can be
determined and the power required by the compressor and the power delivered by the ex-
pander can be reconstructed. In doing so, the cooled expander inlet temperature Ts and the
efficiency m of the expander are required.
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In this real-time setting, due to model mismatches and measurement noise, the mass flow
through the compressor cannot be reconstructed accurately by the first order filter. This has
been discussed in section 5.3. It is, therefore, impossible to consider the mass flow through the
compressor as a controlled output. It is, however, known as an internal mode! value and can
be controlled in open-loop. This means that only the internal model value is being controlled
and that this variable is not updated by its reconstructed process counterpart. (This is equiva-
lent to a filter gain of 0.) The same holds for the surge ratio and the compressor power, that
are dependent on the mass flow.

On the other hand, due to the much better conditioned reconstruction of the mass flow through
the expander, it appears possible to use this mass flow as a controlled variable. Therefore, the
most useful combinations of process quantities to control the operating point of the installa-
tion do not include the mass flow through the compressor. From all possible combinations,

(pz, 11'1,), (p3, n'1t>, (p3, N) , Or (N, mt) are valid in experiments.

The filter gain determines the fraction of the deviation between model output (y,,) and process
output (yp) that is added to the model output. A qualitative and quantitative analysis of ex-
perimental results in Appendix D.8, shows that when the filter gain increases, the contribution
(for a particular experiment) of the set point deviations to the total criterion value decreases
while the contribution of the inputs increases. This suggests that a minimum total criterion
value can be expected at an optimal filter gain. The criterion value, however, depends strongly
on scaling and weighting of inputs and set points. We did not attempt to tune the filter, as this
would require many experiments. A filter gain of 0.3 performs well and is used in most ex-
periments (See also Appendix D.8).

6.1.4 Real-time implementation

To realise closed-loop control, the gas turbine installation, the data acquisition system, the
valve positioning system and the controller are included in a control loop. This control loop is
depicted schematically in figure 6.1. The data acquisition and valve positioning systems have
been implemented in LabVIEW (see Appendix D). The controller has been implemented in
Primacs on a separate computer. Both computers are connected by a LAN network and com-
municate by means of the Dynamic Data Exchange (DDE) protocol.

During closed-loop control, the LabVIEW data-acquisition system performs measurements on
the installation, which are processed and passed through to the controller (via the filter). Pri-
macs computes optimal new valve positions (set points), which are passed through to the
valve positioning system. The valve positioning system implements the desired valve posi-
tions as accurate as possible.

An important issue is the interaction between the completely independent timing of the con-
troller and of the data acquisition system. Whenever new inputs, computed by the controller,
are not implemented fast enough, or when new measurement data is not updated fast enough,
dead time problems may cause performance degradation. To prevent these problems, a multi-
rate system has been introduced, that is, different sample rates for data-acquisition and the
controller. The sample rate of the data acquisition system has been chosen as high as possible.
In practice, the controller picks up these measurements only when it needs new data and will
always find the most recent data. Also the valve positioning system checks as often as possi-
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ble if it needs to implement new valve positions, that is, whether Primacs already has com-
puted new set points. Because of the multirate implementation, the overall timing of the con-
trolled system is determined by the controller and completely independent of the data-
acquisition system. For the data acquisition system, a sample interval of 0.1 s has been cho-
sen. The controller uses a sample interval which is more than 10 times higher. Therefore, the
maximum time delay between LabVIEW and Primacs is limited to 0.1 seconds.

Gas Turbine i Laboratory
installation Installation
Valves Measuring
Devices
1 i LabVIEW
Valve Data :
Positioning System Acquisition
System
Primacs
Model Predictive

Controller

Setpoints

figure 6.1 : Closed-loop control configuration of the gas turbine installation.

6.1.5 Resolution of valves and minimal input move

In appendix D.2, we show that there is a minimal step size which can be implemented by the
valve positioning system. This implies that there also must be a minimal set point change
which can be realised by the controller. This minimal step size limits the performance of the
system, because small set point changes cannot be realised.

Because it is not included in the (linear) models, MPC cannot account for the minimal step
size in its optimisations. When the controller eliminates a small set point deviation, it com-
putes a small step in the (fuel) valve. Because the small step cannot be implemented on the
installation, MPC observes (through the filter corrections) that its input-change did not have
the intended effect and computes another small additional step. This process continues until
the successive small steps have accumulated to a step that can be implemented. Most likely,
however, this step is too large and the process exceeds its set point. Then, the accumulation of
inputs starts all over again at the other side of the set point. The result is that the process keeps
moving around its set point with continuous control actions. The same happens when there is
measurement noise, or when a control input is not very effective within a certain range (like
the almost open throttle valve).

A simple way to solve this problem is to define a threshold range around the set point values.
While the process measurement is within this range, the corresponding filter gain is temporar-
ily set to zero. The model predictions are no longer updated by filter corrections, allowing the
controller to reach the set point for the internal model. The process, however, does not reach
its set point completely. The threshold levels of individual signals have been determined from
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an analysis of both the measurement-noise level and the sensitivity of minimal valve position
changes on the signals. Its main function is to reduce control moves. The threshold is experi-
mentally investigated in Appendix D.7. In most of the experiments and simulations in the re-
mainder of this chapter, the threshold range has been applied.

6.2 Computation times and tuning parameters

In the implementation of MPC we apply four different model combinations, as stated in table
5.1. All cases are based on the non-linear lumped parameter model. This model has been de-
rived in Chapter 3, and validated for the laboratory installation in Chapter 4. The full set of
model equations is presented in Appendix C.2. Analytical expressions for the Jacobian matri-
ces have been derived to facilitate fast linearisation in arbitrary operating points.

The most important tuning parameters of the MPC controller are the lengths of the prediction
horizon and of the control horizon, and the size of the MPC sample interval. The length of the
prediction horizon is determined by estimating the (largest) time constant of the system re-
sponse to changes in the input. These step responses show a close resemblance with a step
response of a first order system. A fair estimate of the time constants in the system is the time
needed for the response to reach 63% of its stationary end-value. An exception is the response
of the expander temperature to a step on the fuel supply. This response is characterised by a
large peak. The response of the rotational speed and the expander temperature to a 3% step in
the fuel valve are presented in figure 6.2. These results are obtained from a simulation with
the non-linear lumped model. From this, a value for the prediction horizon of 20 seconds has
been selected. This value is greater than any relevant time constant in the system.
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figure 6.2 : Simulation of the responses of rotational speed and expander temperature for a step
in the fuel supply. Indication of semi-first order time constant of the system and the selected
MPC prediction horizon.

As indicated in section 5.2.2, the MPC sample interval should be selected as small as the Sys-
tem requires and computation times allow. When the interval is decreased, more samples are
needed in the control and in the prediction horizon to cover the same time span. This results in
increased computational effort in a smaller sample interval. Computation time also depends
on the type of models which are used and on the constraints the controller encounters. In ap-
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pendix D.6 the computation times are determined in open-loop simulations for different sam-
ple intervals (and the accompanying sizes of the prediction and control horizon), for different
model combinations, and for different constraint situations. The resulting minimal sample
intervals (Pentium 200Mhz, Windows NT) are presented in table 6.5:

Linear MPC:
Linear models for prediction and optimisation.

2 |Non-linear MPC: 1.25
Non-linear model for observation, successively
linearised models for prediction and optimisation.
3 | Non-linear MPC: >3
Non-linear model for observation and prediction,
successively linearised model for optimisation.

table 6.5 : Minimum required MPC sample interval for different internal model combinations
of the laboratory gas turbine when one constraint is (permanently) exceeded.

In order to leave sufficient space for other processes on the computer, in all experiments a
sample interval of 1.5 seconds has been used. According to the table, this sample interval al-
lows the implementation of successive linearisation. These results also indicate the advantage
of successive linearisation. It promises to deliver a significant improvement in controller per-
formance with respect to linear MPC, while computation times are not so high that real-time
implementation becomes impossible. Due to the high computation times, non-linear predic-
tion is not used for real-time experiments. Note that the intended prediction horizon of 20 sec-
onds corresponds to 13 samples or 19.5 seconds.

According to the rules of thumb, the control horizon should be selected between 1/6 and 1/3
of the prediction horizon. So in this case the control horizon should be between 3.33s and
6.66s, that is, 3 or 4 samples. A control horizon of 4 samples has been selected, as this leads to
a faster system response (at least in simulations). Because this selection did not result in com-
putation time problems, no control blocking has been applied.

Summarised, the selections made for the parameter values used in the experiments and simu-
lations of this thesis are as follows:

p 13 samples 19.5 seconds
m 4 samples 6 seconds
1.5 seconds

6.3 Control of the operating point

Within the operation area, the controller should be able to reach a certain set point or to follow
a prescribed trajectory. In this section, we investigate the performance of the controller by
presenting and analysing different real-time experiments and simulations.
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6.3.1 New set point within the operation area

In this first experiment we illustrate the controlled response to new set points on the combina-
tion of rotational speed (N) and mass flow through the expander (my). Figure 6.3 shows the
closed loop responses for a prescribed step-wise set point change up and down again. The
actually realised process values (measured rotational speed and reconstructed expander mass
flow) are compared to the internal model value of the controller. This model value is the out-
put of the internal model (EObM) that has already been corrected by the filter.
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figure 6.3 : Response of rotational speed and expander mass flow to a new set point.

The figures show that the new set points are almost perfectly reached. Apart from some meas-
urement noise, the steady state deviations (offsets) between process and model, that were en-
countered in the open-loop results of section 4.7, are completely eliminated by the filter.

Note that the controller already reacts 13 samples before the set point change is activated. This
is a consequence of the anticipation of MPC, that is, its reaction to future set point changes as
soon as they enter the prediction horizon. Also note that the outputs initially move in the
“wrong” direction. This should not be confused with an inverse response, which the system
does not exhibit. This phenomenon will be often seen in the simulations and experiments of
this chapter. It is caused by the anticipation of the MPC controller and discussed in detail in
section 6.6.

The input signals that realise these set point changes are presented in figure 6.4. Both the
computed inputs (“controller”) and the actually measured valve positions are displayed. A
small, one sample, delay can be seen between them. Indeed, the inverse response of the inputs,
especially of the fuel valve can be seen.

In this particular experiment also the blow-off valve has been used as a control input. Indeed,
the behaviour of the blow-off is unwanted because of the limited mechanical properties of the
valve that results in unsatisfactory positioning of the blow-off valve, leading to a relatively
large mismatch between the controller value and the actual valve position (figure 6.4).
Moreover, the blow-off valve also tends not to come back to its original position
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(corresponding to the initial operating point). This is mainly caused by the applied optimisa-
tion criterion ( 5.1 ) and the fact that two outputs are now controlled by three inputs. In other
experiments, the blow-off valve has not been used anymore as a control input. Also the throt-
tle valve does not return to its original position. The throttle valve shows a kind of “unstable”
behaviour. This is caused by the relative insensitivity of the throttle valve when it is more than
70% open (see section 6.1.5). This effect is decreased by the application of a threshold on the
set point, which is not yet applied in this experiment.
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figure 6.4 : Corresponding input signals of three control valves.
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figure 6.5 : Unfiltered (mass flow compressor and compressor power) and filtered model out-
puts compared to measured (or reconstructed) process outputs.

In the previous explanation, we presumed the filter to compensate for mismatches between
model and measurements for the set points. In figure 6.5 several other model outputs of the
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same experiment are compared to the measured (or reconstructed) process outputs. In the up-
per row, the unfiltered compressor mass flow and compressor power are presented. In previ-
ous chapters we concluded that the compressor mass flow (and its derivatives like power and
surge ratio) could not be reconstructed. Indeed, in figure 6.5, we see that large errors are en-
countered between the (unfiltered) model values and the reconstructed process measurements.

In the other graphs of figure 6.5, filtered outputs are gathered: expander power, compressor
pressure, expander pressure and expander temperature. Due to the filter corrections, the corre-
spondence between model and process is good. Apart from (high frequency) measurement
noise, only in the expander temperature a slight dynamic mismatch can be seen. This is caused
by the constraint on the temperature. In fact, the measured (process) temperature temporarily
exceeds its constraint of 925 K while the model value does not. This problem will be dis-
cussed in section 6.4.3. A preliminary conclusion is that the current filter setting (with a gain
of 0.3) is fast enough to prevent too large deviations between process and model and prevents
the controller for unnecessary actions on measurement noise.

6.3.2 Constraints and operation area

The constraints, introduced in table 6.2, on the rotational speed, the surge line and the satura-
tion of the throttle valve position (minimum pressure drop between compressor and expander)
determine the operating point of the installation. Additional constraints on the maximum al-
lowed expander temperature and the surge ratio, further decrease the area of operation. Figure
6.6 displays the operating area of the gas turbine installation in the compressor characteristic.
This result is obtained from simulations with the non-linear lumped model. Although the
same operation area can also be displayed in the expander characteristic, this figure is omitted
here because the operation area almost reduces to a single line, especially in a dimensionless
characteristic.
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figure 6.6: Operating area of the laboratory gas turbine installation displayed in the
compressor characteristic.
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Close to the surge line, the (simulated) operating area is restricted by two alternating con-
straints. Depending on the rotational speed, either the surge ratio constraint or the temperature
constraint restricts the operating area. The intersection point of these two constraint lines is at
a rotational speed of approximate 400 rev/s. In two experiments, it is examined whether the
controller “stops” at the surge ratio constraint or at the temperature constraint for different
rotational speeds.

In both experiments, the mass flow through the expander and the rotational speed have been
defined as set points and the weighting of the rotational speed set point is set high compared
to the mass flow set point. The starting points for the two different experiments are a mean
rotational speed of 438 rev/s (corresponding to 0.38 kg/s for the expander mass flow) and a
low rotational speed operating point of 350 rev/s and a corresponding mass flow of 0.29 kg/s.
In both experiments, starting at sample 70, the mass flow set point is lowered slowly to 0.28
kg/s and 0.19 kg/s respectively, while the set point on the rotational speed is kept constant.
These new operating points are unreachable as they are located within the surge area.

For easy comparison, the results of both experiments are combined in the same figures. Figure
6.7 shows that in both experiments the controller manages to keep the rotational speed set
point, whereas the trajectory to a lower mass flow set point cannot be followed anymore.
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figure 6.7 : Measured rotational speed and corresponding expander mass flow compared to the
set points for two different values of the rotational speed set point.

The corresponding constraints are indicated in figure 6.8. This figure shows that at the high
rotational speed, the controller stops at the surge ratio constraint, while at the low rotational
speed, the controller stops at the temperature constraint. These results completely compare to
the expected results from the simulation. Indeed, the operating area is restricted at high rota-
tional speeds by the surge ratio constraint, while at low rotational speeds the operating area is
restricted by the temperature constraint. (Note that the surge ratio has been controlled in open-
loop, based on the internal model value only).
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figure 6.8 : Measured expander temperature and surge ratio compared to the constraint levels
for two different values of the rotational speed set point.

6.3.3 Unreachable set point

In the previous section we saw that the new operation point cannot be reached when new set
points are prescribed that lay outside the operating area of the gas turbine. The remaining de-
viations are determined by the output weightings on the controlled variables. In this section
the influence of the output weightings is examined in two experiments. For these experiments,
an identical set point trajectory to an unreachable set point in the expander characteristic has
been specified. The set point on the expander pressure is constant at 1.46 bar, while at sample
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figure 6.9 : Measured expander pressure and mass flow through the expander compared to the
corresponding set points for different values of the set point weighting of the mass flow.
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40 a step in the expander mass flow has been specified from 0.38 kg/s to 0.48 kg/s. The ex-
periments have different set point weightings on the mass flow of 1 and 10 respectively. In
both cases the set point weighting on the pressure is equal to 1. The results are presented in
figure 6.9.

In both cases the controller tries to reach the desired operating points as close as possible, but
they are never reached. In the case where the mass flow weighting is 1, the resulting deviation
is distributed between the two variables, while in the case where the mass flow weighting is
10, the set point deviation disappears for the mass flow, at the expense of the expander pres-
sure. Note that when the set point weighting on the mass flow is increased from 1 to 10, the
contribution of this set point deviation to the total criterion is increased quadratically (100
times). Also recall that the absolute value of the model parameters in the controller criterion
has been scaled to the original operating point (Appendix D.3).

From this experiment it can be concluded that the controller tries to get as close as possible to
the operating point, but is stopped by one of the constraints which limit the operating area. In
this experiment that constraint is the fully opened throttle valve. The resulting operating point
is determined by the set point weightings. The higher the weighting on a certain set point rela-
tive to another, the closer the controller will try to reach that particular set point.

6.4 Transient response

Controller performance can also be approached from a dynamic point of view as how fast a
new set point is reached or how well a dynamic trajectory can be followed. The speed by
which a new set point can be reached, basically depends on the inputs (weightings and move
constraints) and on the output constraints the controller encounters. In this section, first an
illustration of a transient response is shown, after which the influence of the input weightings
and of the output constraints is investigated.

6.4.1 Transients during set point change

Interesting transients are the mass flows through compressor and expander. When the mass
flows are known, the resulting trajectory can be indicated in the (compressor) characteristic,
possibly indicating dynamic problems such as temporarily exceeding the surge line. In the
following simulation, the transient behaviour during a set point change is presented. In a
simulation neither measurement noise nor model errors disturb a clear view of the transient.
This holds especially since these mass flows cannot be measured directly.

As before, a new set point is specified in rotational speed and expander mass flow. In figure
6.10 the transient response of the mass flows through compressor and expander are compared
by the different trajectories in the compressor map (left) and in a time plot (right).
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figure 6.10 : Transient response to a new set point specified in rotational speed and mass flow
through the expander (obtained from simulation).

Interesting is the downward transient, that is, the transient back to the original operating point.
This transient is shown in figure 6.11 in the compressor map. In figure 6.12 the surge ratios
for both transients are shown. Typically, the surge constraint is much more involved in the
downward transient. This means that for a gas turbine system like the laboratory installation,
there is a potential danger of surge during fast “downwards” transients. A typical example is
emergency shutdown. A dynamic model in the controller is able to anticipate to this problem.
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figure 6.11 : Transient response back to the
original set point.

Surge ratio [-]

0.

0.

(=]

o

~
!

o o o
© © [(]
[$3] [+>) ~

99 1 -

9%+ - -

- SUrge Ratio upwards

——— Surge Ratio downwards

------ constraint

time [samples]

figure 6.12 : Surge ratio for both transients.
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6.4.2 Influence of the input weightings

Of course, the input move constraints influence the dynamic system response. Completely
determined by the maximum valve speed, they are, however, no tuning parameters. Only the
input weightings can be changed. The system response is expected to slow down when the
input weightings are increased. The influence of the input weightings is examined in three
simulations (to avoid confusing measurement noise) for three different values of the input
weighting on the fuel valve.

As a reference trajectory, at sample 20 a step in the rotational speed from 438 rev/s to 518
rev/s has been specified, as well as a corresponding step in the expander mass flow from 0.38
kg/s to 0.49 kg/s. At sample 170 a step back to the original operating point has been specified
for both outputs. This simulation has been performed for a weighting of 30, 15, and O on the
fuel valve position respectively. A zero weighting on the fuel valve implies that the moves of
the fuel valve are not penalised. The results are shown in figure 6.13.
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figure 6.13 : Simulated rotational speed and mass flow through the expander compared to the
corresponding set points for different values of the input weightings.

The results agree with our expectations. The input weighting influences the speed of the con-
troller. When the weighting on the fuel valve is 0, the fastest system response is obtained,
while the slowest response holds for the input weighting is 30. There is, however, a significant
difference between the step to a higher set point and the step to a lower set point. For instance,
for an input weighting is 15, the response on the step to a higher set point is only slightly
slower than weighting is 0, whereas the response on the step to a lower set point is signifi-
cantly slower.

This result can be explained by the influence of the constraint on the expander temperature.
The corresponding expander temperature is presented in figure 6.14, showing that for values 0
and 15 of the input weighting the temperature constraint is reached when a set point to the
higher operating point is prescribed. In these cases the resulting speed of the system response
is (partly) governed by the temperature constraint. Only in the case where the input weighting
is 30, the penalty on a fuel valve move is so high that the temperature constraint is not reached
anymore.
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When the system is set to a lower operating
point, it is not slowed down by the tempera-
ture constraint at all. For a zero weighting on
the fuel valve, the speed of the system re-
sponse is governed by the maximum valve
speed. Note the large temperature peak that
results. For an input weighting of 15 or 30,
the speed of the system response is only gov-
erned by the input weighting, and the system
response becomes comparatively slower.

The “normal” weighting factor on the inputs,
used in all other experiments and simulations
in this chapter is 1.0.

6.4.3 Influence of temperature constraint

In the previous section the influence of the temperature constraint on the closed-loop system
dynamics is already indicated. Now, this influence is examined in experiments. Again, con-
sider a new set point for the rotational speed and the expander mass flow. At sample 20 a step
in the rotational speed from 438 rev/s to 518 rev/s and a corresponding step in the expander
mass flow from 0.38 kg/s to 0.49 kg/s are prescribed with at sample 170 a step back to the
original operating point. This experiment has been performed for three different values of the
temperature constraint: 880 K, 900K, and 925 K. Results are presented in figure 6.15.
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figure 6.15 : Measured response to a new set point specified in rotational speed and mass flow
through the expander for different values of the maximum allowed expander temperature.
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Lowering the maximum allowable expander temperature results in a slower system response.
As the temperature may not exceed its constraint, while the system should accelerate as fast as
possible, the allowed increase of the fuel flow per sample (or equivalently, the allowed input
move) has to be reduced when the temperature constraint is lowered. As expected, the tem-
perature constraint does not influence the response to a lower set point. In fact, these re-
sponses are approximately equal.

Figure 6.16 shows the corresponding expander temperature and the momentary value of the
overall criterion for the three experiments. The criterion value is defined by

2 2
criterion(k) = z [I‘y (measurement(k)—setpoint(k))] + 2 [T“(input(k)—input(k—l))]

setpoints inputs
(6.14)
and supports the previous result in a quantitative way. A lower setting of the temperature con-

straints corresponds to higher values of the criterion. Also the maximum criterion value shifts
to a higher sample number.
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figure 6.16 : Expander temperature and overall criterion value during transient to a new set
point for different values of the maximum allowed expander temperature

Clearly, however, the measured values of the expander temperature in figure 6.16 considera-
bly exceed the constraint level. Indeed, the controller is capable of keeping the temperature
within the constraints, but only for the (filtered) internal model predictions (not shown). The
same phenomenon was already encountered in section 6.3.1 and displayed in figure 6.5.

This means that the controller is able for the constraint violation that is observed by the filter.
During the transient, however, the mismatch between process measurement and internal pre-
diction becomes so large that the filter is not able to correct it fast enough. This model mis-
match has already be seen in Chapter 4 (see section 4.2.3). It appears hard to predict the ex-
pander temperature during transients. This is probably caused by an inadequate description of
the (dynamic) combustion efficiency. In the present model, only steady state relations for the
combustion efficiency as a function of fuel-air ratio are applied.
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When we want to avoid the constraint violations, we can increase the filter gain for the tem-
perature signal. This would be very effective, but also increase unwanted actions on measure-
ment noise. Second, a faster MPC sampling would benefit the performance. Finally, the dy-
namic interaction between fuel valve changes and momentary temperature rise could be im-
proved in the model. Still, a conclusion of this section is that the controller is capable of
keeping the constraint reasonably well.

6.4.4 Trajectory control: sine response

This experiment illustrates the capabilities of the controller to track a periodic trajectory. A
sinusoidal trajectory for the rotational speed (period 75 s, amplitude 80 rev/s, mean 438 rev/s)
is specified while the throttle valve serves as a measured disturbance on the installation (sine
with half frequency: period 150 s, amplitude 0.3, mean 0.7). In figure 6.17 both the sine of the
trajectory and the disturbance are presented. Figure 6.18 shows the tracking result over a time
interval of one full period of the disturbance in a steady state response, that is, after the
switch-on phenomena.

- set point N 556 + - - -|——measured | - - - <'- - - - -
—throttle valve —model

_______

% 506 1 - - /

i

> -

< >

= @ ro)

o

- c =

3 S o

& 5 O 456
2 7 O

g ° &

2 [ I

5 =

o > 5 406 4
£ 2 =

£ E ©

Q o -

a £ ©

-t - e

@

) 356

326 i i : F0.3 306 : ! :
0 100 200 300 400 220 260 300 340 380
time [samples] time [samples]

figure 6.17 : Sinusoidal trajectory for the rota- figure 6.18 : Measured and model response of
tional speed and the periodic (sine with half the rotational speed (over the last two periods)
frequency) disturbance of the throttle valve. compared to its set point.

Figure 6.18 shows that the controller is able to follow the trajectory on the rotational speed,
except for the two rising flanks of the sine function. For these flanks, the temperature con-
straint is reached, as can be seen in figure 6.19, which displays the expander temperature over
the same time interval. Moreover, a difference can be seen between the deviation at the first
rising and at the second rising flank. This difference is caused by the opposite influence of the
throttle valve disturbance in these two situations. At the first flank, the throttle valve is being
closed from its mean position. At the second flank, the throttle valve is being opened from its
mean position (see figure 6.17). The more the throttle valve is closed, the further to the left the
operating point is on the compressor characteristic. This means that the mass flow through the
system is smaller. So, at the first flank, the mass flow is smaller and tends to decrease further
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which implies that the temperature constraint is reached earlier and less fuel can be added to
accelerate the gas turbine. The deviation is therefore larger at the first flank.
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figure 6.19 : Corresponding expander tempera-

¢ figure 6.20 : Comparison between the rota-
ure.

tional speed and the fuel valve input.

Figure 6.19 shows that the controller indeed manages to keep the temperature within the con-
straints (although the measured temperature temporarily exceeds the constraints as we have
discussed in the previous section). Finally, in figure 6.20, the realised rotational speed is com-
pared to the input signal of the fuel valve. This graph illustrates the anticipative behaviour of
the controller. Already 10-12 samples (one prediction horizon) before a change in sign of the
derivative of the rotational speed, the fuel valve changes direction. The anticipative behaviour
will be discussed in detail in section 6.6.

6.5 Robust performance

In this section the robust performance of the controller is investigated by means of presenting
and analysing different real-time experiments and simulations. We do not seek to investigate
theoretical criteria of robust performance for the gas turbine and its models. Robust perform-
ance implies the performance of the controller when disturbances or model errors are applied
to the system.

We start this investigation with a treatment on the influence of different internal models in
MPC on the performance. A different model may be regarded as a model error. With regard to
disturbances, the most straightforward disturbance is the injection of compressed air from the
utility network into the installation. Compressed air is an unmodelled, relatively large, distur-
bance. Another disturbance is the variation of the throttle valve when it is not used as an input
to the system. In this case both feedforward (when the position of the valve is on-line avail-
able and the model predictions react on it) or feedback (when its position is unknown and only
feedback information from changing process outputs is available) configurations can be
tested. In the latter case additional model errors are introduced.



88 Chapter 6 MPC on the gas turbine installation

6.5.1 Different model combinations

Preliminary simulations with the different model combinations of table 5.1 (equal to table 5.1)
on the gas turbine installation in [Vroemen, 1998] show the advantage of non-linear MPC
methods. A non-linear model serves to simulate the gas turbine installation. These simulations
are performed with a slightly different model of the laboratory gas turbine, in which the pa-
rameters were not yet validated. It contains no mass flow correction, constant efficiencies and
a constant expander inlet cooling.

10N V10
Linear MPC (1x}in) linearised once | linearised once
2 Successive linearisation (sl) non-linear linearised succes- | linearised succes-
sively sively
3 Non-linear prediction (nlp) non-linear non-linear linearised once
¥ (Non-linear prediction and succes-|  non-linear non-linear linearised succes-
sive linearisation (nlp+sl) sively

table 6.6 : Combinations of models in non-linear MPC.

The results are presented in figure 6.21 and figure 6.22. Figure 6.21 displays a set point
change at t=20 s in the compressor pressure and mass flow for four different model combina-
tions. All approaches give satisfactory results, although the pressure response of linear MPC
displays some overshoot. The temperature constraint is violated by linear MPC only. (Again,
by the simulated process variable and not by the internal model value.) Figure 6.22 shows a
set point change in the compressor mass flow that cannot be realised, because this operating
point would result in both surge and temperature constraint violations.

The three non-linear methods all outperform linear MPC. The non-linear methods, however,
do not outperform one another, although they take different execution times (see table 6.5).
Especially the two methods (sl and nlp+sl) which incorporate successive linearisation in the
optimisation model yield results very much alike, despite the very time consuming non-linear
prediction model of method 4 (nlp+sl). Method 3 (ulp) gives only slightly different results as
the other non-linear methods.
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figure 6.21 : Compressor pressure, compressor mass flow, and expander temperature responses
to a set point change in pressure and mass flow.
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figure 6.22 : Compressor pressure, compressor mass flow, and expander temperature responses
to an unreachable set point change in mass flow.

These results suggest that it is important to predict outputs by using some “semi” non-linear
model. Furthermore, if successive linearisation is used to update the optimisation model, re-
sults are hardly dependent on the method of prediction: successive linearisation (method 2) or
non-linear (method 4). Of course, computation times are considerably larger for the non-linear
prediction. Both methods are implemented and tested on the laboratory installation. In some
experiments in this chapter, linear MPC (method 1) is used as a comparison with successive
linearisation. Method 3 has not been considered in practice, while method 4 takes too much
time to be real-time implemented.

6.5.2 Model combinations and throttle valve disturbance

When the throttle valve is used as a disturbance, it is eliminated as a manipulable input for the
controller. The throttle valve can be used as a measured or as an unmeasured disturbance. As a
measured disturbance, its known position is used (as an additional “disturbance input”) in the
internal models. In case of non-linear or successively linearised models, this also means that
the model dynamics are adapted to the changing valve position. When the throttle valve is
used as an unmeasured disturbance, one constant value is assumed for the throttle valve posi-
tion in the internal models. The controller observes only indirectly, by means of the filter, the
results of the changes in the throttle valve position. This situation can be compared with the
case of a wrong parameter in the model.

In this section, three experiments examine the influence of a throttle valve disturbance on dif-
ferent model combinations. The experiments are indicated in table 6.7. Two non-linear ex-
periments are compared with linear MPC. Linear MPC with measured disturbances uses a
once linearised model in which changes in the dynamics of the system are not incorporated.
Only the change in operating point is considered.

odel combinatio! throttle va
linear MPC measured disturbance
non-linear MPC: succes- [ measured disturbance
sive linearisation
non-linear MPC: succes- | unmeasured disturbance
| sive linearisation

table 6.7 : Experiments with three different model combinations and throttle valve distur-
bances.
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For all experiments, the reference trajectory is defined as a series of ramps in the rotational
speed. First from 438 rev/s to the minimum rotational speed constraint (325 rev/s), then to the
maximum rotational speed constraint (550 rev/s) and finally back to the initial rotational
speed. Before each experiment, the throttle valve is closed from 0.5 to 0.4, to introduce the
disturbance.

We expect the system response to slow down when the throttle valve is closed. The operating
point shifts towards the surge line and the temperature constraint is earlier reached. In the un-
measured disturbance case, the controller supposes that the valve is in its original position.
The controller does not adapt its fuel flow and the system accelerates too fast, resulting in
temperature constraint violations. Only the filter causes the system to slow down again. On
the other hand, we expect that when the internal models know about the changed valve posi-
tion, the controller will show the fastest response without temperature constraint violations.
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figure 6.23 : Responses of rotational speed and expander temperature for three different model
combinations.

Results are presented in figure 6.23. This figure compares the rotational speed response for all
experiments with the prescribed set point and also shows the corresponding expander tem-
perature. Clearly, in the first tens of samples, the filter initialises the response to the throttle
valve disturbance. During the ramp to a lower set point, the trajectory is perfectly followed by
all three experiments. During the subsequent ramp to a higher rotational speed the measured
rotational speed starts to deviate from the set point trajectory. The responses of the three ex-
periments differ only slightly from each other.

In all experiments the temperature constraint rules the system response in the upward ramp.
Already at the start of the ramp, the constraint is reached, see figure 6.23. This means that the
filter corrections overrule possibly different predictions of the different experiments. The re-
sulting differences in responses are marginal and probably badly reproducible. It does, how-
ever, indicate the robustness of MPC for disturbances of this kind.
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6.5.3 Compressed air disturbances

A rigorous way to apply a disturbance to the system is the injection of compressed air. The
compressed air can be injected into the buffer tank by (manually) opening a valve. In the pre-
sented experiment the controller action and the system response to the unmodelled distur-
bance of compressed air are examined. The controller cannot anticipate to this unmodelled
disturbance. The results are presented in figure 6.24.

Both the rotational speed (438 rev/s) and the expander pressure (1.46 bar) are specified as
constant set points. The throttle valve and the fuel valve are the inputs. At sample 35 the com-
pressed air valve is opened, while at sample 90 the valve is closed again. The injected mass
flow of compressed air is approximately 0.05 kg/s (or 12 % of the expander mass flow).
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figure 6.24 : Measured expander pressure and rotational speed compared to internal model
values (corrected by the filter) for a large disturbance of compressed air injection.

Indeed the controller manages to reach the original set points of both speed and pressure
again. Note that the “steady-state” set point deviations are within the threshold range. The
main effect of injecting compressed air is that extra power is added to the expander. This
causes the gas turbine to accelerate. The rotational speed and expander inlet pressure increase.
The controller closes the fuel valve, see the left graph of figure 6.25. This way the controller
compensates for the extra power added by the compressed air. The opposite happens when the
compressed air valve is closed again. This experiment shows that, although large filter correc-
tions must be applied, the controller manages to respond correctly to the disturbances. The
system is therefore robust for large disturbances.

In the two graphs on the right side of figure 6.25, we examine the mass flows through com-
pressor and the surge ratio. The unfiltered internal model values are compared to the recon-
structed (with measured rotational speed and measured pressure) values. This illustrates the
model mismatches during the disturbance. Indeed, the model response is (initially, sample 40)
quite opposite to the reconstructed mass flow and surge ratio. This, again, supports the recon-
struction problems of the compressor mass flow and the fact that we cannot use the mass flow
nor the surge ratio for closed loop control. The expander mass flow, which is not shown, does
not display any irregularities.



92 Chapter 6 MPC on the gas turbine installation

o
©
-3

0.45

o
1
g

e fECONSHUCHiON
........ - model
---- constraint |

o

@

1)
o
IS

e

@
o
@
&

fuel valve [-]
°
i
5

_ | ——Tfeconstruction |
- moded
-+ equilibrium

o
XY
o
o
(%}

o
N
X

mass flow compressor [kg/s]
&

2
N
N

4
o

02 + }
0 50 100 150
time [samples] time [samples]

50 100 150
time [samples]

o° +

150

figure 6.25 : Corresponding fuel valve position and reconstructed values for the mass flows
through compressor and expander.

6.6 Anticipation

In this section the anticipative behaviour of the Model Predictive Controller is examined. Al-
though we already indicated the anticipation capabilities and noticed the “inverse controller
response” in several experiments, now this behaviour is investigated in detail. First, the sys-
tem response to a set point change with and without anticipation is compared in a simulation.
Then, the influence of the size of the control horizon (relative to the prediction horizon) on the
simulated performance is investigated.

For reasons of clarity a SISO set point control of the rotational speed with the fuel valve as
only input is considered. No constraints on this output nor on the temperature are applied. The
input weighting on the fuel valve has been lowered to 0.5, to prevent disturbing influence of
input weightings on the results.

6.6.1 Set point change with and without anticipation

As a reference trajectory, at sample 20 a step in the rotational speed is specified from 438
rev/s to 463 rev/s. The throttle valve is not used as an input and is kept at the constant initial
value. Figure 6.26 shows that when anticipation is used, the system starts responding to the
future set point change, as soon as this change is observed in the prediction horizon. When no
anticipation is used, the controller starts responding, when the set point change is activated.
Note that because of the discrete character of the controller actually a bar chart of the inputs
must be drawn. For reason of clarity this has not been done. Therefore it just looks like the
controller without anticipation gives already a response before sample 20.

Remarkable is the inverse response that the system displays in the case with anticipation. First
the fuel valve is closed and the rotational speed lowers, then the fuel valve opens again and
the rotational speed rises to its new set point value. When no anticipation is used the response
does not show this behaviour. The inverse response does not seem to be the optimal response
on the set point change. It appears, for instance, already better when the “negative” control
moves (in the first few samples) are suppressed. The inverse (controller) response is examined
in more detail by investigating the influence of the size of the control horizon in the next sec-
tion.
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figure 6.26 : Simulated response of rotational speed to a set point change and the corresponding
control input for two cases: with anticipation or without anticipation.

6.6.2 Anticipative behaviour for different sizes of the control horizon

Every sample, the controller determines the optimal control moves over the control horizon.
Only the first of these computed control moves is implemented. The resulting input trajectory
is therefore the result of a number of successive “sub-optimisations”. These sub-optimisations
can be improved by increasing the control horizon relative to the prediction horizon. For this
reason, it is expected that the controller will show an improved anticipative behaviour when
the size of the control horizon is increased relative to the size of the prediction horizon.

rotational speed [rev/s]

465

460 1
455
450
445
440 -

435 ~

430

~~~~~~~ ~m=1

- m=3
———m=4
---=m=5
e N=8
---m=12

wmee St pOINE

5

10 15 20
time [samples}]

25 30 35

figure 6.27 : Response of rotational speed to a set point change for different settings

of the control horizon.
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Now consider the same simulation as in the previous section. The same reference trajectory is
prescribed for six simulations that vary only in the size of the control horizon. The results are
presented in figure 6.27.

For the special case of m=1, there is only one input that the controller can change every sam-
ple to optimise the response over the prediction horizon. Of course, this is also the value that
is actually used. The figure shows that as soon as the set point step enters the prediction hori-
zon, the controller can only optimise the trajectory over the prediction horizon, by opening the
fuel valve a little.

When the control horizon consists of more than one sample, the controller has more degrees
of freedom and has better opportunities to optimise the trajectory over the prediction horizon.
The inverse controller response diminishes as the size of the control horizon increases. For m
= 8 and m = 12 the responses are almost the same. Even in those cases still a (small) inverse
response is present. This response, however, is likely to be the optimal solution as it may be
balanced with the (equally sized) overshoot after the step.

The phenomenon of inverse response is studied in detail in Appendix E. The influence of the
size of the control horizon is investigated by a visualisation of the full control and prediction
horizon over successive samples during a transient set point change. A visualisation means
that we examine and present for each sample the computed changes of the inputs over the
control horizon and the corresponding predicted output responses over the prediction horizon.
When we do this for several successive samples, a fair understanding of the MPC results can
be obtained.

In the appendix, the control moves and corresponding rotational speed response are compared
for the cases where m = 4 and m = 12. The essential difference follows from an analysis of the
first few samples after the set point change enters the prediction horizon. In the case of m = 4,
when the controller can only influence the input over the first four samples of the prediction
horizon, the controller decides to close the fuel valve in the first two samples and then to open
it in the last two samples of the control horizon. In this way a compromise is accomplished
between the set point deviation before and after the step. As only the first of these control
moves is actually used, this means that the controller closes the fuel valve. Because in the next
sample only a slightly different optimisation problem is solved (the set point change is now
two samples in the prediction horizon), this process is repeated, and the inverse controller
response occurs.

In the case of m = 12, the controller postpones its control moves to the end of the control hori-
zon, just before the set point step occurs. In the resulting trajectory the controller does nothing
in the first samples, until a few samples before the step. Indeed, in this case the newly com-
puted first input move of a sample equals the second input move of the previous sample. (See
Appendix E.)

A conclusion is that the inverse controller response can be prevented by increasing the size of
the control horizon relative to the prediction horizon. Increasing the control horizon, however,
is not a very practical way to improve the anticipative behaviour of the controller. A larger
control horizon requires excessive computation times. Because the robust performance of the
closed loop system decreases with larger control horizons, the controller may also become too
aggressive.
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6.7 Discussion and conclusions

The main objective of this thesis is to assess the feasibility, the performance and the advan-
tages of MPC on turbomachinery. In this chapter, MPC has been implemented and tested on
the laboratory gas turbine. The following conclusions may be drawn.

Feasibility =~ Within Primacs, we succeeded in a real-time implementation of MPC on the
laboratory installation. The sample interval was limited to 1.5 seconds. Smaller intervals are
possible when faster computers, more advanced algorithms and implementation, or further
reduced models are applied. For most experiments that we carried out, the sample interval of
1.5 seconds sufficed. Only during fast transients, and especially for the expander temperature
signal, a faster sampling may be required.

Within the applied sample interval, the only non-linear MPC approach that could be imple-
mented is successive linearisation. This approach, however, is shown to be a useful and pow-
erful extension to linear MPC. It allows a non-linear observation model in the filter, and an
every sample updated linear model for prediction and optimisation. It is expected that other
non-linear approaches (including the ultimate non-linear optimisation), will hardly contribute
to an improved performance.

In the present real-time implementation, only the first order output disturbance filter has been
tested. A problem in the (filter) implementation arises in the reconstruction of the mass flow
through the compressor. For this reason, the compressor mass flow (and the accompanying
quantities like compressor power and the distance to the surge line) are not used as a (closed-
loop) controlled variable. It is recommended to improve this ill-conditioned reconstruction.
Moreover, because of the problems that (steady state) model mismatches cause, it is highly
recommended to implement and test the augmented Kalman filter.

Performance  The performance of the presented MPC configuration is good. Both steady
state set point variations and transient tracking of reference trajectories are performed well.
Constraint limits are observed and hardly violated and the influence of tuning parameters like
weighting factors and length of horizons is well understood. Also the robust performance, that
is, the presence of model mismatches and disturbances, is handled correctly by the filter.

At this moment, we cannot present guidelines on how “good” the internal models of MPC
need to be in order to obtain a good performance or to avoid feasibility problems. In this
chapter, we found that the (considerable) steady state mismatches of the validated models did
not impede a well performing controller. Apart from the reconstruction problems of the com-
pressor mass flow, the only problem that is encountered with respect to the used models is the
temporarily constraint violations of the expander temperature. During fast transients the ex-
pander temperature is not well predicted due to mismatches in the (dynamic) combustion effi-
ciency.

We realise, however, that the presented experiments do not challenge the systems dynamics
extensively at “higher frequencies”. The time scales of the system response are largely deter-
mined by the relatively slow inputs to the system (the control valves). For these time scales,
the filter is powerful and fast enough to compensate for (dynamic) mismatches between model
predictions and process measurements. Apart from the constraint violations of the expander
temperature, we did not encounter any irregular or unstable behaviour. For the same reason
(the well performing filter), we could hardly encounter differences between the implementa-



96 Chapter 6 MPC on the gas turbine installation

tion of different model combinations in MPC. Therefore, it is recommended to use faster in-
puts to the system in order to challenge the MPC configuration and the filter. Especially a fast
and accurate blow-off valve would substantially influence the dynamic operation of the gas
turbine configuration, as blow-off is a very effective, fast and highly non-linear input to the
system. Also steam injection or (controlled) air injection are considered as new (and fast) in-
puts. When new inputs are introduced to the configuration, also different control objectives
can be taken into account. It is expected that in these cases a smaller sample interval and an
improved filter design are required. These requirements may exceed the present real-time ca-
pabilities of Primacs.

Advantages of MPC  Constraint handling and anticipation appear to be realistic advantages
of MPC for control of turbomachinery. For the gas turbine installation, surge and expander
temperature constraints are reached frequently. Also the (move) constraints on the inputs
strongly influence the controlled operation. It is emphasised that most “conventional” con-
trollers cannot deal with constraints at all, especially not when constraints (like surge and ex-
pander temperature) are not on controlled outputs.

The surge constraint is implemented by the distance to the surge-line. Since there is no reli-
able measurement (reconstruction) of the compressor mass flow, the surge constraint can only
be controlled in open-loop. This means that the location of the surge (control) line has to be
specified by the compressor map and that the controller cannot anticipate to a possible wrong
initial location or shifting of the surge line during operation. This corresponds, however, to
existing industrial implementations of surge avoidance control (See also section 7.1).

As already stated, temperature constraint violations arise occasionally in the process meas-
urement, and not in the internal model! computations. This means that the violations are due to
(dynamic) model mismatches and can be improved by faster sampling, higher filter gains, or
enhanced models. When the constraint violations are large or last over a longer period, the
filter can “pull” the internal model value across the constraint limit, causing unnecessary
weighting of constraint violations in the optimisation criterion.

Anticipation has been studied in detail. Anticipative behaviour appears to be strongly related
to the relative size of the control horizon with respect to the prediction horizon. Sub-optimal
solutions are an inherent consequence of differences between these two horizons, leading to
an “inverse” controller response.

Because, in general, the control horizon cannot be selected equal to the prediction horizon, the
inverse controller response is an effect that cannot be avoided when the anticipative properties
are desired or required. When this is unwanted, no anticipation must be used. Another solu-
tion is the introduction of a separate anticipation horizon. This anticipation horizon has the
same size as the control horizon. Set point changes are no longer observed in the full predic-
tion horizon, but only as they enter the anticipation horizon. This ad-hoc solution prevents the
inverse controller response, but may lead to a degradation of the anticipative properties of the
controller when the set point change is larger than the (maximum) change that can be reached
within the anticipation horizon.
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7 Compressor station control

Compressor stations are widely used in gas transportation and in compressed air utility net-
works. A compressor station comprises several compressors connected in parallel or in series.
Parallel connections increase the throughput of the station and are realised by means of a
common header. From this header a connection to the user is provided. The pressure in the
header is the pressure that the user of the station experiences.

The basic control objective for industrial compressor applications is capacity, that is, the re-
quested mass flow to the user, while the delivery pressure must be kept at either a constant
level, above a minimum level or between a low and a high level. Disturbances like varying
inlet conditions or leakage may influence the load and performance of the compressor station.
Compressor stations are designed for a safe and reliable operation. Surge avoidance is a basic
side condition that each separate compressor in the station must satisfy.

Modern compressor control systems are high performing, reliable and dedicated devices. In
section 7.1 a brief survey on industrial compressor configurations and control is presented.
For control of multiple compressors in a compressor station hierarchical methods are applied.
Surge avoidance and capacity control are strictly separated.

The aim of this chapter is to present an investigation into the opportunities of advanced,
model based, control strategies on complex turbomachinery installations. We do not try to
implement existing (hierarchical) compressor controllers into the MPC concept. Instead, we
implement MPC at an operational level as the primary controller. We do also not primarily
attempt to improve the performance of existing industrial control systems. This would require
extensive validation and tuning of both the model and the controller. In this thesis, we just
want to sketch the opportunities of MPC for systems like a compressor station. The compres-
sor station is an interesting application of the modular model approach and MPC tools that we
developed in this thesis. Moreover, the compressor station case adds an essential property to
the laboratory gas turbine: an optimisation of a surplus of degrees of freedom. Since we do not
have the opportunity of real-time experiments, the analysis in this chapter is restricted to
simulations.

The development of an MPC control system for a compressor station involves the selection of
a control configuration, the determination of appropriate simulation and internal models, and
the formulation of relevant control objectives. In several simulations in section 7.4, the prop-
erties and the performance of the MPC controller is investigated.

7.1 Industrial compressor control and opportunities for MPC

7.1.1 Configuration and control

Industrial compressor installations show almost always identical configurations [Nisenfel,
1982]. Figure 7.1 presents a typical configuration of two parallel compressors and a common
header. A throttle valve and a recycle valve belong to the standard (control) equipment for
each compressor. Separate compressors are powered by either an electric drive or by a (steam
or gas) turbine. Turbines allow a variable speed.
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The throttle valve is mainly used for capacity control and can be positioned before or behind
the compressor. The effectiveness of a throttle valve is good in both positions but the energy
efficiency of a discharge throttle valve is extremely bad.
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figure 7.1 : Industrial compressor configuration.

A recycle or a blow-off valve is mainly used for surge avoidance. When the compressor oper-
ating point tends to cross the surge line, the recycle valve is opened, increasing the mass flow
through the compressor and avoiding surge'. When a recycle is used without cooling, this is
called a ‘hot’ recycle, as indicated in figure 7.1. A potential danger of a hot-recycle is heat
buildup in the compressor system. To overcome this problem without using expensive heat-
exchangers in every by-pass, one additional overall ‘cold’ recycle loop is applied in which a
heat exchanger cools the compressed air. If sustained recycle becomes necessary it is routed
through the cooled recycle line. For air systems, often blow-off configurations are applied
rather than recycles. Blow-off avoids the temperature buildup problem.

Besides a throttle valve and a recycle valve, also one or more check valves or non-return
valves are included in the standard configuration of a compressor. A check valve in the com-
pressor discharge avoids flow reversal at transient operations like (emergency) shutdown.

The control problem of a single compressor has generally three inputs (power, throttle, recy-
cle) versus only one output: the mass flow to the user. This control objective is subject to a
number of constraints like surge avoidance and a prescribed boundary of delivery pressure.
The problem is obviously indeterminate and can only be solved when additional criteria are
proposed. Such criteria may be the minimisation of the power supply or the restriction that
recycling may only be used to avoid surge, that is, to guarantee a minimum mass flow through
the compressor, and not for capacity control.

The control problem of a compressor station that comprises multiple compressors, like the
basic configuration of figure 7.1, is even more complex since all separate compressors have

! Often a “control line” is positioned in the compressor characteristic at the "safe" side of the surge line.

Various anti-surge control systems differ in the way the control line is defined or in the way the location
of the operating point with respect to the control line is defined [Botros, 1994b], [Nisenfel, 1982]. Most
commonly applied is so-called flow-Ap control. For this strategy the mass flow through compressor and
the pressure ratio over the compressor are measured and compared with the position of the surge-control
line. Not only the distance itself, but also its rate of change determine the appropriate control action.
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three inputs and still only one system output. The additional criterion required to solve this
problem is called load-balancing: the balancing of the total station load over the separate
COmpressors.

7.1.2 Conventional control of multiple compressors

Traditional load-balancing systems throttle back separate compressors one at a time, or apply
equal inputs to all compressors allowing them to operate at the same operating points (even
when the position of the surge line may not be the same for individual compressors). Both
approaches suffer from serious disadvantages. When the load is not equivalently shared over
all compressors, some may operate at low efficiencies and some compressors will be more
liable to surge than others. Recycle on these compressors cannot be avoided, even though re-
cycle over the whole installation is not necessary.

Modem load-balancing control systems maximise surge protection and process efficiency by
operating multiple compressors in a station equidistant from their individual surge control
lines [CCC, 1992], [Woodward, 1995]. A strict separation between surge and capacity control
is implemented. One surge controller per compressor (or compression stage) is required, di-
rectly operating the recycle valve.

Capacity control is implemented by a hierarchical master-slave configuration. The function of
the slave-loops, implemented on each compressor, is to keep all the compressors at the same
distance from the surge line. An overall station controller (master) generates the set point of
the distance to the surge line. The capacity controller is not allowed to use recycle. For com-
pressors that operate at a constant rotational speed, only the throttle valve is a control input
(SISO capacity control). Variable rotational speed (power as an extra control input) is often
resolved by a split range control: set point changes are first anticipated by changes in rota-
tional speed and outside the operation area of the input, by throttle valve actions. In case one
or more compressors are recycling, load-balancing response is overruled by the surge control-
ler, that is, the surge controller determines the distance to the surge line by means of recycle.

In practice, PID controllers are used for both master and slave loops as well as for the surge
controller. Constraints are resolved by high/low selects. This means that different independent
control loops (regulating the distance to the surge line, rotational speed, discharge pressure,
temperature, etc.) propose values for a manipulated variable and only the value that satisfies
the most restrictive criterion is selected [CCC, 1995]. Interactions between these control loops
are not taken into account.

7.1.3 Opportunities for Model Predictive Control

Opportunities for MPC in compressor control are numerous. Using a dynamic model of the
compressor station allows to consider much more than just the location of the surge line, in-
cluding the (future) dynamic response of the installation as well as variations in inlet condi-
tions and load patterns. Interactions between control inputs and controlled or constrained out-
puts are completely incorporated in MPC. Furthermore, an overall dynamic optimisation of
control inputs to a certain criterion may benefit both the performance and the economical op-
eration of a compressor station. In this respect also power inputs and the efficiencies of indi-
vidual compressors can be taken into account.
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In the MPC framework, advantages like constraint handling and anticipation to future set
points and disturbances can be benefited from. It is possible to integrate trajectory tracking,
load-balancing and constraints. Within MPC, surge and capacity control can be integrated into
the station controller, allowing ‘optimal’ control even during recycle.

The standard MPC optimisation criterion ( 5.1 ) is in fact a load balancing criterion: the con-
troller balances the total station load over all available compressors. MPC just minimises a
criterion of weighted set point deviations versus weighted changes in inputs. The balancing
criteria, however, are not unambiguous. The result depends not only on the weighting factors
but also on the initial values of inputs and states. MPC provides the opportunity to implement
load-balancing criteria like equal distance to the surge control line or other objectives like a
minimisation of the overall power supply. When a “logic” optimisation (mixed integer prob-
lem, [Bemporad, 1998]) is included in the MPC criterion, it is also possible to include the
scheduling of shut-down and start-up of separate compressors in a station.

7.2 Compressor station control case

7.2.1 System configuration

The model describes a generic compressor station. The configuration comprises two parallel
compressors, each with its own (gas turbine) driver and is presented in figure 7.2. Both com-
pressors are provided with a suction throttle valve and a hot recycle. An overall cold recyele is
included as a blow-off. In the present version of the model, check valves are not included,
since dynamic simulation of shut-down is not aimed at in this study. This feature is easily in-
troduced in the non-linear model, but can hardly be included in a linear model.
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figure 7.2 : Compressor station MPC control configuration.

For each compressor we have three inputs: the position of the throttle valve, the position of
the recycle valve and the power supply. Both compressors are connected by a common header.
The overall cold recycle flow is controlled by the “cold-recycle” or “recycle-valve”. The mass
flow to the user is determined by the position of the throttle valve in the pipeline from the
header to the user. This “user-valve” is the eighth and final input to the system. The full set of
non-linear model equations and parameter values is included in Appendix C.3.
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7.2.2 Model assumptions

For our model of the generic compressor station the following six assumptions hold:

1.

The compressor station is built from the lumped-model components developed in Chapter
3. Therefore, the components exhibit the same assumptions as before: ideal gas, adiabatic
flow through valves, polytropic compression, no pressure drop over volume elements and
static description of mass flows through compressors and valves.

For the volumes we apply the adiabatic, homogenous volume approach of section 3.2.2.
Note that all volumes in the compressor station have more than one input and/or more than
one output. The header, for instance, has two incoming mass flows and two outgoing mass
flows. These extra mass flows can be easily introduced in our model description.

Valve dynamics and dead times are not included. Since the model is built from modules,
the configuration is easily adapted to include more compressors (connected in parallel or in
series), buffer tanks, or valves.

. The compressor station is isolated from its environment. The installation does not exert

upstream influence. This means that we assume a constant pressure and temperature supply
to the compressor station (referred to as pams and Tump). Of course, these inlet conditions
can be varied, creating disturbances to the station. On the downstream side, the mass flow
to the user only depends on the pressure and temperature in the header and on the user-
valve position. This assumes a critical flow through the user-valve.

. The compressor performance map can be scaled according to the general method of dimen-

sionless parameters in Appendix A.3. This assumption is necessary to account for the in-
fluence of the inlet conditions on the compressor characteristic. (Temperature and pressure
changes due to recycling). We assume a constant polytropic compression efficiency.

. We selected two almost identical compressors. Both compressors obey the same character-

istic but for compressor_b the mass flow scale is multiplied with a factor 1.1. Also a dif-
ferent efficiency has been assigned to both compressors. For compressor_a the efficiency
is 0.70, while for compressor_b the efficiency is 0.60. This situation compares to a practi-
cal situation in which identical compressors are purchased that exhibit different behaviour.

. A direct shaft power input to the compressor is assumed. In practice, a (gas) turbine will be

used to power the compressor. The fuel rate and the inertia of gas turbine determines the
available power during transients. In our model this inertia is neglected. Instead, a move
rate on the power input is formulated.

. We assume only one user of the compressor station. Multiple users can be simulated by

superposition of load patterns.

The compressor characteristic we use in this chapter is the compressor of the BCC turbo-
charger of the laboratory gas turbine. This is not a type of compressor that is likely to be used
in industrial compressor stations. The capacity is too low and the compressor exhibits a nar-
row operation area. Also the other components like valves and volumes have been selected
compared to the laboratory installation. We have made these selections because the relative
dimensions of components has a large influence on the system behaviour and the components
of the gas turbine are well known.
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7.2.3 Control objectives

MPC control objectives for the generalised compressor station configuration involve inte-
grated surge avoidance and capacity control. With capacity defined as the mass flow delivered
to the user (the mass flow through the “user-valve”), we consider two control objectives:

1. A set point or trajectory on the mass flow to the user. This objective imposes a reference
load pattern to the compressor station. The position of the “user-valve” (figure 7.2) is con-
trolled by MPC.

2. Keep the pressure in the header within a minimum and maximum boundary constraint level
while the position of the “user-valve” is influenced directly as an external disturbance. This
control objective imposes an actual load pattern to the compressor station since, in gen-
eral, the “user-valve” position determines the load of the station and cannot be used as a
control input. The resulting mass flow to the user is evaluated as an output. In this control
objective, an additional set point on the pressure in the header (at a value between the
boundary limits) makes the system more determent. Otherwise, the header pressure de-
pends on the history of the system and the mass flow to the user is not a unique function of
the user-valve position.

Both objectives are subject to a number of constraints on outputs:
e Surge constraints on the separate compressor characteristics.
e Minimum and maximum rotational speeds for separate compressors.
e Maximum temperature in the compressor outlet plenum. (Temperature buildup due
to hot-recycling.)
e Minimum and maximum pressure level in the header.
and on inputs:
¢ Minimum, maximum and move constraints on the power supply to the separate
compressors and on the control valves positions.

7.3 MPC implementation

Besides the basic selection of a control objective (reference or actual load pattern) and the
specification of constraints, in the MPC implementation some more aspects need to be speci-
fied. This section discusses the selection of model combinations and tuning parameters as well
as the (control) options that can be encountered in the simulations.

Models for simulation and control ~ We apply the non-linear model to simulate the com-
pressor station. In most simulations, the same non-linear model is used as the internal obser-
vation model (IObM, figure 5.3), while a successively linearised model is applied for internal
prediction and optimisation. This is the case of “perfect model” or “nominal” control. Model
mismatches between the simulation model and the internal MPC observation model can be
introduced to study robustness. Both parametric model mismatches (like different efficiency,
inertia or static characteristic) as well as (external) unmodelled disturbances can be studied.
Disturbances that act on the inlet conditions reflect upstream disturbances in the compressor
network. Disturbances can be measured and forwarded to the controller or can be unknown to
the internal model.
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Tuning parameters  Appropriate choices for the length of the prediction and of the control
horizon need to be determined, as well as for the sample interval. Although these tuning pa-
rameters have a significant influence on the performance, they are fixed at reasonable values
in our simulations: the sample interval is I second, p = 30 samples, and m = 8 samples.

More important is the selection of the weighting factors in the criterion. These factors reflect
the relative importance of trajectory errors and control effort. The control effort is defined by
input moves. Since only input moves are weighted, a (high) weighting factor avoids too much,
undesired, movements of the control valves. On the other hand, a weighting factor of O allows
arbitrary control moves (only limited by the constraints) and makes the system very “busy”.
For our simulations we selected all input weighting factors constant and equal to 1, only the
values of the set point weightings are varied. An inherent disadvantage of this input weighting
is that (small) set point deviations may not be diminished because the decrease of the criterion
value does not balance the control effort. Moreover, control valves may stay at rather arbitrary
(and possibly) unwanted positions because the set points are already realised.

Anticipation  Future set point changes and desired trajectories can be made available to the
controller by means of anticipation. In our present Primacs implementation, unfortunately, the
actual load pattern is defined as a prescribed trajectory of a valve position to which cannot be
anticipated.

Recycle valve reset In conventional controllers, recycle valves are only activated by the
dedicated surge controller. The integrated MPC controller, however, allows the use of recycle
to minimise its criterion. It appears that recycle is frequently used because of its fast and ef-
fective response to drop pressure and mass flows during transients. Since only changes in in-
puts are weighted, MPC tends to leave the recycle valves open and to use other inputs (like
power) to stabilise the new set point.

To overcome this unwanted effect, weighting of the absolute values of the input signals u in-
stead of changes Au in the optimisation criterion would benefit the performance. Within the
framework of the current optimisation algorithm, this can be realised by a direct coupling of
inputs to outputs and imposing reference values on these new “outputs”. For recycle, these
references can be found in the optimal value of a closed valve or a corresponding set point of
0 [kg/s] on the recycle mass flows.

For other purposes, for instance the interesting criterion of minimum power input, such a
natural reference may not be available. An interesting alternative is the introduction of a dy-
namic reference. This means that every sample a new reference value of minimum power in-
put is computed according to momentary mass flows and pressure. The reference value
changes along with the operating point of the compressor station.

Load balancing  Two load-balancing criteria are evaluated in this thesis: an equal distance
to the surge line for both compressors, and a minimum power input to the station. To be able
to implement these two load balancing criteria, additional outputs are introduced in the model:
The distance to the surge line and the ideal power. The latter is in fact the dynamic reference
of minimum power mentioned above.
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The distance to the surge line or Devsurge is available for each compressor of the station and
is determined by the position of the operating point in the compressor map. The distance is
computed in terms of mass flow over a constant rotational speed curve as

mass flow at surge for the same rotational speed

Devsurge = (7.1)

actual mass flow
We selected the ratio of mass flows instead of the difference since compressors with different
size or capacity have incomparable distances to the surge line. Because the surge line is not a
straight line, the ratio is not equivalent to the difference.

In the two compressor station, the difference of both Devsurge outputs can be used as a con-
trolled output. A reference of 0 to the new output Devdif guarantees an equal distance to the
surge line:

Devdif = Devsurge_a— Devsurge_b (7.2)
The second load-balancing strategy uses the output ideal power as a dynamic reference to

minimise power input to the compressor station. A new output of the compressor station can
be defined as:

Devidpow= a'ctual_ power _ Power_a+ Power_b (73)
ideal _ power { (y-1) ]
Pheader Mideal

muser Cp Tamb( - Tamb

amb

The deviation ratio factor Devidpow or power ratio between the actual and the ideal power
can be minimised in the criterion versus reference value 1. The “ideal” efficiency or overall
station efficiency is set at the arbitrary value of 0.5.

7.4 MPC simulation results

This section presents a number of simulations as an illustration of the opportunities of MPC
for a parallel compressor station. For each simulation the most relevant inputs, outputs, set
points and constraints are plotted and discussed. In this chapter, not all possible combinations
of control options mentioned in section 7.3 will be studied in detail. Emphasis is on the two
control objectives of reference and actual load pattern. For the reference load pattern, antici-
pation and model mismatches are investigated, while for the actual load pattern, the influence
of an additional set point and of weighting factors is discussed. For both load patterns, two
different load balancing strategies are compared: Equal distance to the surge line combined
with weighted recycle versus minimisation of power input to the system. For the complete
settings of all set points, constraints, weighting factors etc. please refer to Appendix F.

7.4.1 Reference load pattern with anticipation

In this first simulation a block pattern trajectory on the requested mass flow to the user is pre-
scribed. This pattern is referred to as the reference load pattern. The following additional op-
tions are selected:

~ The anticipation function is enabled.

— Reference values of 0 on all recycle flows (hot and cold) to minimise recycling.
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— A surge constraint on Devsurge at 0.95 for both compressors.

— A reference value of 0 on Devdif to enforce an equal distance to the surge line for both
COMPIESSOTS.

— A minimum constraint on the pressure in the header of 1.6 bar.

— The maximal power input is 100 kW per compressor.

— The rotational speed is limited between 420 - 460 rev/s.

Figure 7.3 displays the response of the mass flow to the user compared to the prescribed tra-
jectory of the reference load pattern. The performance is good, the controller is able to track
the trajectory closely. Anticipation to future set point changes can be recognised (response
starts one full prediction horizon before the actual step). Differences in anticipation to a small
or a large set point change can be observed. In figure 7.4 the surge avoidance behaviour of the
controller during this simulation is shown. In the upper part of the figure the distance ratio
(Devsurge) is drawn for both compressors. Both compressors reach the surge constraint at
0.95 during the period of low load. The difference (Devdif) between the two deviations to the
surge line is very small. This difference is explicitly shown in the lower part of the figure
(right side axis.) Indeed the controller is able to keep both compressor equidistant from the
surge line.
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figure 7.3 : Mass flow to the user and reference figure 7.4 : Surge avoidance behaviour.

load pattern trajectory.

In figure 7.5 the (control valve) inputs of the compressor station are presented. Different in-
puts for the two (different) compressors A and B are computed. As expected, the throttle
valves (left figure) open and close with the requested capacity. The recycle valves (right fig-
ure) are very active. It appears that recycle is an effective mean to influence the behaviour of
the station. Due to the zero reference of recycle flows in the control criterion, all recycle
valves tend to almost completely closed position in steady state operation (apart from the pe-
riod with sustained recycling when the surge constraints are reached). The activity of the con-
trol valves motivates the relatively strong weighting factors (1.0) on the inputs.
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figure 7.5 : Corresponding (control valve) inputs to the compressor station. Left the positions of
the throttle valves before compressor A and B together with the “‘user-valve” position. In the
right side graph the recycle valve positions are shown, including the overall cold recycle valve.

In figure 7.6, the rotational speed, the power input, and the compressor outlet temperature are
plotted. Compressor A reaches maximum rotational speed, while compressor B reaches
maximum power input. Compressor B also reaches its constraint on the compressor outlet
temperature. Indeed, as can be seen in figure 7.5, compressor B recycles more than compres-
sor A. Recall that compressor A has a better efficiency and that compressor B delivers more
mass flow at the same speed and pressure ratio.
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figure 7.6 : Rotational speed, power inputs, and compressor outlet temperature.

7.4.2 Reference load pattern without anticipation

In this section the previous simulation is repeated with disabled anticipation function. In
figure 7.7 the mass flow and the computed control input of the user-valve are compared for
the simulations with and without anticipation. Also in case without anticipation the tracking
of the reference mass flow trajectory is good. As the response is not able to anticipate to set
point changes, the new value is reached later. The response without anticipation shows the
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inherent system inertia with respect to (large) set point changes. Inertia in the compressor sta-
tion is mainly determined by the input move constraints, the volumes, and the acceleration of
the compressors. The user-valve position shows very much the same signal, though slightly
shifted in time.
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figure 7.7 : Response of user mass flow and user-valve control input of the same simulation with
and without anticipation.
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figure 7.8 : Header pressure and cold recycle valve input signal in case with and without antici-
pation.

The two responses of the pressure in the header, figure 7.8, show a remarkable difference. In
case with anticipation, the pressure drops rapidly when a strong increase in the mass flow is
encountered in the prediction horizon (see sample 20, sample 220). This pressure drop is
mainly caused by the opening of the cold-recycle valve (figure 7.8), which is not opened in
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case without anticipation. In anticipation to the coming mass flow step, the throttle valves are
already opened (figure 7.5) and the power supply is already increased (figure 7.9), causing a
temporary excess of air that needs to be recycled. This is not an efficient way, but since pres-
sure and power are not weighted, it is effective to quickly increase the mass flow during the
step.

The lower pressure constraint level at 1.6 bar is reached several times in both cases, but is not
exceeded. Also note the difference in pressure levels at the end of the simulations with and
without anticipation. Since pressure is not weighted and not fixed a certain set point, its value
is determined (within constraint boundaries) by the “history” of the system, especially the
momentary position of the control valves, because moves of the control valves are weighted.
Because the history of both simulations differs, also the resulting pressure level does. If this is
undesired, an additional set point on the pressure can be defined. This option will be investi-
gated in other simulations.

Figure 7.9 compares the corresponding total (= summed) power input to both compressors and
the power ratio in case with and without anticipation. As expected, the case with anticipation
takes a little more power. This can be seen from the first period of the total power plot and
from the power ratio, which is larger than in case without anticipation. Also, in the power ra-
tio the two (recycle) peaks can be recognised at sample 50 and 220. For the last period, on the
contrary, the total power is higher in case without anticipation. This is caused by the (too)
high pressure level in case without anticipation. A set point on the pressure is expected to deal
with this “free” pressure level.
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figure 7.9 : Total power input (to both compressors) and power ratio in case with and without
anticipation

7.4.3 Reference load pattern and ideal power load balancing

In the simulations in this section again the reference load pattern trajectory on the requested
mass flow to the user is prescribed. Instead of minimising the recycle flows and equal distance
to the surge line, now the alternative load balancing criterion is activated, that is, minimisation
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of the power input by means of the power ratio Devldpow (7.3 ). Summarising, the following
options are selected for the simulations in this section:

— With anticipation.

— A reference value of 1.0 on the deviation ratio Devidpow.

— A surge constraint on Devsurge at 0.95 for both compressors.

— A minimum constraint on the pressure in the header of 1.6 bar.

The maximal power input is 100 kW per compressor.

The rotational speed is limited between 420 - 460 rev/s.

Two reference signals are prescribed, the mass flow and Devldpow. In two simulations, dif-
ferent settings of the set point weightings are compared. The weighting factor on the mass
flow is 1.0 in both simulations, while the factor for Devldpow is varied from 0.1 to 1.0. The
weighting factors on the inputs are fixed at 1.0. The mass flow response and the controlled
output Devldpow are plotted in figure 7.10. For reference, in this figure also the value of
Devldpow for the simulation presented in section 7.4.1 is included in which Devldpow was an
uncontrolled variable and the distance to the surge line is controlled instead. The correspond-
ing power ratio is surprisingly large. We already concluded in section 7.4.2 that this was not
an efficient control law. This data, however, is only indicated as a reference. Also in this case
the power can be further minimised by different settings of the tuning parameters.
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figure 7.10 : User mass flow and deviation to ideal power for two simulations with different
weighting factor for DevIdpow, the power ratio.

As expected, the power ratio is considerably lower when the weight is 1.0 compared to 0.1.
This means that the required power is only little higher than the “ideal” reference power. The
lower power ratio indeed corresponds to a lower total power input to the system, as can be
seen in figure 7.11. A consequence of the low power consumption, however, is that the refer-
ence trajectory on the mass flow is not completely reached for low mass flows.
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Figure 7.12 shows the inputs to the control
valves for the two simulations. These results
provide insight in the control strategy that
minimises the power ratio. To save power,
capacity control is mostly realised by the
user-valve. The throttle valves of the separate
compressors are opened as much as possible,
while all the recycle valves are closed as
much as possible. In fact, recycle valves are
less active (and more closed) in this control
case than in the previous simulations were
the recycle mass flows were minimised. In

figure 7.11 : Total power input to the system for this respect the power minimisation load bal-
two simulations with different weighting factor ancing strategy is successful.
for Devldpow.
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figure 7.12 : Inputs to the control valves for the two simulations with different weighting factor
for DevIdpow,

Finally, we show the effect of anticipation in this control setting. We apply a user mass flow
weight of 1.0 and a (mean) power ratio weight of 0.5 to Devldpow, and repeat the above
simulation with and without anticipation. Results are gathered in figure 7.13 and figure 7.14.

As expected, in case with anticipation, the mass flow reacts already before the set point
changes and reaches its new steady value earlier. The deviation to the reference mass flow
trajectory is lower. This takes, however, more power. We already discussed the blow-off ac-
tion in anticipation to a future mass flow rise. Now we can also recognise the anticipation to a
mass flow drop: At sample 150, the controller with anticipation does not need to close the
throttle valves of the separate compressors as far as without anticipation. This has a positive
effect on the power consumption. The large peak in the power ratio is avoided.
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figure 7.13 : Mass flow to the user and total power input for simulations with and without an-
ticipation.
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figure 7.14 : Header pressure, power ratio and throttle valve position of compressor A.

7.4.4 Actual load pattern with and without set point on header pressure

In the simulations of this section a block like pattern on the user-valve position is imposed to
the system as an external disturbance. A ramp with maximum valve speed is selected, when
faster disturbances are imposed, the system is not able to follow the reference because the
recycle valves can not open quick enough. This load is referred to as the actual load pattern.

The user-valve is no longer an input to the system. The controller should keep the pressure in
the header between 1.6 and 2.1 bar. Two different simulations are compared. One with an
additional set point on the pressure in the header (at 1.85 bar, just in between the constraint
limits) and one without this set point. Summarising, the options for the simulations are:

— Reference values of 0 on all recycle flows (hot and cold) to minimise recycling.

— A surge constraint on Devsurge at 0.95 for both compressors.
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— A reference value of 0 on Devdif to enforce an equal distance to the surge line for both
COMPIessors.

— A minimum (1.6 bar) and maximum (2.1 bar) constraint on the pressure in the header.

— The maximal power input is 100 KW per compressor.

— The rotational speed is limited between 420 - 460 rev/s.

— Additional set point on the header pressure at 1.85 bar, weight 1.0.

Results are gathered in figure 7.15. The mass flow responses of both simulations are com-
pared to the actual load pattern trajectory of the user-valve. In both simulations, the mass flow
follows the position of the user valve well. In the case of a set point on the pressure, the mass
flow settles a little quicker to a new valve position, that is, it follows the exact shape of the
load pattern more closely, which is a desired property of the station. Also the mass flow range
is larger in case with a set point. When no set point is defined, the pressure varies in between
its limits but it does not violate the constraints.
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figure 7.15 : Actual load pattern simulations with surge distance load balancing. The load pat-
tern of the user-valve position is shown with the responses of the mass flow to the user and the
pressure in the header for simulations with and without a set point on the header pressure.

Apart from the differences in the mass flow response, it is difficult to determine which simu-
lation performs better. In figure 7.16, the total power input (=summed power input of both
compressors) and the (uncontrolled) power ratio are compared for the simulation with and
without the additional set point. During low loads, the simulation with a set point takes less
power, while during high mass flow loads the simulation without a set point takes considera-
bly less power. (The corresponding mass flows are not always the same.) Surprisingly, the
power ratio is approximately equal for both simulations. This is a consequence of the depend-
ency of the power ratio from the header pressure. For different or non-referenced header pres-
sures, the power ratio may not be compared.

More important, in figure 7.16 we also see that the total power tends to decrease over the en-
tire simulation (especially in the case without set point). This is a consequence of the “free”
pressure. In fact, the pressure tends to its lower limit when the simulation is carried out over a
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longer period. Clearly, this is interesting for power saving, but it also withholds an important
buffer function of the pressure in the header.
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figure 7.16 : Total power input and power ratio for the simulations with and without a set point

on the header pressure.

To conclude this section, figure 7.17 displays the distance to the surge line for compressor A
and the corresponding control valves of this compressor (compressor B gives comparable re-
sults). Clearly, during low loads of the station a substantial recycling is required in both situa-
tions. To keep the header pressure at its set point, the throttle valves of the separate compres-
sor are used. When no pressure set point is defined, these throttle valves have an arbitrary
value. In the end they may go to the fully open position.
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figure 7.17 : The distance to the surge line for compressor A and the correspending control
valves of this compressor in case with and without a set point on the header pressure.
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7.4.5 Actual load pattern and ideal power load balancing

In the simulations in this section again the actual load pattern trajectory on the user-valve is
prescribed. Now, the alternative load balancing power ratio criterion Devldpow is activated.
Again, simulations with and without a set point on the header pressure will be compared.
Summarising, the following options are selected for the simulations in this section:

— A reference value of 1.0 on the deviation ratio Devidpow with a set point weight of 0.1.

— A surge constraint on Devsurge at 0.95 for both compressors.

— A minimum (1.6 bar) and maximum (2.1 bar) constraint on the pressure in the header.

— The maximal power input is 100 kW per compressor.

— The rotational speed is limited between 420 - 460 rev/s.

Additional set point on the header pressure at 1.85 bar, weight 0.1.

Results are gathered in figure 7.18 and figure 7.19. The effect of the additional set point on the
pressure is not large (Note that the weighting on the pressure set point has been decreased
from 1.0 to 0.1 for the simulations in this section.) The major difference (and advantage) is
that the pressure always returns to its fixed set point and is not indeterminate.
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figure 7.18 : Actual load pattern simulations with ideal power load balancing. The responses of
the mass flow to the user and the pressure in the header are shown for simulations with and
without an additional set point on the header pressure.

Clearly, this fixed pressure level takes a little more power (figure 7.19), but is expected to
give the station some buffering. The power ratio of both simulations is approximately the
same. Comparing these simulations with the simulations of the previous section (where the
distance to the surge line was controlled instead of the power ratio), shows that the power ra-
tio is a little improved, especially for the simulation with a set point. This is probably caused
by the lower set point weight.
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figure 7.19 : Total power input and power ratio for the simulations with and without a set point
on the header pressure.

7.4.6 Reference load pattern and model mismatches

In this final simulation section, very briefly, the influence of model mismatches between the
simulation model and the internal MPC observation model is investigated. In this chapter we
will not put emphasis on robustness issues.

The simulation of section 7.4.1 is repeated, but now some parameters of the simulation model
have been altered by approximately 10%. We also assume that all outputs can be measured
and can be used for feedback.

— The ambient pressure pams has changed from 1.2 bar to 1.3 bar.

— The efficiency of both compressors is raised by 0.05.

— The filter constant is for all controlled outputs (and constraints) is set at 0.3.

The remaining control options are the same as in section 7.4.1, but an extra set point on the
header pressure has been added. Results of the mass flow response are shown in figure 7.20
and of the pressure response in figure 7.21.

Apart from the first tens of samples, when the filter initialises, hardly any difference between
the model values and the process values can be seen, not even in a zoomed plot (right graph).
This holds for both the mass flow and the pressure (as well as the other, not shown, outputs).
This means that the filter is perfectly capable to compensate for the imposed errors. Of course,
since we assume that all outputs can be measured, no reconstruction problems arise. This will
be different in a real-time environment.
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figure 7.20 : Mass flow response of the closed-loop response.

Figure 7.21 also compares the pressure response of this closed-loop simulation to the previous
simulation in section 7.4.1. Apart from the model errors, also the pressure set point has been
added. The effect of this set point is clearly seen in the figure. The main function of the set
point is to fix the “average” working point of the installation.
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figure 7.21 : Header pressure in the closed-loop simulation. Both model and process values are
plotted. The process values are compared to the previous simulation of section 7.4.1.
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7.5 Discussion and conclusions

In this chapter, the analysis of compressor station control with MPC has been limited to rather
straightforward simulation models and control objectives. Still, we have touched upon the
profound opportunities that MPC offers for this control problem. Especially interaction be-
tween all control inputs and controlled outputs in combination with perfect constraint han-
dling and dynamic optimisation is shown to benefit the performance of the station. Moreover,
MPC offers opportunities for anticipation to future set point changes or disturbances and the
application of relevant optimisation criteria like power minimisation.

The basic control objective of a compressor station is to deliver an amount of compressed air
within certain constraint limits. Constraints are basically on surge avoidance and minimal
header pressure. In our MPC configuration we have integrated surge and capacity control. In
the simulations of this chapter we have shown that the performance of the MPC controller
strongly depends on the selected control options and tuning parameters.

In the first place, we have compared two different load patterns of the station: The actual load
pattern versus the reference load pattern. The performance for both load patterns is good. The
applicable load pattern depends on the usage of a compressor station. The actual load pattern
corresponds to the common case of a “user” that manipulates a valve or downstream process
equipment. Model based control, however, offers the opportunity of a reference load pattern.
The delivered amount of compressed air can be automatically adjusted to follow a prescribed,
optimal, trajectory. The reference load pattern may be referred to as “air-by-wire”, as an op-
erator can simply adjust the amount of air instead of a valve position.

In the second place, we have compared two different load balancing strategies: equidistant
operation of both compressors to the surge line versus power minimisation with respect to an
ideal dynamic reference. The, in industrial controllers commonly applied, equidistant-to-surge
load balancing controller can well be implemented in MPC. Inherent to the applied optimisa-
tion criterion, we had to add an additional weight on recycling to avoid unnecessary recycle.
As expected, this control option does not lead to minimal power usage. Model based control-
lers offer more sophisticated opportunities to minimise power usage. We have implemented a
power minimising load balancing strategy by means of a dynamic minimum power input. This
objective, indeed, succeeds in reducing the power input to the system compared to the equal-
distance-to-surge criterion. Also the performance is good. Still, the ideal-power criterion it is
not yet optimal. The definition of ideal power may be refined, especially during transients.
Also, the dependence of the (actual) header pressure may be replaced by a fixed (set point)
value of the pressure that the user experiences.

In some control cases we showed that the “average” operating point was not fixed when only
the load of the station and the constraints were imposed. Indeed, the operating point of the
compressor station is not unambiguous. Because of the large number of inputs, any operating
point can be obtained with a number of different input combinations. In these cases, the oper-
ating point of the installation tends to drift towards a constraint. As we tried to minimise
power input (or at least the input movements) this constraint is often the minimum pressure
constraint. In general, this situation is not robust enough to guarantee a proper operation of the
station under all conditions. An indicated solution is to fix the average operating point by
means of an additional set point on the header pressure. This holds for both load patterns
(actual and reference) of the compressor station. We showed that a fixed pressure level bene-
fits the performance of the station. An additional pressure set point, however, appears to re-
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quire more power. On the other hand, because of the higher (average) pressure level, it pro-
vides some important “buffer” during operation. Moreover, also a low value of the set point
weighting already determines the (average) operating point and does not require excessive
power.

The problem of an ambiguous operating point touches to an inherent problem of the compres-
sor station: the optimal operating point. Indeed, a dynamic optimisation offers opportunities to
increase the dynamic performance (transients between operating points and disturbance rejec-
tion). It appears, however, that the optimal operating point (for instance defined by minimal
power input) can hardly be obtained from a dynamic optimisation (using criterion (5.1))
starting from an arbitrary operating point. The momentary performance strongly depends on
the “history” of the system. The dynamic optimisation, therefore, should be supported by a
“steady state optimisation” that determines the optimal operating point of the station. In pres-
ent industrial implementations of non-linear MPC [Qin, 1998] such a separation between a
local steady state optimisation followed by a dynamic optimisation is already available. Opti-
mal steady state targets are computed for each input and output. These are then passed to a
dynamic optimisation to compute the optimal input sequence that is required to move towards
these targets.

A conclusion is that MPC is a challenging, new control strategy for compressor stations. We
recommend additional research leading to real-time implementation and testing. First, our
modelling needs to be validated on actual compressor installations. Therefore, a relevant in-
dustrial configuration needs to be modelled. All relevant information (geometry, component
characteristics, etc.) needs to be available. Off-line experimental data can be used to validate
the model. Prior to real-time implementation, in simulations, tuning guidelines with respect to
input and set point weightings as well as the sample interval and the lengths of horizons
should be determined.

Second, the most appropriate optimisation criterion must be determined. A selection of con-
trol objectives and additional options like load-balancing and set points need to be made in
which also influences from outside the compressor station (like upstream influences or ex-
pected user patterns, etc.) can be included.

Finally, the MPC tools may need to be updated. We already mentioned the extension with a
steady state optimisation. Another extension of the optimisation routine that would greatly
improve the opportunities of MPC for a compressor station is the inclusion of a mixed integer
problem in the optimisation [Bemporad, 1998]. A discrete optimisation in the controller al-
lows to include a scheduling of switch on / switch off of compressors in the station. Last but
not Jeast, the consequences of an implementation of MPC as a hierarchical controller that gen-
erates set points from local controllers needs to be investigated.
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8 Conclusions and recommendations

The aim of this study is to investigate the dynamic behaviour and control of turbomachinery
installations. We focus on the development of physical models and the application of Model
Predictive Control (MPC) as a model based control strategy. A derived aim of the study is to
investigate the feasibility of MPC for use on turbomachinery. In this study, we have followed
a three step methodology. First, we have developed general purpose dynamic simulation mod-
els. Second, we derived (non-linear) model-based control configurations based on Model Pre-
dictive Control. Third, we have applied these MPC configurations to representative configu-
rations of compressor/expander systems.

In this study, we have realised a small, custom built, laboratory gas turbine set-up. This in-
stallation serves for experimental validation of the models and to test real-time (MPC) control
implementations. The laboratory installation offers the opportunity to monitor and to influence
the dynamic operation of a gas turbine. Industrial configurations are not available yet for these
experiments. Indeed, the laboratory set-up is a fair representation of a gas turbine installation.
The non-linearities, dynamics and constraints as well as the properties of the composing com-
ponents show correspondence to industrial systems. Relevant time scales, however, differ
considerably. In this study, emphasis is on the time scales encountered in the laboratory in-
stallation. A characteristic time scale for changes in operating point of the laboratory set-up is
in the order of 15 seconds. For industrial systems this time scale is usually (much) larger.

Besides the laboratory gas turbine installation, we also considered a generalised compressor
station for implementation of MPC. This compressor station comprises two compressors con-
nected in parallel to a common header. The components of the station are chosen at the same
scale as the gas turbine set-up. The dynamics of the station, therefore, exhibits approximately
the same time scales.

8.1 Model development

The first step in our methodology is the development of dynamic simulation models of tar-
bomachinery. Two types of models have been derived: the physical flow model and the
lumped parameter model. Both models are non-linear and based on (vendor supplied) station-
ary component characteristics and instationary conservation laws over the volumes that con-
nect successive components. The physical flow model also includes general conservation laws
for compressible fluid flow through pipes. The physical basis and the modular approach en-
sure the flexible applicability to a large class of turbomachinery. The component modelling
approach is limited to available component maps. The performance of the models depends on
the quality of the maps. An extensive validation of model parameters is required.

For the models of the laboratory installation, a systematic validation of the parameters has
been performed involving the mass flows through components, the efficiencies of compres-
sion, expansion, and combustion, the pressure drops over components, and the inertia pa-
rameters. Two problems were encountered during the validation. First, and unexpected, it was
required to modify the compressor performance map (available from the original manufac-
turer) to have the model agree with the experimental results. It appeared, however, not un-
common to modify the composing component maps when an overall system is simulated. In
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literature another example of this problem is encountered. [Owen, 1998] reports a state-of-the-
art aeroengine simulation problem, in which the available compressor map from the original
manufacturer had to be modified to match the experimental results. In the same study, prob-
lems were encountered in the determination of the combustion efficiency. Reasons for the
component mismatch are not fully understood but may be in the interaction between compo-
nents in an overall installation and in the methods by which the maps of separate components
are determined.

The second problem in the parameter validation was the determination of the efficiencies of
expansion and combustion. The modelled expander efficiency does not fully compare to the
(expected) physical efficiency. This is caused by the (lumped) influence of the expander
cooling system and the (neglected) temperature dependency of the heat capacity. With respect
to the combustion efficiency, it appears difficult to model its dynamic behaviour. In the pres-
ent models, the combustion efficiency is a static function of the fuel-air ratio. This leads, how-
ever, to significant (dynamic) model mismatches in the expander inlet temperature during fast
transients.

In general, the performance of the validated models is good. Both steady state and transient
simulations agree well with experimental results. This holds for the lumped model and for the
physical flow model, although not all parameters of the last model have been validated. Dif-
ferences between both model types are in the smallest time scale of phenomena they describe
and in the required simulation times. Apparently, the cut-off frequency of the lumped pa-
rameter model for the laboratory set-up is estimated between 0.2 and 2 Hz, which is mainly
determined by the large size of the buffer tank in the installation. When faster transients need
to be modelled or controlled, the lumped model may fail. Then the physical flow model is
required, since its cut-off frequency is approximately between 20 and 300 Hz for the labora-
tory installation. This is, however, at the expense of a considerably larger simulation time
(factor larger than 10). Moreover, even the physical flow model fails to describe the (dynamic)
combustion efficiency. Therefore smaller time scales cannot be simulated yet.

Our conclusion is that the non-linear lumped parameter model of the laboratory gas turbine
set-up is suitable for transient simulations of the gas turbine. The lumped model is, therefore,
suited for application in a model-based controller that controls the operating point. Only when
fast transients, for instance due to sudden steam injection, need to be modelled or controlled,
the full order physical flow model will be required. Then the parameter validation and the
modelling of the combustion efficiency may need to be improved .

8.2 Model based control

The second step in our methodology is to develop a configuration for model predictive control
that is suitable for turbomachinery and uses the lumped parameter models. For our MPC con-
figuration we have used Primacs, a package for real-time model based control that is being
developed by TNO-TPD (Delft, The Netherlands).

The concept of MPC is that a model of the system to be controlled is included in the controller
to predict the systems response over a future horizon and to optimise the future input. Stan-
dard linear MPC uses one and the same (linear) model for these tasks. Because strong non-
linearities, displayed by turbomachinery and the large operating areas of most installations (for
instance at start-up) cannot always adequately be handled by linear MPC, one of the goals of
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this study is to implement certain approaches to non-linear MPC which are, however, still
based on linear optimisation.

Although Primacs was originally designed for linear MPC, the flexible, modular structure
allowed us to implement our own models and MPC configuration. We implemented two con-
cepts: non-linear prediction and successive linearisation. Within successive linearisation, a
non-linear model is used to provide every sample an updated linear model that can be used for
prediction and optimisation. Non-linear prediction means that a non-linear model is used for
prediction over the prediction horizon that is combined with a linear model to optimise the
future inputs. Of course, in the latter case, both approaches can be combined when the linear
model is successively linearised. The controller models for prediction and optimisation are
referred to as the internal prediction model and the internal optimisation model respectively.

A third non-linear approach that we made available, is to use a successively linearised model
for prediction and optimisation, while the original non-linear model serves to predict the
model outputs only one-sample-ahead. This latter model we refer to as the internal observa-
tion model. This observation model plays an important role in the filter. It is especially this
third approach that we have investigated.

Because of inevitable model mismatches and measurement noise or errors, a filter is required
to correct the prediction of the internal model towards the actual process measurements. In our
implementation we tested the first order integrating (output disturbance) filter. In this filter, a
number of extra state elements track the offset between process measurements and model pre-
dictions. The non-linear one-sample-ahead observation model avoids that linearisation errors
need to be included in the correction.

The first order filter performs well as long as all controlled outputs can be measured (or accu-
rately reconstructed by other measurements) as well. When this reconstruction fails, the first
order filter cannot correct the model predictions accurately and the controller performances
degrades. A special reconstruction problem arises when an unmeasured output is a static
function of (measured) states and this function is only valid for the originally values of these
states and not for the corresponding measured process values. For this case an augmented
Kalman filter, that updates the model states instead of the outputs, could be used.

8.3 Application of MPC on turbomachinery

We applied the MPC configuration to the laboratory gas turbine and to the generic compressor
station. For the gas turbine set-up the emphasis is on real-time implementation. Compressor
station control is quite complementary because of the surplus of degrees of freedom that par-
allel connected compressors possess. The MPC results for the compressor station are re-
stricted to simulations. In both cases, we defined rather straightforward control objectives as
set point and trajectory control, combined with constraints on inputs and outputs.

Laboratory gas turbine ~ We succeeded in a real-time implementation of MPC on the labo-
ratory installation. The sample interval was limited to 1.5 seconds. Within the applied sample
interval, the successive linearisation approach could be implemented. This approach is shown
to be a useful and powerful extension to linear MPC. It is expected that other non-linear ap-
proaches (besides non-linear prediction also the ultimate non-linear optimisation) will hardly
contribute to an improved performance.
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The performance of the presented MPC configuration is good. Both steady state set point
variations and transient tracking of reference trajectories are performed well. Constraint limits
are observed and hardly violated and the influence of tuning parameters like weighting factors
and length of horizons is well understood. The presence of model mismatches and distur-
bances is handled correctly by the filter.

Constraint handling appears to be a realistic advantage of MPC for control of turbomachinery.
It is emphasised that most “conventional” controllers cannot deal with constraints at all, espe-
cially not when constraints (like surge and expander temperature) are not on controlled out-
puts. For the gas turbine installation, surge and expander temperature constraints are reached
frequently. Also (move) constraints on the inputs strongly influence the controlled operation.

Anticipation has been studied in detail. Anticipative behaviour appears to be strongly related
to the relative size of the control horizon with respect to the prediction horizon. Sub-optimal
solutions are an inherent consequence of differences between these two horizons and cause an
“inverse” controller response.

Two remarks on the performance can be made. First, the reconstruction of mass flow through
the compressor from measured data fails easily due to model errors or (systematic) measure-
ment errors. Indeed, this mass flow is a static function of the model states rotational speed and
pressure (ratio). This reconstruction problem enforced us to control the compressor mass flow
(and therefore the distance to the surge line) in open-loop, that is, by the internal model value
only. We did not yet solve this reconstruction problem. Solutions may be found in modifying
the reconstruction of the mass flow, actually measure the mass flow or improve the filter de-
sign. The second performance problem is a temporary constraint violation of the measured
(process) expander inlet temperature during fast transients. As the controller is able to keep
the internal (filtered) model value within the constraint value, this appears to be a filter prob-
lem. The filter is not fast enough to compensate the mismatch of the expander temperature.
Indicated solutions are in a higher filter gain for this output, a faster MPC sampling time, and,
of course, in an improved modelling of the (dynamic) combustion efficiency.

Compressor station  The application of MPC on the compressor station indicates the pro-
found opportunities that MPC offers for this control problem. Especially, the dealing with
interaction between all control inputs and controlled outputs in combination with perfect con-
straint handling and dynamic optimisation is shown to potentially improve the performance of
the station. Moreover, MPC offers opportunities for anticipation to future set point changes or
disturbances and the application of relevant optimisation criteria like power minimisation.

In our MPC configuration we have integrated surge and capacity control. In simulations we
showed that the performance of the MPC controller strongly depends on the selected control
options and tuning parameters. We have compared two different load patterns of the station
and two different load balancing strategies. The applicable load pattern depends on the usage
of a compressor station. The, in industrial control commonly applied, equidistant-to-surge
load balancing controller can be implemented, but other load balancing strategies provide op-
portunities to minimise power input to the station. Several control options like recycle flow
minimisation, dynamic minimum power reference, and an additional set point on the pressure
in the header are investigated. In a preliminary conclusion, a dynamic minimum power refer-
ence, combined with a low-weighted set point on the header pressure gives promising results.
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Constraint handling is one of the outstanding advantages of MPC for compressor station con-
trol. It is shown that surge can be avoided and that boundary limits on the pressure in the
header or on the rotational speed can be guaranteed. Also input (move) constraints can be suc-
cessfully taken into account. Anticipation appears especially useful for compressor stations
when future load changes or disturbances can be predicted. Future research on compressor and
gas supply networks need to be done to take the “environment” of the compressor station into
account.

An inherent problem of the compressor station is that the optimal operating point cannot be
determined from a dynamic optimisation starting from an arbitrary operating point. We rec-
ommend, therefore, that the dynamic optimisation is supported by a “steady state optimisa-
tion” that determines the optimal operating point of the station prior to a dynamic optimisation
towards the new optimal operating point. Another useful extension of MPC is a discrete opti-
misation in the controller. A hybrid optimisation allows to include a scheduling of switch on /
switch off of compressors within the dynamic optimisation of the operating point.

8.4 Consequences for industrial systems

In this thesis, MPC has been tested by a real-time implementation on the laboratory installa-
tion and by simulations on a generic compressor station. Both tests have been restricted to the
particular geometry and response times of the laboratory set-up.

The consequences for industrial control systems are not immediately clear. Most industrial
configurations and control objectives, including electrical generators and their load patterns,
can be easily introduced into our modelling. The same type of dynamics and constraints hold.
Surge is a potential danger for all compressors and also the expander temperature is con-
strained' for tripping and lifespan conditions. Also relevant optimisation criteria can be in-
cluded in the MPC controller configuration. Indeed, the geometry and the response times of
industrial systems may be different, which may cause problems in available computation
times when large or complex models need to be included in the controller. Likely, however,
the time constants of the dynamics of large scale installations are lower, so very small sample
intervals may not be required. Moreover, a promising concept may be in a hierarchical con-
troller implementation. Then, MPC is not used as the primary controller, but only computes
the set points for local controllers. The sample interval of the MPC controller may be larger,
allowing more complex models and optimisation criteria.

8.5 Recommendations

We find that MPC is a challenging, new control strategy both for gas turbine installations and
for compressor stations. We conclude that MPC serves well on turbomachinery and is prom-
ising for industrial applications. More research, both in simulations and in experiments, lead-
ing to real-time implementation of MPC to (industrial) turbomachinery configurations is rec-
ommended. The following suggestions for future research are made:

In industrial gas turbines and aero-engines, the expander inlet temperature constraint is often replaced by
a constraint on the expander outlet temperature. Because of the extremely high inlet temperatures, the
outlet temperature is better measurable.
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First, we recommend to investigate some particular problems we encountered in this study
that are not completely solved. These include the search for opportunities to improve the re-
construction of the mass flow through the compressor or to avoid this reconstruction, the in-
teraction between components and the influence of this interaction on the (original) charac-
teristics, the modelling of the dynamic combustion efficiency, and the proper determination of
the components (polytropic) efficiencies.

Second, we recommend to extend the laboratory installation with fast and accurate control
valves, especially on the blow-off, and with steam injection. Combined with appropriate
model extensions and renewed validation, dynamic experiments and fast control experiments
that challenge the dynamics of the system and the filter should be performed.

Third, we recommend to investigate the use of further reduced models. Some (physical) re-
dundant states may be eliminated or black-box parts may be included. Also mathematical
model reduction techniques may be taken into account. Reduced models may further reduce
computation times and therefore aid to decrease the MPC sample interval and increase the
controller performance. Reduced models may also ease model validation as not all physical
parameters (redundant in mass flow, efficiency, pressure drop etc.) need to be determined but
only a fixed number of “structure” parameters.

Fourth, we recommend some extensions to MPC. In the first place it is worthwhile to imple-
ment the augmented Kalman filter to study its performance on the laboratory installation.
Further we mentioned the inclusion of a mixed integer optimisation problem and the intro-
duction of a steady state optimisation in the compressor station case.

Finally, we recommend to study the opportunities of model based active surge control. In this
thesis, we focused on surge avoidance, as surge was regarded a static instability. In closed-
loop control, however, it is possible to modify the dynamic behaviour of the compressor and
to prevent surge (and to enlarge the operating area of the compressor) by means of (dynamic)
inputs to the system. This approach is referred to as active surge control.
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A.1 Gas turbine preliminaries

Compression and expansion in a gas turbine are partly irreversible processes. Figure A.1 pres-
ents a T-s diagram of a simple gas turbine cycle which include non-isentropic compressor and
expansion. The ideal or isentropic temperatures are marked with an accent. In the same figure
the influence of a pressure drop (p; -p3) between compressor outlet and expander inlet is in-
cluded. The temperatures without pressure drop are marked with an asterisk. From this dia-
gram the isentropic efficiency of compressor
and expander can be defined as:
Ne,isen = ol and Nt isen = L TL%
-1

re-

L-T
spectively. From these definitions the actual
temperature difference over the compressor
and the expander can be computed from:

¥-1
e
Ty-Tj=—1— [”2] " _1|and
T]c,isen 14|
y-1

Pg | ¥
-Ty = Ny, isenl3 1_(_j

P3
For turbomachinery often a polytropic defi- S

nition of efficiency instead of the isentropic figure A1 : T-s diagram of a simple gas turbine

cﬁ:ﬁmtlon is applied. The reason for this is cycle including non-isentropic compression and
t f“t one constant efflclency can be deter- expansion and a pressure drop between com-
mined for a compression or expansion proc- pressor outlet and expander inlet.

ess even when this process consists of multi-
ple stages over which the isentropic (stage)
efficiency will not be constant. A polytropic state transformation is defined by:

T
o) = constant (A1)
{%7)

p

with 1 the polytropic efficiency. According to this definition, the actual temperature ratios
over the compressor and the expander can be determined as

i A

respectively. The corresponding polytropic efficiencies of compressor and expander are
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T.
ln(&] ln(—BJ
pi Ty

v-1
Ne=—"" and nt=7’y — (A3)
Y ) -1 (ps
In| - In| —
U P4
The corresponding power required by a compression process is determined by
(=)
. . Me
P, = mcCp,C(TTTl) = 11, T [’;2] -1 (A4)
1
while, analogous, the power delivered by an expansion process is determined by
[ﬂz(Y‘l)J
. . Y
P, = thp’,(T3 -T4) = m,C,p T 1—[?4 (AS5)
3

A.2 Compressor characteristic

Figure A.2 presents the original compressor characteristic of the BBC VTR160 turbocharger
according to the graphical representation provided by the manufacturer. The compressor

original compressor performance map
3 T T T

pressure ratio
[

10 0.2 0.4 0.6 0.8
volume flow

figure A.2 : Original compressor performance map.

(total) pressure ratio Prat (-) is plotted versus the volume flow 1% (m*/s) through the com-
pressor for various values of the rotational speed N (rev/min). In the original map, the pressure
ratio and the volume flow are both referenced to air of a temperature of 288 (K), and a pres-
sure of 1.0 (bar). The normalised density of air at this pressure and temperature is 1.2 (kg/m3).

Figure A.3 compares our mathematical fit of the compressor characteristic to the data from the
manufacturer. The fit is based on a second order polynomial fit:

Prat=22 = A(N)V? + B(N)V +C(N) (A6)

P1
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for any rotational speed within a range from 15000 to 42000 rev/min. The extremes of the
parabolas are fixed on the surge line. The coefficients A(N), B(N), and C(N) are determined
by sixth order polynomial fits over the complete range of rotational speeds. This approach
leads to a satisfactory description of the compressor performance map. In figure A.3 points
obtained from the original graphical representation of the performance map at a constant rota-
tional speed are plotted in crosses '+, while the mathematical fit of the corresponding rota-
tional speed curve is drawn in solid lines. The dashed line shows the actual surge line accord-
ing to the manufacturer, while the solid “surge line” shows the surge line according to the fit
as the linked maximums of all curves of rotational speed.

original compressor performance map
3 « ; :

pressure ratio
N

1.5

1O 0.2 0.4 0.6 0.8
volume flow

figure A.3 : Mathematical fit of the compressor performance map.

Within the operating range of the compressor, the accuracy of the fit is rather good. The fit is
limited for high (42000 rev/min) and low values (15000 rev/min) of the rotational speed. The
parabolic shape of the rotational speed curves does not match the choking behaviour of the
compressor characteristic: in the real map, the pressure gradient at higher mass flow becomes
very steep due to break-away of flow and dropping efficiencies. The parabolic shape cannot
represent this behaviour. This does not compromise the use of the fit since operating in the
choking area of the compressor is excluded in normal operation of the gas turbine. The ex-
pander is more likely to choke and due to the reverse pressure gradient in the expander this
does not influence the pressure gradient or efficiency of the expander. The parabolic shape can
also not follow the almost flat lines of constant rotational speed near the surge line leading to
small deviations in the fit over the whole curve. Although these deviations are rather small,
their influence is significant because of the ill-conditioning of the characteristic.

The maximum allowable rotating speed of the turbocharger has been limited to 35000
rev/min. This speed corresponds to a pressure ratio of about 2.25.
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AN) BN C(N)

1 2.77309428403675e+001  -1.45197329098387e+002 7.25717433841597¢+001

N -1.15180363512399¢-002  +4.04918186433896e-002 -1.86190895383627¢-002
N*2  +1.57304616982506e-006 -4.52872638270511e-006  +1.95883720952405¢-006
N73  -1.058110041784e-010 +2.60954693821889¢-010  -1.06175287530094¢-010
NM +3.72374699463208e-015  -8.11642530137263e-015  +3.10922060166141e-015
NA5  -6.51912048495668e-020  +1.28243058048326e-019 -4.61132963429711e-020
N76  +4.36553159400385e-025  -7.88466994246646e-025  +2.63995234246694e-025

table A.1 : coefficients for the parabolic curves

A.3 Scaling compressor characteristic

In general, three dimensionless numbers are used to represent the flow and the rotational
speed in the compressor characteristic. Besides the obvious dimensionless parameter p, / p;

m|RT,
2

D7 p;

. . . ND
these are a dimensionless mass flow and rotational speed f .

iR

For a constant characteristic diameter D and a gas constant R, that is always the same com-
pressor and the same fluid composition, these dimensionless numbers can be simplified to the

T
P1

N
following semi-dimensionless parameters and F respectively.
1

Scaled to a fixed reference temperature (of 288 K) and pressure (of 1.0 bar) they may be writ-
ten like normalised numbers:

288 and N = N
n [T
10 288

These numbers can be used to transform the real or actually measured properties to properties
that can be compared with those used in the original characteristic. Consider the following
definitions:

(A7)

normalised  actual original characteristic
Mass flow m [-] m [kgls] vV [m¥s]
Rotational speed | § [-] o [rev/s] N [rev/min]

P2 Ly
Pressure ratio n D, Prat [-]

table A.2 : Scaling notation.

Note that V is the volume flow according to the original characteristic, that is, fixed to the
reference conditions, it is not equivalent to the actual mass flow. We assume that the actual

mass flow 7 (kg/s) is the original characteristic volume flow V multiplied with a scale fac-
tor:
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Pi
o
288

m=V

12 (A8)

The pressure p, is in [bar] and therefore the reference pressure of 1.0 bar vanishes. The nor-

mal density of air is 1.2 kg/m®. Furthermore, the actual rotational speed @ [rev/s] is assumed
to equal the rotational speed N multiplied with a scale factor:

m—NJILi (A9)
Y288 60 :

This scaling implies that at a higher value of the inlet temperature 7; the same mass flow cor-
responds to a higher volume flow in the characteristic and a correction to a higher rotational
speed. This is in line with a decreased density at a higher value of the inlet temperature, to
cope with the higher volume flow. Both mass flow and rotational speed are corrected by the
square root of the temperature. The inlet pressure has similar effects though opposite to the
inlet temperature since an increase of inlet pressure corresponds to a higher inlet density.

The compressor mass flow characteristic is presented in figure A.4 for different ambient con-
ditions when the scaling rules are applied to the original volume flow of the compressor map.

original compressor performance map

T

<<<<< pin=1.0, Tin=288' S
e e

-
(2]
T

Compressor pressure ratio

6.1 02 03 04 05 06 07
mass flow compressor [kg/s]

figure A.4 : Influence of scaling parameters on
the compressor performance map.

Mass flow from pressure and rotational speed  When the actual compressor mass flow is
computed from the actual pressure p, over the compressor and the actual rotational speed ®

of the turbine shaft, this implies that the following steps are executed:
1. The actual compressor outlet pressure is corrected to match the pressure ratio of the origi-
nal characteristic:

Prar=-Y2 (A.10)
Pamb

2. The actual rotational speed is corrected to match the original characteristic:

N =w60 288 (A.11)
Tamb
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3. The volume flow according to the original characteristic is computed from the mathemati-
cal fit using Prat and N:

i _ =B~ [BV)B(N) ~ 4A(N)[C(N) = Prar]

A.12
2A(N) ( )
4. This volume flow is corrected to the actual mass flow according to:
=V -Lamb_1o (A13)
Tomb
288

The almost flat rotational speed curves near the surge line cause an ill-conditioned character-
istic. It is difficult to reconstruct the mass flow from (measured) pressure and rotational speed.

Pressure ratio from mass flow and rotational speed  The inverse computation of the ac-
tual pressure ratio from measured (actual) mass flow and rotational speed is used to present
and compare measured and simulated results. This procedure does not reflect conditioning
problems. The following scaling steps are required:

1. The actual rotational speed is corrected to match the original characteristic:

288
N=w60 (A14)
Toamp
2. The actual mass flow is corrected to the volume flow of the original characteristic:
Vo™ (A15)
Pamb 12
Tamb
288
3. The pressure ratio according to the original characteristic is computed from the fit:
Prat=A(N)V?+B(N)V +C(N) (A.16)
4. The actual pressure ratio or the actual compressor outlet pressure is computed:
P2 _ prat p,,, (A7)

151

A.4 Expander characteristic

The original expander performance map in figure A.5 presents the dimensionless flow coeffi-
cient o, versus the pressure ratio over the expander.

2 3
o, = 0.082815 + 1.167342(&] - 0.476851(@j + 0.088298(@] - 0.006181[&
P4 P4 P4 P4

(A.18)

This pressure ratio is actually defined as the total pressure before the expander over the static
pressure after the expander. The flow coefficient is a dimensionless mass flow. In figure A.5
the fourth order polynomial fit ( A.18 ) of the original graphical map is presented. According
to the manufacturer, the actual mass flow is related to the flow coefficient by formula ( A.19)

Ne—
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in which o, is the flow coefficient and S,.r is the area measure of expander and nozzle ring
with a fixed value of 21.1 cm®. The performance map in which the explicit mass flow is plot-
ted versus the pressure ratio is presented in figure A.6. The expander inlet temperature then
becomes an additional parameter for the characteristic.

Y+1

2
{@gj v (f_o;] Y
P4 P4
2y
1 RT;

m = (szresTpojv]O (A.19)

original expander performance map

original expander performance map
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figure A.5 : Original expander performance
map

figure A.6 : Expander mass flow characteristic

A.5 Mass flow corrections compressor and expander

In Chapter 4 the mass flow correction for the compressor and expander are discussed. A cor-
rection appears necessary since the mass flows through both components should be equal in a
stationary operating point. Both mass flows are corrected towards the actually measured mass
flow through the orifice. In this section the procedure by which the correction factors are ob-
tained is discussed. The procedure uses a data set of 20 stationary operating points scattered
over the whole working area. This data set has been introduced in chapter 4.

Compressor correction  The mass flow through the compressor is determined by the fit of
the compressor characteristic. This fit consists of parabolic curves for constant rotational
speed ( A.6 ) for which the top has been fixed to the surge line. The mass flow is computed
according to (A.12 ) and (A.13 ) as

the = £(N, py,p1,T) (A20)

The compressor characteristic fi is corrected. The correction consists of two parts (note that

these two correction steps are additional to the already applied scaling correction for the am-

bient conditions).

1. The effective rotational speed is decreased, so that the corresponding mass flow for the
same input rotational speed and pressures are lowered. This is accomplished by multiplying
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the actual rotational speed N with a scale factor N_scale before the parabolic coefficients
Ao (N), B, (N), and Corg (N) are computed from to the original values of table A.1.

2. The resulting coefficients Aprg and B, are multiplied by a factor ab_corr that adapts the

steepness of the parabola. In order to keep the top of the parabola on the (original) surge
line the coefficient Corg is multiplied with the factor
Borg 2

c_corr = *——(ab_ corr—1)+1 (A21)
4A0rg Corg

The correction factors N_scale and ab_corr are determined from a fit procedure. Since both
factors are closely related and the problem is badly conditioned, we have tried the following
procedure: We started with ab_corr-= 1.0, that is, no correction. For each stationary point in
the data set an optimal value of the factor N_scale can be found. These values are presented in
figure A.7 as N_scale_start. We correlated these correction factors to a (preliminary) quad-
ratic fit of the actual rotational speed (not shown). Then, applying this fit of N_scale we did
the same for ab_corr. The optimal values for each operating point are presented as
ab_corr_start in figure A.8. Clearly, these values are hard to correlate to the rotational speed.
Moreover, inherent to the correction principle, this factor is extremely bad scaled near the
surge line. Therefore we choose to find a constant ab_corr. Finally, using the indicated start-
ing values, we have optimised the quadratic coefficients of N_scale along with the constant
value of ab_corr over all data points resulting in the final factors N_scale and ab_corr that are
indicated in figure A.7 and figure A.8. The result of the compressor mass flow correction is
presented in figure A.9.

N_scale = ((142.064*N-130.10838)*N+10.3207083)*N+0.755338013 ( A.22)

ab_corr = 3.697263364 (A23)
0.97 - 10
R %
C B / . . 9l - - .ol Lo - - o4
0965+ - - - T 4o .
"@" : . Eﬂﬂ ' ;3_7A71oab_corr_slart;___;____-___
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figure A.7 : Compressor map correction factor figure A.8 : Compressor map correction factor
N_scale. ab_corr.
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figure A.9 : Compressor map mass flow correction.

Expander correction  The mass flow correction of the expander mass flow to the orifice
mass flow is very straightforward by a correction factor that is a function in the rotational
speed divided by the square root of the (uncooled) expander inlet temperature. This correla-
tion is presented in figure A.10.

2
N N
mt_factor_fit = 0.00018103*%| —=— | -0.013827948 ——+1.144389627( A.24 )
N N2

The result of the expander mass flow correction is presented in figure A.11. Since the correc-
tion is a function of both rotational speed and expander inlet temperature, the performance
map is now also a function of both:

mt=f(p3,p4,T3,N) (A25)
1.02 . - 0.6
1014 - B0 - - . 37055«1.
N Vs ; 2 . h . ) N .
g 11----" M 2 051 - - - e e - B
Sogef - - e oo 20454 - - e
£ 008 ' e ' 7Ryt Y. <A S
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figure A.10 : Expander map mass flow correc- figure A.11 : Expander map mass flow correc-
tion factor. tion.

A.6 Compressor and expander polytropic efficiencies

The compressor and expander (polytropic) efficiencies must agree with the power balance
between compressor and expander. The experimental data gathered in experiments is analysed
in a spreadsheet. We use the same data set as in the previous section. Apart from the efficien-
cies, also the cooling system plays an important role in the power balance. In this section we
presume that an explicit, algebraic, function of the cooled expander inlet temperature is avail-
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able in terms of the mass flow through the turbine, the expander inlet pressure and inlet tem-
perature.

T; =f (rit,, p3, T3, heatfact) (A26)

The additional parameter heatfact can be freely chosen as a heat exchanging surface correc-
tion factor. A correction factor is very well acceptable since the geometry of the cooler is only
roughly estimated.

Polytropic compressor efficiency =~ We assume that the polytropic compressor efficiency
can be reconstructed from the measured temperature 75 . For purpose in the simulation mod-

els, a mathematical correlation between this temperature and the pressure ratio over the com-
pressor has been derived and depicted in figure A.12.

ne = f(prat,) (A27)

In figure A.12 the relatively large scattering between fitted and measured efficiencies is em-
phasised, while in figure A.13 the causing temperature differences appear to be very small: the
compressor efficiency is a very sensitive parameter that can hardly be reconstructed from a
single temperature measurement.
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figure A.12 : Measured compressor efficiency figure A.13 : Measured and reconstructed com-
and fit. pressor outlet temperature.

Polytropic expander efficiency  The isentropic expander efficiency is given in the original
characteristic and well described by the following polynomial in the pressure ratio over the
expander:

My isen = ((~ 000048 prat, —0.003704) prat, —0.009924)prat, +0.788052 (A28)

We adapt this efficiency into our analysis as a starting point for the actual expander efficiency.
First the isentropic efficiency must be corrected towards the polytropic efficiency by the fol-
lowing conversion. The resulting original efficiency is plotted in figure A.14 together with the
measured efficiency that is computed from the measured temperatures T3 and T .

In stationary operating points, a specific power balance equation must hold

~1|=C,,T3 1—(1)3 (A.29)

P2
C, || —=
p,cl(p1
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In this equation, the mass flows and the polytropic efficiencies for the compressor and the
expander are already determined by the previous assumptions. The parameter heatfact (and

the resulting temperature T3* ) is still undetermined. This parameter can now be chosen a con-
stant value by optimising equation ( A.29 ). The value of this parameter is 2.0.
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figure A.14 : Original and measured expander figure A.15 : Original and fitted expander effi-
efficiency. ciency.

Finally, the polytropic efficiency over the expander is corrected by applying a new correlation
to equation ( A.29 ) in which the constant value for heatfact has been substituted. The result-
ing efficiency fit ( A.30) is plotted versus the original efficiency in figure A.15.

n, = f(prat,) (A30)

We have chosen to adapt the polytropic efficiency as a function of the operation area rather
than the parameter keatfact. Several arguments can be employed to support this choice. First,
it is physically more correct to apply a constant parameter heatfact since it is meant to be an
area correction factor: Influences over the operation area are already modelled in the cooling
system by the appropriate Reynolds and Nusselt relations. Second, when the parameter heat-
fact is varied over the operation area, its value varies from -1 to 4, which is not acceptable. A
final argument can be found in the resulting polytropic efficiency, which shows a remarkable
correspondence to the efficiency that is determined by the measured temperatures. The re-
sulting value of 2.0 for heatfact is physically acceptable since it corresponds to an area cor-
rection factor.

A.7 Matching of compressor and expander

Stable operating points of the turbocharger in the laboratory installation can be found from a

matching procedure of the characteristics. This procedure can be summarised by:

1. Select an operating point in the compressor characteristic as an initial point.

2. Determine (or otherwise estimate) the polytropic compressor efficiency from the basic cor-
relation M, = f(pratc) (A27).

3. Compute the temperature rise in the compressor and the power required for the compressor
to operate in the initial working point:

(v-1)
7 =T{%}”“ and P, = m,Cpo(T3-T1) (A31)
1
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4. Estimate the pressure losses in the system (and in the flue gas duct) and determine the pres-
sure ratio p3/ps over the expander.
5. Determine the corresponding flow coefficient in the expander characteristic and compute

the required expander inlet temperature T3* and mass flow through the expander to fulfil

this coefficient.
6. Determine (or otherwise estimate) the polytropic compressor efficiency from the basic cor-

relation 1, = f(pratt) (A30).
7. Compute the expander outlet temperature 74 and the power developed in the expander:

(v:-1n,

Ty =Ty 24| T
P

and Py =iy C (T3 ~T5) (A32)

8. A power balance holds. Compare the amounts of power required by the compressor and
delivered by the expander. In any case these are not (about) equal, in step 1. another work-
ing point (for instance another pressure ratio and mass flow on the same constant speed
curve) must be selected and the procedure must be repeated.

Obviously a dynamic simulation model converges to a stationary operating point for a pre-
scribed power input and included pressure drop relations. The difference between the actual
combustion chamber outlet temperature and the expander inlet temperature is then included by
the expander cooling.

A.8 Control valve characteristics

In general two types of control valves are used, valves with a linear and valves with an expo-
nential or logarithmic characteristic. For a linear characteristic the Kv value is proportional to
the valve (seat) position S and obtains its maximum value at fully opened position: Kv =cS.
For a logarithmic characteristic, the value is proportional to its derivative to the valve posi-

dK
tion: Kv :cd—Sv. Logarithmic characteristic offers improved control performance at small

valve positions. For this reason, the fuel valve has been selected logarithmic, while the blow-
off valve and the throttle valve have linear characteristics.

Note that because of the empirical character, the Kv-relation is not exactly equivalent to a
Bernoulli equation. The Kv-relation can be written as a frequently used semi-dimensionless
mass flow [Econosto, 1992]:

my Ty _&Jpn Pout (1_ Paut] (A.33)

Pin 7 Pin

in

The resulting mass flow through the control valve is shown in figure A.17 as a function of the
actual Kv value and the pressure ration over the valve. Clearly, the transition from subcritical
to super critical flow at a pressure ratio of 0.5 can be seen.
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figure A.16 : Control valve characteristics. figure A.17 : Semi-dimensionless mass flow as a

function of the actual Kv value and the pressure
ratio over the valve.

A.9 Orifice characteristic

An orifice causes a pressure drop in a pipe line due to an acceleration of fluid at a sudden con-
striction (the orifice). This pressure drop is a measure for the volume flow of the fluid through
the orifice. When the local density of the fluid is measured, also the mass flow is available.
For the design specifications of the orifice in the laboratory set-up, please refer to [Essen,
1995]. Since the design is according to [NEN3005, 1972], the mass flow through the orifice
can be expressed by

MR oy

Ap
p

i = (xe%dz,/ZApp (A34)

mass flow through the orifice[ kg/s ]

flow coefficient [-]
expansion factor [-]
diameter orifice [m]
pressure drop [Pal]
inlet fluid density [kg/m® ]

According to [NEN3005, 1972], the expansion factor € and the flow coefficient o are deter-
mined by empirical relations as a function of the orifice geometry and the appropriate Rey-

nolds number:

A
e=1-(041 +o.3534)—p (A35)

in

B(3.D)

Rey

(A36)

o = A(B, D)+
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in which D is the diameter of the pipe in which the orifice is mounted, B is the diameter ratio
d/D, x is the pipe’s average surface roughness, p;, is the pressure in the pipe before the orifice,
and Rep is defined as (with 7 is the dynamic viscosity [N s/ mz]):
pUD 4m
R = — = — .

€p n 'J'CD’]’] ( A.37 )
For the design geometry (d = 0.0789 m, D
=0.1615m, B = 049, m = 2.3 105, x =
0.05), A = 0.6208 and B = 243.8, both un-
der the mild condition that 5.5 10* < Rep, <
10". Although the determination of the ex-
pansion factor € and the flow coefficient o
is an iterative procedure, the variations
with Reynolds are so small that constant
values can be used in the mass flow com-
putations. In this thesis the following val-
ues have been used: For the flow coeffi-
cient o0 = 0.622, and for the expansion fac-
tor £ = 0.9877.

pressure drop [kPa]

In figure A.18 an illustration of the pres-
sure drop vs. mass flow relation over the
orifice is presented. This curve has been
created by different amounts of compressed figure A.18 : Pressure drop vs. mass flow rela-
air (with a constant temperature of 288 K). tion for the orifice examined at different rates

Of course, when the inlet temperature Of compressed air flows with a constant tem-
perature (288 K).

0 0.2 0.4 0.6 0.8
mass flow orifice [kg/s]

changes significantly, this curve does no
longer reflect the actual mass flow/pressure
drop relation.

It is interesting to determine the accumulated (measurement) error in the mass flow computa-
tion. In [NEN3005, 1972], the following formula is used:

B ERORbUROE R

(A38)

GD 0.05 mm
D D mm

O4 0.05 mm

=0.0003, and =0.0006, suppose the accu-
m

Wlth —% = 0.003,
o

c Sy
racy of the measurement instruments is 1 %. Then Ai =001, £ - 001, T =001, and
D p

2 2 2 2
c c c c
(approximately) —& = (—p] +(91) =0.011, and e _ |22 +(ﬂj ,
p p T € )4 Ap
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With these data, ( A.38 ) gives a measurement error 1, of approximately 5% on the mass
flow according to

‘cm:[2%+’cadd) (A39)

in which an additional tolerance T,4q of 0.25 % is added due to design restrictions. When how-
ever, the accuracy of the measurement instruments drops to 5% (for instance due to low mass
flows and low pressure drops), the measurement error in the mass flow rises quickly to 20 %.

A.10 Fuel supply characteristic

In figure A.19 the measured pulse frequency of the natural gas flow meter is presented. Al-
though the fuel control valve has an exponential characteristic, the valve appears to be linear
within the used operating area (an opening between 0.2 -0.4). From these pulses a straightfor-
ward conversion to mass flow of natural gas is made by

freq
250
in which 0.833 is the, assumed constant, density of the natural gas and 250 is the conversion

factor from frequency to volume flow. In figure A.19 also this mass flow a is presented. A fit
of the Kv value of the linear characteristic has been derived:

i 01 = 0833 (A40)

KVfuel =0.,04+180 Sfuel (AA41)
0.0085 28 0.01
4 : : // ; o fuel_flow,_fit
0.008 + c e A L 2.6
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00075 1 {"*~mass flowfiti, . . "/ 1o, g 0.009 + - e S C A
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= 0007 - - - - R . 22 3 )
S 2g = 0.008 1
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5 S o 2
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figure A.19 : Measured pulse frequency and

20: fuel 1 d
mass flow fuel and derived fuel flow fit. figure A.20 : Measured fuel flow compare

with fuel flow fit for the ‘““validation” data set of
Chapter 4.
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The corresponding mass flow fit is shown in figure A.19 according to the Kv relations:

Kv
= —M\/p—"&o“—t(pm - pout) for subcritical flow, i.e. (mj 205(A42)

70 10° T in
Kv
m= ﬂlgl’in Pu tor supercritical flow, i.e. (pout ) <05 (A43)
14010 Ty Pin

with fixed values of Tj, = 313 K, pi, = 3.0 10° Pa and p, = 0.833 kg/m’

Figure A.20 shows the same result on a completely different data set, that is, the data set used
in Chapter 4 to validate the model parameters.
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B Expander Cooling Modelling

The cooling water circuitry is designed to protect the turbocharger. An side effect is the cool-
ing of the expander inlet flow. The temperature of this inlet flow is measured as the outlet
temperature of the combustion chamber. It appears to be impossible to measure the tempera-
ture after cooling since this temperature may be fictive: it is the temperature that the turbine
experiences and that determines the power that the expander develops. Moreover, no physical
position can be pointed out where this temperature rules. The most reliable position is just
before the expander rotor but high velocities and possibly inhomogeneous distributions do not
allow the temperature to be measured straightforward.

It is possible to model the cooling system and to estimate the temperature after cooling. This
estimation can be validated from the power balance in experimental results. The first step in
modelling the cooling system is to transform the complex geometry of the turbine heat ex-
changer to a standard double pipe heat exchanger. Then the heat transfer coefficient that ap-
plies to this situation must be determined. Finally the cooled power and the temperature after
cooling can be computed.

B.1 Geometry of the turbine cooling system

The cooling system is located around the expander volute and can be recognised in the right
side of figure B.1. The cooling water is indicated by a set of black dotted lines.

723 €308 8605

8CEE 72
{8937 7 [

figure B.1 : Geometry of the cooling system of the turbocharger.

The complex geometry of the actual cooling shell is represented like a volute with the fol-
lowing dimensions:
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T (effective) radius expander volute shell 0.200 m
R outline expander shell 0.250 m
S wall thickness between gas and water 0.0080 m
S average thickness annulus 0.010 m

Which results in the corresponding geometry of a double pipe heat exchanger that is sketched
in the following two figures. In figure B.3, the cross-section of the double pipe heat-exchanger
is shown with the annulus concentric around the pipe and a wall thickness of s. In figure B.2,
the length of the configuration is represented.

water, tout =
i
I i
gas, Tiy N

figure B.2 : Double pipe heat exchanger.

ID,

water, ti,

gas, Tou D,

oD,

figure B.3 : Cross-section pipe
and annulus.

L length 2mr 1.257 m
OD, outer diameter pipe (combustion gas) R/m 0.080 m
ID, inner diameter pipe (combustion gas) Rim-2s 0.064 m
ID, inner diameter annulus (cooling water) R/t +2S 0.100 m

B.2 Determination of the heat exchanger coefficient

From the assumed geometry, the Reynolds numbers are for the gas flow in the pipe (index p)
and for the cooling water flow in the annulus (index a)

m, ID w D
Re, = PP and Re, = Ta_Ze respectively, (B.1)

p pAp v p Pada Vg

ID} - OD%
with D, = — 5 the equivalent diameter of the annulus and (B.2)
DP
1L 1

Ap= 1 IDIZ, and A, = Z(ID‘% - ODIZ,) are the appropriate flow areas. (B.3)

The corresponding Nusselt numbers are

h;-ID h .D
Nu, =%=0.023-Re‘},’5-?r,3,’1° and Nu, === =0023-Re?>. P10 (B4)
p a

for the gas flow being cooled and for the water flow being heated respectively.
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From these equations the convection coefficients A, and %, can be determined and the heat
exchanger coefficient

1 1 1 D,
—=—+— (with b, =h;——) (B.S)
U h, h, 0 ’ODp
resulting in:
oD D
U=—L2 =2 (B.6)
Nuyk, — Nugk,

B.3 Temperature after cooling and cooled power

Under the assumption of counter flow, the cooled power for the double pipe heat exchanger is
equal to [Janna, 1988] @=U-A-LMTD with A=LnOD » the overall heat exchanging sur-

face and

(Tin 'tout)_(Tout _tin)

LMTD = (B.7)
[Tz —lout ]
Inf —=
Tout —tin
the logarithmic mean temperature difference. This cooling power equals
0 =11,Cp p(Tous = Tin) = 11,C p 4 tin — tour) - (B.8)

When the mass flows, the heat capacities, and the inlet temperatures of both cooling water and
gas being cooled are known, analytic expressions for the outlet temperatures and for the cool-

U-A-(P-1)
1,Cp g

. . . MgCp.a
ing power Q can be derived. With P=——F—

MpCp,p

and K = an analytic expression

for the cooled temperature is:

_ Tiu(P—1)= Pt (1-exp(K))
out = Pexp(K)—-1

(B.9)

This expression can be written as an explicit function of T, = f (rhp,U ,Tin) for constant

values of 7, , t;, and the heat capacities.

The geometry of this double pipe configuration has been roughly estimated from the complex
turbocharger geometry. In the simulation therefore a correction factor may be applied. We
apply a constant factor heatfact to the overall heat exchanging surface A. The value of this
factor should be determined from experimental results. The analysis is discussed in section
B.S.

The same approach is valid when not the temperature after the heat exchanger but the inlet
temperature is unknown when the outlet temperature is measured. This is the case for the ex-
pander outlet temperature. The exhaust temperature is measured and this is in fact the cooled
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temperature of the temperature just after the expander rotor. Under the same assumptions an
analytic expression for the temperature before cooling is:

I ot (Pexp(K)—1)+ Pt;, (1-exp(K))
in = P-1

(B.10)

For reasons of simplicity, the same geometry is proposed for this heat exchanger. Strictly, it is
not possible to model the expander outlet cooling as a double pipe heat exchanger like the
inlet cooler. The estimated cooling cannot be accurate enough to predict the expander’s poly-
tropic efficiency and the corresponding power developed by the expander. Therefore, we will
not apply a cooling after the expander in the model. Instead, we will prescribe the expander
efficiency from the original characteristic and correct the power developed by the expander by
the inlet cooling only. This means that the measured outlet temperature of the expander (the
exhaust temperature) will be neglected.

B.4 Thermodynamic data

In the computer code basic linear and polynomial fits for the thermodynamic properties are
used. The data is from [Janna, 1988]. The purpose of the fits is to account for some variance
in conditions and does not need to be very accurate. The composition of the combustion gas-
ses for instance is neglected and the data for air at standard pressure is used.

In the following six graphs, the kinematic viscosity, the thermal conductivity and the Prandtl
numbers of cooling water and combustion gasses are shown. The fits used in the computer
code are presented below.

‘—.—-kinematic viscosity cooling water fit ! —@— kinematic Viscosity air - fit —e—themal conductivity cooling water ———- fit I
1.80E-06 1.40E-04 0.68
1.60E-06 - 1.20E-04 0.66 + /'
1.40E-06 1 0.64 +
120806 P 1.00E-04 1 0624
1.00E-06 + 8.00E-05 7 0.6 +
8.00E-07 6.00E-05 4 058 1
6.00E-07 > 056 &
4.00E-07 + > 4.00E-05 - 0.54 b
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V, = (1.242-0.0132*(Teooiwater,in-273.)) / 1.0E6; Vp=(-42.9632+0.1605*T,») / 1.0E6;

l—.——thermal conductivity air K' [+ Prandtl number cooling water —w——ﬁtw ]—0— Prandtl number air fit |
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ko = 0.571340.00135*(Tcootwater,in-273.);
k, =0.0126132142857144+5.55523809523809E-5* T} s;

Pro=40  or Pr,=8.7733-0.1%*(Tsootmarerin-273.);
Pr,=0.685  or Pr,=0.7712-3.7324E-3* T,;, +4.78205E-7* T,;, "2-1.7599E-10* T;;, *3;

B.5 Parameter heatfact and temperature profile

An explicit function of the heat exchanger coefficient in terms of the mass flow through the
expander, the expander inlet pressure and inlet temperature is derived according to ( B.6 )
when geometry and thermodynamic relations are substituted and a constant mass flow of
cooling water with a constant inlet temperature is chosen.

U = f(riy, p3.T3) (B.11)

The temperature after cooling is computed from the proposed double pipe heat exchanger con-
figuration ( B.9 ) with the additional parameter heatfact to be freely chosen as an heat ex-
changing surface correction factor. A correction factor is very well acceptable since the ge-
ometry of the cooler is only roughly estimated.

Teoo1 = f (n'%, r3.U- heatfact) (B.12)

In stationary operating points, this cooled temperature is equal to the expander inlet tempera-
ture T3*. During transients, however, the inertia of the heat exchanger should be taken into

account. In the lumped model this is done by a basic first order lag on the expander inlet tem-
perature with a time constant of 7, described by the following ordinary differential equation:

Ty, 1 .
727—(7}001—]13). (B13)

The value of the parameter heatfact has been determined from a data set of stationary operat-
ing points by the optimisation of the power balance along with the determination of the poly-
tropic compressor and expander efficiencies. Its optimal value appears to be 2.0 which is
physically acceptable because it is an area correction factor. All errors (geometry, heat transfer
rates etc. are lumped into this correction factor).

’

The parameter heatfact determines the temperature profile over the expander:

Tt,in > T:m > T:out > Tt,out or T3 > T;< > T: > T4 (B.14)
Ptin .. Prout
Tl‘in T\,uut

expander

figure B.4 : Temperature profile over the ex-
pander.
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C Model Equations

This appendix presents the lumped parameter dynamic simulation models used in this thesis.
In the first section, the governing conservation equations for a homogeneous, ideally stirred,
adiabatic volume are derived. The resulting set of equations is applied all the models. In two
subsequent sections the configuration, the full set of model equations, and the parameter list
for both the laboratory gas turbine installation and the generalised compressor station are pre-
sented. The appendix closes with a section on an alternative (instationary) momentum equa-
tion that may replace the static mass flow relations in both models.

C.1 Conservation equations for a homogeneous volume

The derivation starts with a formulation of the general energy conservation law [Bird, 1960],
stated in terms of enthalpy:

opH Dp
R (V-pHV)=(V-q)— (t: V) + 2L 1
Y (V-pHV)=(V-q)—(:Vv)+ Dr (C.1)
In which
Dp_9dp. op
Dr o ox (€¢2)

Under the assumptions that is gravitation is neglected, no heat is added or distracted and vis-
cous dissipation is neglected this relation equals
opH  dpvH Dp DH 1Dp

= +—= —=—= C3
ot x D TN p Dt ( )

when the continuity equation is substituted. When, however, a power flux ¢ [W/m2] through
the surface of the volume is included it is possible to account for heat losses or the addition of

combustion energy.
43

min / mout
— pTM—> |D,A,V
pinTin

L

figure C.1 : Homogeneous volume.

An ideally stirred volume is assumed as schematically drawn in figure C.1. This implies that
the pressure and temperature and, if relevant, the composition and heat capacity of the fluid,
are homogeneous within the volume. The outlet values of pressure and temperature are equal
to those within the volume, while the input temperature, pressure or composition may vary.
The input pressure, however, is accounted for in the incoming mass flow (one may regard this
as a momentum equation) so, consequently, the term dp/dx is neglected over the volume.

Then, under the assumption of an ideal gas, with H = C,T, the energy equation reduces to
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oT oT 8q op
pCy 5= —pCpv o Tt ¥ (C4)
which may be rewritten as
o _ _o 7T _dq o
A T o (€

oM )
Integrated over the (control) volume V this equation becomes (with —— =7, —,;,

ot
ar T-T, a - v
§=~L—m, and az ——% = TQ in which Q= q—iz gA [W] is the added (positive sign) or
extracted (negative sign) power over the whole volume)
oT RT Q0 1o9p
T,-T C.6
o D [ Vv ( " ) C,v C atJ ( )

Since the ideal gas law pV = MRT holds over the volume, this again results in a coupled set
of partial differential equations:

p RT8M+p8T
o0 'V ot T ot

This system can be explicitly rewritten towards the following set of straightforward equations:

(CT)

oT _RT : 0 o
Y| i Ty — 1 -tT+——]—T(m~ it .,)} (C8)
at pv{ [ Ut Cp n ut
9 _R 0
oV (mme 1y T+ Cp] (C9)

The added heat may be generated by a combustion process within the volume. Especially in
this situation, differences in values between input and output heat capacity C,,i, and C, should
be taken into account. Assume the value of heat capacity of the incoming flow is denoted Cy,;,
and C,, R, and 7y correspond to the thermodynamic state T and p within the volume. Then the
same equations change to:

oT RT [ . Cp,in . 0 } . .

—=— 7| iy Tip — tiyiy T +—— | = T(rig, — i) (C.10)

ot pV[ c, ™ v, ’

dp _YR| . Cp,in . 0

E=7{mi” C Tin_muitT_"C_ (Cll )
P p

Note that also the additional mass of the injected fuel should be taken into account. Additional
mass can be described by adding an input: two mass flows in and only one out. Both mass
flows may have different temperatures and heat capacities. The mass flow fuel, however, is
often negligible compared to the main mass flow of air.
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C.2 Lumped parameter gas turbine model

The lumped parameter gas turbine model describes a full gas turbine. The component charac-
teristics are included in the model by a set of quasi-steady algebraic equations. These flow-Ap
relationships are used to determine the mass flow through the components. The dynamic be-
haviour is lumped into three separate volumes. These volumes represent the size of the com-
pressor duct, the plenum, and the combustion chamber respectively. In the volumes a mass
and energy conservation equation is solved.

Figure C.2 presents the model configuration
schematically. The following components are
included: compressor, compressor duct vol-
ume, blow-off valve, buffer tank volume,
throttle valve, combustion chamber volume,
expander.

Plenum Power

Cooling

Duct Comb.Cham.

Ttin

Compressor and expander are coupled by a
power balance in the form of an ODE in the
rotational speed. Power is the external sup-
ply of combustion heat into in terms of power
[W], equivalent to an amount of natural gas
and a combustion efficiency. Cooling indi-
cates the expander cooling system. The tem- figure C.2 : Lumped parameter configuration.
perature T,,,; is the resulting steady state

expander inlet temperature. Cooling inertia is introduced by a first order time lag.

N

Compressor Expander

The overall model consists of eight state variables as indicates in italic in figure C.2 and ten
algebraic equations. The inlet conditions are constant and indicated as pumb, Tams-

steady state compressor characteristic

e :f(N’pcompvpamb’Tamb) (C.12)
pressure drop piping and buffer-tank
2Pcomp 2
Ny =. =4 - C.13

steady state blow-off valve characteristic

_ Sp1 Kvpy \jpnpamb(ppl - Pamp) (C.14)

) =
70 T,

steady state throttle valve characteristic

. _ Sy Kvy, [PoPec(Ppl-Pec)
rgy ==t = B (C.15)
R pl

expander outlet pressure
Ptout = LO2p 4 (C.16)
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steady state expander characteristic

y = f(pchccspt,out) (C.17)
the polytropic compressor efficiency
(v-1)
Ppl JYm
Tc,out=Tamb[ E J c (C.18)
amb
the polytropic expander efficiency
(y-1)nr
Ptout Y
Ttout=ch[ = (C.19)
cc
steady state cooled expander temperature
Tcool = f(mt’ch’ Pecc ,heaZfaCt) ( C.20 )
thermal input power
Power = f(sfuel’pcc’ncomb) (C21)
dpcomp YR . . .
= (mc T our = (m pl +1Mp] )Tcomp)
dt 1%
comp comp . . . . . .
dt = ) v (Y(mc Tc, out (mpl +mp, )Tcomp ) - Tcomp (mc - (mpl +my) )))
comp” comp
dppi YR
pl YR (. .
7 Vo (mpl Teomp =rypTy )
C.23
dsz_Rsz((. T 'T)T(' )) ( )
- oVl Y\Mpidcomp = Mupd pp | = L pi\Mpp — My,
dr.. V.R|. € T ST 4 Power
= My, 1= m ~
dt Ve TGy 7 T Cp.t (C.24)
dT,. RT, O . Power . .
a DoV Ye| M, Cp,t Tpl —m T + Cp,t _ch(mth _mt)
aNn my Cp,t (Tt,in =T our ) —m, Cp (Tc,out - Tamb)
—= (C.25)
dt IN
th in 1
dt = ;(Tcool —Tt,in) (C.26)

q
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Parameter list lumped parameter model

I ’thermodynamic properties:

Y=14 : C, = 1010. R=287.0 pn=1.2

Y =1.375 C,,=1060. R, =289.2
l geometry and inertia: J
Ac=0.018 Veomp =0.5 1=0.01 : Tq=1.0

KV},[ =100 Vp[‘—‘-‘ 2.5 ‘

Kvp=430 = V.=15

[ additional parameters:

£ = 96.72900158*m2-93. 19533131*mt+73 52140519
heatfact=2.0 v

N = 0.41885827 1 *prat*2-1.384121427*prate+1.880420315
TNe = 0.85858975%prat.-0.229627525%pratA2-0.086976076
Teomb = -10.81538674*mg,e//m+0.9950247

C.3 Lumped parameter compressor station model

The compressor station model describes a generalised configuration of a compressor station. It
is comprised of two compressors connected in parallel by a common discharge header. The
configuration is shown in figure C.3. The inlet conditions (pressure, temperature, and compo-
sition) of the station are assumed constant but can be freely chosen.

Recycle_a
Power_a Pcompout_a) ~—
Tcompout_a) =
o
v Rotspeed_a
Pcompin_a Compressor_a
Teompin_a Pheader
Throttle_a Theader User-valve

—ﬁd—'@—'- Compressor_b

" :

e ). A

W
Heat-exchanger Cold_Recycle

figure C.3: Compressor station configuration.

The two compressors have an identical input and output structure. Each compressor has three
inputs: the power input to the compressor, the recycle valve and the suction throttle valve. The
combined header supplies two extra inputs to the system: the position of the (throttle) valve
mounted between the header and the user and the cold recycle or overall station recycle valve.
The output of the station is the mass flow required by the user and/or the pressure that is expe-
rienced by the user.

The overall model consists of twelve state variable (that is, twelve differential equations) and
ten algebraic equations. The inlet conditions are constant and indicated pump, Tamp-
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steady state throttle valve characteristic A.

. _ Sthrot,a Kvthrat,a PnPcompin,a (Pamp - Pcompin,a )
Mprot,a =

(C.27)
70 Tomb
steady state compressor characteristic A.
mcomp,a =f (N > Pcompout,a» P compin,a » Tcompin,a ) (C28)
steady state recycle valve characteristic A.
. Srecl,a erecl,a Pn Pcompin,a (pcompout,a ~ Pcompin,a )
Myecl,a = : T (C.29)
70 compout,a
steady state header mass flow A.
2Pcom
. pout,a o
Mpead,a = A¢ (pcompout,a - pheader) (C.30)
R Tcompout, a g
the polytropic compressor efficiency A.
{r-1)
Pcompout,a |Y Nca
Tc,out,a=Tcompin,a (C.31)
Pcompin,a
ap compi R
pin,a Vi . . .
dt = v ] (mthrot,a Tamb + Myec) ,a Tcompout,a - mcomp,a Tcompin,a )
compin,a
AT pmpi RT, ;
pin,a compin,a { (. . .
dt = ) v ) \Y(mthrot,aTamb T Myecla Tcompout,a - mcomp,aTcompin,a ) (C.32)
compin,a” compin,a
- Tcompin,a (mthrot,a + mrecl,a - mcomp,a ) )
deOm R
pout,a V! (.. . .
dt = % \mcomp,a Tc,out,a - (mhead,a +Myecl,a )Tcompauf,a )
compout,a
dT.,m RT,
pout,a compout,a . . .
: dt = ) % ('Y(mcomp,aTc,out,a - (mhead,a + Myecl,a )Tcompout,a ) (C.33)
compout,a compout,a
- Tcompin,a (mcamp,a - (mhead ,a + mrecl ,a )) )
dN Power, —mgp, Y C (Tc,out,a ~Teom in,a )
4. pap P (C34)

dt IN, 2n?

The same set of five static equations and five ordinary differential equations holds for com-
pressor B. All induces a are replaced by index b. For the header the following equations hold:



C.4 Alternative mass flow equations 157

steady state overall cold recycle valve characteristic.

. S recl erecl Pn
w = rect —rec —n C.35
el T 140105 TP Thger (€3

steady state user valve characteristic.

S

user Kvuser

= Phead, \/_pn
user 14010° eaaer Theader

m

(C.36)

dpheader _ YR

(mhead ,aTcompout,a + mhead ,chompout,b - (muser + mrecl )Theader)

dt Vheader
dTheader R Theader . ’ . . .
dr = v (Y(mhead ,a Tcompout,a +Mpead ,champout,b - (muser + Mypcy )Theader)
Pheader Y header
- Tcompin,a (mhead at Mhead b Myser = Mrecl ) )

(C.37)

Parameter list lumped parameter compressor station model:
[ thérmodynamic properties: i '

y=14 G=1010.  R=2810  p;=l2
Lgcometey: - = )
AC=O.018 ' ‘ Vcoml’iﬂ=2f,0v: I=001 L Kopson =200

: Vcompout=2.0 : L ¢ ._ o . erecl=160

Vheader = 10.0 - W i . -

{ additional paraméters:
£=300
Nca=0.70
Ncp = 0.60

C.4 Alternative mass flow equations

In order to add inertia or dead time to the flow through a valve or a compressor, the static
mass flow relations of the characteristics can be extended to ordinary differential equations.
Although the physical background of these equations is not solid, the additional inertia may
benefit the dynamic model performance. The differential equation provides some flexibility in
the characteristic during transients. Only in stationary operation the exact working point is
prescribed by the characteristic. The formulation of these equations is of importance for the
numerical condition of the set of equations. The new differential equations corresponding with
the mass flows appear to have very small time scales while the pressure and temperature
equations have larger time scales. This difference introduces stiffness to the system of equa-
tions which is likely to complicate the solution.

The mass flow through the compressor can be formulated as an ordinary differential equation:



158 Appendix C Model Equations

din, Ac[ pmmpJ
=—<| praty, ——% |p_ 0 (C.38)
dt Lc 5§ Pamb am
in which peopmy / Pamp 18 the actual pressure ratio over the compressor and praty is the

steady state pressure ratio determined from the compressor characteristic as a function of #,,
and the inlet conditions T, and p,,,, . The mass flow through valves may be formulated as
dmn A

7: 'L_(Apss -4Ap ) (€.39)

in which Apy, is the steady state pressure drop over the control valve, determined from the
flow/Ap characteristic.

The derivation of these equations from the original momentum equation start with the as-
sumption of a constant surface A. When only pressure forces act on the volume, the general
momentum equation

v ov 1lodp

i T (€40)

may be integrated over a control volume to V to

Vi )
Z£+[(mv)m (), |+ A(Pin = Pou) =0 (C41)

Vv
With e L and with the steady state assumption

[(9), = (79) 1 | = Al Pgs = Pin) (C.42)
the momentum equation becomes
dm A

7:1—'(175.9 - pout) : (C43)

which can easily be transformed to describe the pressure ratio of a compressor ( C.38 ) or

pressure drop to denote flow through a control valve ( C.39 ). Note that this derivation implies
o . v . .

that the instationary convection term v P in the momentum equation ( C.40 ) can be assumed

x
- to be in steady state at all times.

C.5 Sensitivity analysis

As not all the outputs of the model used by the controller can be measured in the laboratory
set-up, a number of outputs must be reconstructed from the measurement data. The following
outputs are measured directly: p» = peomp, T2 = Teomp D3 = Pees Ts = Tee, N. The following out-
puts cannot be measured directly: the mass flows through compressor 71, and expander s, ,
de power required by the compressor Pcom, and delivered by the expander Py, and finally,
the surge ratio Rg,g. The accuracy of the reconstruction depends on the sensitivity of the
static equations for errors in the measured outputs which are used in the reconstruction. The



C.5 Sensitivity analysis 159

sensitivity can be assessed by computing the condition number. This condition number relates
relative errors in the arguments of a function to a relative error in the function value.

A
For a function f = f(x,y,z) a relative error ,l—z
Z

x . .
—, in one of the variables x, y, z, leads to
x

AY)
y

arelative error in f of

A
Tfl . Using a second order Taylor approximation yields :

af a af
- ' Z
[ Af I__ dx X,¥,2 é}_ + dy X, ¥,2 A}i " dz X, Y,2 £ (C.44)
|f(x,y,z)| | fey2| x| fayo|l v | Foay)lz ] '
Ax Ay Az . . . . .
When —|<g,|—<¢,—< ¢, then the following relation for the maximal relative error in f
X z
can be derived:
daf df daf
— N — z
Y |< .z Dliy,e Blsy.z

- =c(x, Y, C.45
Tl | Feval [Feva] [rGena) |7 " (C45)

in which c(x,y,z) is the condition number for errors in x, y and z. A high condition number
means that a small error in one of the arguments of the function can lead to a large relative
error in f. In that case the problem is ill-conditioned. When the condition number has an order
of magnitude of 1, a small relative error €, does not lead to a large relative error in f. In that
case the problem is well-conditioned.

Figure C.6 shows the condition number for the compressor mass flow as a function of
Peomp/Dsurge OVer the operating area near the surge line. This surge pressure ratio is a pressure
measure of the distance from the surge line over a constant rotational speed line. In fact, this
measure is equivalent to the mass flow measure of the surge ratio Ry, see figure C.4. The
conversion factor is indicated in figure C.5 as a function of rotational speed.

_ Constant 100 ; S —
Surge line speed line xw
99 : 5
2 Psurge )
m / gl T &
2 o7
2 -
Pe S
. A comp ~
Mygirge Meomp g 96
g
95
m, 04 R
350 400 450 500 550
figure C.4 : Equivalence between rotational speed
pressure and mass flow measures of figure C.5 : Conversion between surge

the distance to the surge line. pressure and surge mass flow ratio.
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For operating points near the surge line (for Peomp/Psurge= 100%), the condition number in-
creases exponentially. This is caused by the fact that the parabolic constant rotational speed
lines have their top at the surge line. Small changes in Deomp Cause large changes in the com-
pressor mass flow near this top. In fact, the condition number is rather high over the whole
operating area, the reconstruction problem is ill-conditioned.

The real problem with this reconstruction, however, are possible measurement errors. Both
measurement noise and systematic measurement errors like drift of transducers strongly influ-
ence the surge pressure ratio. pg is determined by the measured rotational speed only, while
Pcomp 18 a function of both speed and pressure. Due to measurement errors, the fatal limit
Deomp/Dsurge=> 100% is easily reached and even exceeded.

The condition number for the surge ratio Ryurge 1s shown in figure C.7. The curves for this
condition number closely resemble the curves for the condition number of the compressor
mass flow. The ill-conditioned reconstruction of the compressor mass flow determines the
condition of the surge ratio. Of course, the same remarks with regard to measurement errors
hold.

140 . ) 140
120 + - - - 120 4 - ==~
100 - - 100 1 -
3 -
g 80 + h'.; 80
2]
é B0 4 - - - - - - - e e e e e 5 60
] [3)
©
£
© 40 e 40 1
-0 T 20
0 } J 0
98.5 99 99.5 100 98.5 99 99.5 100
pcomp/psu,ge [%] pcomp/psurge [%]

figure C.6 : Condition number for the compres- figu‘re C.7: Condition nul.nber for Ryurg, as a
sor mass flow, as a function of Peymy/Psurg. for function of pcﬂmp/psufge for different values of the
different values of the rotational speed N. rotational speed N.

Figure C.8 and figure C.9 show the condition number for the expander mass flow. This con-
dition number is almost independent of N and T,,, (the rotational speed and the expander tem-
perature). This is caused by the fact that these variables only translate the expander mass flow
curve and do not alter the shape of the curve. Over the whole operating area, however, the
condition number is not large and the reconstruction problem is well-conditioned. Moreover,
the critical limit of 1 in the pressure ratio is never reached, not even in the case of measure-
ment errors.
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figure C.8 : Condition number for the expander figure C.9 : Condition number for the expander
mass flow, as a function of the expander pres- mass flow, as a function of the expander pres-
sure ratio for different values of the rotational sure ratio for different values of the expander
speed and T.=837.5 K temperature and N=425 rev/s.

Figure C.10 shows the condition number for the (required) compressor power. For operating
points near the surge line, the condition number increases exponentially. This is caused by the
close coupling to the compressor mass flow. Therefore, the same remarks with regard to
measurement errors hold for this reconstruction. The condition number for the (delivered)
expander power, finally, is presented in figure C.11. This reconstruction problem is well-
conditioned and no problems with measurement error are expected.
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figure C.10 : Condition number for the com- figure C.11 : Condition number for the ex-
pressor power, as a function of p.,muy/Psur. for — pander power, as a function of pressure ratio
different values of N. for different values of N and T.. =837.5 K.
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D.1 LabVIEW data-acquisition system

LabVIEW is a graphical programming environment for data-acquisition and control, data
analysis and data presentation. A LabVIEW program is assembled from objects called Virtual
Instruments. In the graphical programming language, all functions (like operations on data)
are depicted as block-modules, while the data being transferred between the functions is de-
picted as lines. The data-acquisition programs is written in LabVIEW 4.0 and uses the fol-
lowing National Instruments hardware: AT-MIO-64F-5, PC-DIO24.

The program is a flexible low-speed data-acquisition system. It is capable to acquire, display
and store a few dozen analogue channels at speeds up to 10 Hz. The data-acquisition part has
been extended with the valve positioning control system (see Appendix D.2) and the DDE
coupling to the Primacs computer. The limited capacity of the program is determined by the
use of software timers. The main loop of the program runs at the rate determined by the pre-
scribed sample interval. Every sample, an adjustable (usually 70) measurements of each chan-
nel are acquired and the average value is computed as the sample result. At adjustable multi-
ples of sample interval, the displays are updated and data is transferred to hard disk. This
software timer induces some variability in the cycle of the main loop. In our case this is not a
problem. A solution can be found in hardware timed I/O. The block diagram of the LabVIEW
data-acquisition program is presented in figure D.1.

figure D.1 : LabVIEW block diagram of the data-acquisifion system.
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D.2 LabVIEW valve positioning control system

The three electrically powered valves are equipped with an electrical motor. The motor drives
a spindle. Since the motor can only be turned on and off (in both directions), the valves are
opened and closed at a constant speed. This speed is different for each of the valves. The
valve motors are powered by relays that are controlled by the valve positioning system.

Minimal valve step

D eterming if the
valve step is larger
than the minimal valve] 0=0pen|
stey 1=5top

2=Close|

Difference between
measured and required
valve position Bk‘

S _measurement]

Determing if the valvel
should be opened or
closed.

figure D.2 : Valve positioning system

The valve positioning system has been programmed within the data acquisition system. The
graphical “source code” in figure D.2 gives a schematic overview of the operation of the valve
positioning system. The following functions can be seen:

1. The system computes the difference between the measured and required valve position. If
the absolute value of this difference is smaller than the smallest step the valve can make in
one sample time, the system will decide to stop the valve.

2. If the difference is larger than the smallest step the system will determine whether the re-
quired position is greater than the measured position. If this is the case, the system will de-
cide to open the valve.

3. If the required position is smaller than the measured position, the system decides to close
the valve.

The smallest step the valve can make in one sample depends theoretically on the sample time
of the valve positioning system and on the valve speed:

A S tmin,theor = Vvalve * Lsample (D.1)

with Lsample [8] is the data acquisition sample time and vyapne [1/5] is the (relative) valve speed,
defined by the actual speed divided by the full stroke. In the laboratory set up Zeumpe=0.10 sec
is used.
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In practice, the actual smallest step that can be implemented is larger, because the valve dis-
plays some backlash and some overshoot occurs. To account for these effects, an empirically
determined overshoot factor kpyersuoor is applied:

k (b2)

A Smin = Vyalve * tsample *Rovershoot

The minimal step which can be implemented on the actual valves is thus determined by the
sample time, the valve speed and the overshoot factor. For each of the valves this results in the
minimal step which is presented in table D.1:

)1 sec)
0.0044511

Blow-off

0.014837 3.00
Throttle 0.009091 2.50 0.0022727
Fuel 0.022883 1.60 0.0036613

table D.1: Minimal valve step per sample for all control valves.

D.3 Threshold and Scaling

In Primacs, all signals are scaled to improve the numerical condition of the involved (matrix)
computations and to ensure that all signals and weighting factors are comparable in the MPC
criterion. The scaling rule is simple, the scaled value X;.,.q of the original signal X is

X =X offset
scaled =
Xamplitude

X (D.3)

in which Xyper and Xempiide are the offset value of the signal X and the expected amplitude
variation of the signal X respectively. For all signals, constant offset and amplitude factors are
determined. For the gas turbine the following scaling factors are gathered in table D.2.

ternal Prima ffset ) reshold value

blow-off valve [VALVEBlow 0.0 1.0 -
throttle valve [VALVEThrot 0.5 0.5 -
fuel valve [VALVEGas 0.335 0.665 -
compressor pressure PRESComp 1.57268e5 42732 650
compressor temperature TEMPComp 356.698 56.698 0

lenum pressure PRESPienum 1.49605¢e5 50395 0
iplenum temperature TEMPPlenum 356.698 56.698 0
expander pressure PRESCch 1.46450e5 53550 2000
expander temperature TEMPCch 875.362 375.362 2
rotational speed Rotspeed 438.216 161.784 1.5
cooled expander temperature TEMPTurbin 808.671 308.671 0
compressor mass flow FLOW Comp 0.382935 0.217065 0
expander mass flow [FLOWTurb 0.382935 0.217065 0.01
compressor power POWComp 22895.55 22104.4 0
lexpander power POWTurb 22895.55 22104.4 1000
combustion power POWComb 217361.14 132638.9 0
surge ratio SURGERat 0.931348 0.111348 0

table D.2 : Primacs scaling factors gas turbine model.
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The threshold values for each filtered signal in Primacs, introduced in Chapter 6, are deter-
mined from an analysis of both the variance in measurement noise and the sensitivity of
minimum valve position changes on the signals. The threshold values are defined as percent-

Appendix D Instrumentation and Control

ages of the corresponding signals and are presented in absolute values in table D.2.

For the compressor station model the Primacs scaling factors are presented in table D.3:

throttle valve A

VALk\k;EThroktaw

recycle valve A VALVEBlowa )
power A Powera 35000
throttle valve B VALVEThroth 0.6
recycle valve B VALVEBlowb 0.6
power B Powerb
user-valve VALVEHeader

inlet temperature A

VALVERecycle

TEMPCompina

302.00157

302.00157

inlet pressure A PRESCompina 99688.88186 24922.220
outlet temperature A TEMPCompouta 395.67336 395.67336
outlet pressure A PRESCompouta 193241.03758 96620.518
rotational speed A Rotspeeda 537.25954 134.31488
inlet temperature B TEMPCompinb 302.12851 302.12851
inlet pressure B PRESCompinb 103528.63210 25882.158
outlet temperature B TEMPCompouth 407.80650 407.80650
outlet pressure B PRESCompoutb 194362.10566 97181.052
rotational speed B Rotspeedb 518.12524 129.53131
header temperature TEMPHeader 401.88446 200.94223
header pressure PRESHeader 184427.17774 92213.588

outpu
mass flow A OWCompa 0.581343 0.290671
mass flow B FLOWCompb 0.608986 0.304493
cold recycle flow FLOWRecycle 0.014396 0.80
user mass flow FLOWHeader 1.151746 1.151746
recycle flow A FLOWBlowa 0.012162 0.80
recycle flow B FLOWBlowb 0.012023 0.80
distance to surge A DEVSurgea 0.851281 0.15
distance to surge B DEVSurgeb 0.867141 0.15
difference in distance DEVdif -0.0158601 0.1
to surge A-B
power ratio DEVidpow 1.23530 4.0

table D.3 : Primacs scaling factors compressor station model.
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D.4 Primacs

Primacs is a computer package for real-time process control. Primacs is being developed by
TNO-TPD from Delft. It is written in C** and available on the PC platform under Windows
NT. Due to the object oriented programming, Primacs has a modular structure that facilitate a
flexible usage. Primacs consist of separate functional modules. Besides Primacs “system”
modules, the modules that are relevant for a user are the modules in which the applied models,
the controller configuration and the filter are defined. These can be developed completely in-
dependent from the system modules. In Primacs, modules are defined by their inputs and out-
puts. Modules are coupled by assigning outputs of one module to inputs of another module.

Module types are
o User definable model modules:
— Define model equations, inputs and outputs, sample interval, integration routines.

In our real-time application, the three internal models (for controller prediction, op-
timisation and one step ahead observation), the filter (including reconstruction), and
the process simulation models are developed in user defined modules.

e MPC controller module:
— Sophisticated Model Predictive Control algorithms.

e Primacs kernel module: ,
— User interface for developing MPC configurations (coupling of modules).
— User interface for real-time control parameters and set-points.
— User interface for data storage, data monitoring and presentation

D.5 Linear optimisation algorithms

In this section the MPC optimisation problem is reformulated towards standard linear optimi-
sation algorithms used in Primacs: Least Squares for unconstrained optimisation and Quad-
ratic Programming for constrained optimisation. This derivation is discussed extensively in
the specification of the source code of a preliminary Primacs version [Profit,1992]. For a de-
scription on the algorithms themselves a reference is made to standard textbooks on optimisa-
tions, for instance [Edgar, 1988].

Consider the following linear, discrete time model:
x(k+1) = ®x(k)+Tu(k)

y(k+1)= Cx(k +1)+ Du(k) (D4)

Suppose we can formulate the evolution of the states over the whole prediction horizon (of p
samples) by the following summation of a constant input term and a term due to momentary
changes in the inputs:

(k+1] k)
xM(k+1)= : = xp,=o(k+1)+x}, (k) (D.5)
x(k+p‘ k)
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Then also the outputs can be written as

y(k+1]k)
y*Hk+1)= = ypumok+ D)+ yh, (k+1) (D.6)
y(k+plk)
according to
y2u=0 (k + 1) = Can,FO (k + 1) + Dnu(k) (D.7)
YR, (k+1) = C"x (k+1)+ D" Au™(k) (D8)
With x2,(k+1)=SAu™(k) equation ( D.8 ) can be written as (D.9)
YR (k+1)=(C"S+ D" )Au™ (k) = A" (k) (D.10)

Finally, we introduce the tracking error e as
e"(k)=y"(k)—r"(k) : (D.11)
and when we define
epu=0(k) = yR{y=o(k)—r" (k) (D.12)
we can state the following quadratic optimisation criterion for the constrained optimisation:
min /= (eguzo + AAu’")TQ”(egu:O +AAu’")+ (Aum)TPm(Aum) (D.13)
u

Which, after convenient reformulating, can be transformed into a standard QP problem

T
min J=%(Aum) [ATQ"A+P’”](Aum)+(egu=OQ"A)Aum (D.14)

because, the standard QP problem is formulated with a Hessian H and a gradient G like:

min f(x)=2x"Hx+GTx (D.15)
X

In the standard QP problem, constraints are formulated as
Cx=c¢ (D.16)
Constraints on the outputs, inputs and move constraints can be straightforward written in the
above notation according to
n n n n m n
Ymin € YAu=0* YAu = YAu=0 + AAu™ < yrax

m m m m

Umin S +Au™ Swup (D.17)
m m m

—Aupay AU < Aupay

respectively. In matrix notation corresponding to ( D.16 ) these constraints become
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(A yZu=O_y1r1llax
n n
A Ymin ~ YAu=0
I Wt M
Azl (D.18)
-1 u™ ~ Umay
I - AL‘rrgax
S A

Finally, in the same notation, the solution for the unconstrained optimisation problem is

-1
Au™ = [ATQHA+Pm] ATQ”@ZL{:O = KMPCeZu=O (D.19)

D.6 Controller computation times

Computation times are crucial for the feasibility of MPC. When computation times become
too large, and the corresponding controller sample interval needs to be adapted, model predic-
tions cannot be updated fast enough and possibly important events within one sample time are
not predicted by the controller. In this appendix the computation time of the controller is de-
termined for several cases. From this, a selection is made for the sample time.

The computation time is influenced by the sample time, the type of model which is used and

the constraints the controller deals with:

e For fixed sizes of the prediction (20 seconds) and control horizon (6 seconds), table D.1
lists the different sample times for which the computation time is determined.

2 10 3
1.5 13 4
1.2 17 5
1 20 6

table D.4 : Size of the prediction and control horizon for different sample times.

e Also the type of model which is used for the IObM, IPM and IOM influences the computa-
tion time, as the different types of models require different computational effort.

¢ Finally the constraints which are imposed on the controller influence the computation time.
When the controller does not violate any constraint, only the unconstrained problem has to
be solved. When the controller needs to account for constraints, the unconstrained as well
as the constrained problem has to be solved. This results in higher computation times. The
worst case situation however is reached when the controller has to weight constraints vio-
lations: in this case the unconstrained, constrained as well as the soft constrained problem
have to be solved.

For the three combinations of models which are used in the research the computation times
have been determined as a function of the sample time, in the situation when one constraint is
reached, as well as in the situation when a constraint is exceeded and the controller uses soft
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constraints. The results are presented in figure D.1 and figure D.2. These figures show that the
sample time, the use of different models and the constraint situation have indeed the effect
which is described above.

4 4
3 5 e S i S 1= e e e ehe - e e 3 5 B T
—e— Non-linear IPM/ I R— '
3 1 Successive linearized IOM |~ = - “““ 3 1 =—Non-iinear IPW/
@, -~ Successive linearized IPM/ @ Successive linearized IOM ,
© 25 Successive linearized IOM | . . _ ... _ | _ . ® 25 1| ~#- Successive linearized IPM/ |. . . ... _ . _ .
£ .. #--Linear IPM/ Linear IOM E Successive linearized IOM
5 s -+ - Linear IPM/ Linear IOM '
5 27 ——Sample time = 27 T L
5 5 —— Sample time T
a o .
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3 3 ' '
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figure D.3 : Computation time as a function of figure D.4 : Computation time as a function of
the sample time in the sitnation when one con- the sample time when one constraint has been
straint has been exceeded. reached, but a solution within the constraints
has been found.

The sample interval for which the computation time equals the sample interval can be re-
garded as a minimum value for the sample interval. This must be investigated in the case
where the controller encounters “soft constraints”, that is, one or more constraint violations
cannot be avoided, as this is the worst case situation. The minimal sample interval can then be
obtained from figure D.3, for each of the model combinations, by considering the computation
time which equals the sample time. For the different model combinations this minimum sam-
ple interval is presented in table D.5.

Linear MPC: 1.05
Linear models for prediction and optimisation.
2 |Non-linear MPC: 1.25

Non-linear model for observation, successively linearised mod-
els for prediction and optimisation.

3 |Non-linear MPC: >3
Non-linear model for observation and prediction, successively
linearised model for optimisation.

table D.5 : Minimum required MPC sample interval for different internal model combinations.

According to this table a sample interval of 1.05 s can be realised for linear MPC and 1.25s
when successive linearisation is applied. However, to leave computation “space”, for other
processes on the computer system (like monitoring and hard disk storage) a computation time
of 1.5 s has been chosen in both cases.
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D.7 Resolution of valves and minimal input move

In the following experiments the application of a threshold range on a constant set point is
examined. As an initial disturbance, a small step to the set points of rotational speed and ex-
pander mass flow have been specified. From sample 40 on a constant rotational speed of 463
rev/s and a constant mass flow of 0.42 kg/s are requested. The experiment is performed with
and without threshold on the set points.

0.41
R AR R
m . _ |— Threshold
& Q 0394 - - - | faresnold L
= =S C - No-threshold
> . - ‘ : ‘ ‘
o > 0384 - -
= '8 i . . .
B 50874 - dr- A
8 440 - 7} !
& S 0364 -
© £
430 - =
.S o 0357
% , - Z k|
o420 ¢ - [——Threshold |- - - - - - - - - g os4 ?L(
—--No Threshold ' Q033+ 4
M0 - - ---setpoint [T o h ' ) ' ' '
- 0824 -5 - e
400 + + + 0.31 X ‘ X . X .
0 1 00 200 300 400 0 50 100 150 200 260 300 350
time [samples] time [samples]

figure D.5 : Measured rotational speed and corresponding input signal of the fuel valve com-
pared in experiments with and without a threshold.

The results, presented in figure D.5, show that the set point of the rotational speed is easily
reached in both cases. Also the expander mass flow set point is easily reached (not shown).
Clearly, more peaks are present in the measured rotational speed signal when no threshold is
applied. This is expected, because these peaks are related to the high voltage switching of the
relays of the inputs. With a threshold, less control moves are expected. Indeed, the corre-
sponding input signal (fuel valve) shows significantly less moves.

We can attempt to put this in a more quantitative way. In each sample during the experiment,
the momentary value of the optimisation criterion can be computed according to:

2 2
criterion(k) = 2 [I‘y (measurement(k) - setpoint(k))] + z [Fu(input(k) —input(k — 1))]
setpoints inputs

(D.20)

When the criterion values of each sample are added up over a transient, the total criterion
value C is obtained, which expresses the controller performance over this transient:

k=kopnq 2 k=konq 2
c= Y Y, [Fy (measurement(k) - setpoint(k))] + 2 Yy [ru (input(k) —input(k — 1))]
setpoints k=Kk g, inputs k=K
(D21)

Each term of the criterion can be computed separately. Comparing the same experiment with
and without the threshold, table D.6 presents the contribution to the total criterion value for
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each of the controlled set points as well as the contribution of all inputs. To be able to com-
pare different outputs and inputs with each other, the outputs and inputs have been scaled be-
fore the criterion value have been computed, such that their value is between -1 and 1. In this
way quantitative measures are obtained.

fuel vatve thfottle vﬁlve

0.99 8.47 3.04 244
1.52 8.71 6.46 2.64

table D.6 : Criterion values for set points and inputs in case with and without threshold.

These results show that the contribution of the inputs to the total criterion value decreases
when a threshold is applied, implicating that less control actions are required by the controller
when a threshold is applied. This is according to what we expected. The constant value for the
throttle valve is caused by its slow opening from start value 0.5 to 1.0 during the transient (not
shown). The contribution of the expander mass flow to the total criterion value does not
change and is mainly caused by measurement noise. The contribution of the rotational speed
set point decreases when a threshold is applied. This is not according to what we expected: in
principle a threshold would increase the criterion value. The decrease is probably caused by
the reduced number of control actions.

D.8 Filter gain

In three experiments we examined the influence of the filter gain on the controller response to
unmeasured disturbances in the process. The controller should keep the rotational speed at a
constant set point of 438 rev/s. The disturbance is introduced by a moving throttle valve. The
internal models keep a constant throttle valve position, while the actual (disturbance) trajec-
tory is shown in figure D.6.

450 1.2
45+ - - - - - - -
1 +
2
D 440 =
(] 4
g 1 z °®
[0 K g
%435--------~:-——- -
g BOBT--f
=430 1 - - - £
S
[T N -0.3
4254 - - - { —05 et I
- - = Setpoint
420 : | 0.2 { :
0 100 200 300 0 100 200 300
time [samples] time [samples]

figure D.6 : Measured rotational speed for different values of the filter gain and for a constant
set point. The only input used is the fuel valve, the throttle valve has been used to apply distur-
bances according to the right side figure.
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For the controlled outputs (measured rotational speed) and for the manipulated inputs
(computed fuel valve position), the contribution to the total criterion value is computed. This
way a quantitative measure is obtained to evaluate the filter gain. The results are presented in
table D.7 which show that when the filter gain increases, the contribution of the set point de-
viation to the total criterion value decreases while the contribution of the input increases. This
means that when a higher filter gain is applied, the set point is closer (and faster) reached on
account of larger input moves.

table D.7 : Criterion values for different settings of the filter gain.

As the contribution of the set points decreases and the contribution of the inputs increases, a
minimum total criterion value can be expected. In these experiments, the total criterion value
indeed is minimal for a gain of 0.3. The criterion value, however, depends strongly on scaling
and weighting of inputs and set points. In the presented case, the weighting of both is equal to
1, and both signals are scaled to the set point. When the inputs weightings (or scaling) would
be (made) larger, the contribution of the inputs would outweigh the contribution of the outputs
and thus decrease the optimal value for the total criterion. The experiments presented here are
not aimed to tune the filter. This would require more experiments. The filter gain of 0.3, how-
ever, performs well and is used in most experiments.
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E Visualisation of Anticipative Behaviour

In Chapter 6, the anticipative behaviour of the MPC controller has been treated. It has been
discovered that the controller exhibits an inverse controller response: when the set point is
supposed to rise, the initial control actions cause the output to lower first. In Chapter 6 we
showed that the inverse controller response diminishes when the size of the control horizon is
increased relative to the prediction horizon. This phenomena is studied in detail in this appen-
dix. We discuss the influence of the size of control horizon by a visualisation of the full con-
trol and prediction horizon during successive samples of a transient set point change.

A visualisation means that we examine and present the computed changes of the inputs over
the control horizon and the corresponding predicted output responses over the prediction hori-
zon for a number of samples. For reasons of clarity a SISO set point control of the rotational
speed with the fuel valve as input is considered. Also no constraints are applied.

Simulations for two different lengths of the control horizon are compared. First, we present
the case where the control horizon is 4 samples (related to the prediction horizon of 13 sam-
ples) and after that the case where the control horizon is 12 samples. In fact this is the maxi-
mum length since at sample k the value of the control input for sample k+1 is computed.

In both cases, the control moves in the control horizon and the response of the rotational speed
in the prediction horizon are displayed for each sample from the moment the set point step
enters the prediction horizon up to 4 samples after the actual step. Results are displayed in the
figures E.1 to E.4. The x-axis indicates the number of samples relative to the step: at sample 0
the actual set point step takes place. Note that every indicated sample value describes the
value on the coming interval; the indicated value at sample -1, for example, holds between
sample -1 and sample 0. These line-diagrams are only used (instead of more appropriate bar
charts) for a clear graphical presentation.

Figure E.1 and figure E.3 show the computed control moves over the control horizon for a
control horizon of 4 and 12 samples respectively. In figure E.1 therefore 17 “lines” of four
elements are displayed: one for each sample starting 12 samples before the actual set point
change up to 4 samples afterwards. To interpret this result, the corresponding control moves
of all successive samples are connected by lines. Remark that the connecting line of all first
samples represents the values that are actually used by the controller. Equivalent, figure E.3
displays 17 “lines” of twelve elements. For reasons of clarity, now not all lines that connect
corresponding samples are shown but only the first, second, seventh and twelfth.

Figure E.2 and figure E.4 show the response of the rotational speed over the prediction hori-
zon (13 samples) for a control horizon of 4 and 12 samples respectively.
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figure E.1 : Computed control moves of the fuel valve over the control horizon of four
samples, displayed 17 times: starting 12 samples before the actual set point step up to 4
samples afterwards. The indicated lines connect the corresponding elements of the control

horizon of successive samples.
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figure E.2 : Predicted (output) response of the rotational speed over the prediction hori-
zon. Displayed 17 times, starting 12 samples before the actual set point change up to 4
samples afterwards. The end-points of the predictions of -12, -11, and -10, as well as -6, -5,

-4, and 0 are marked.
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fuel valve [-]

figure E.3 : Computed control moves of the fuel valve over the control horizon of twelve
samples, displayed 17 times: starting 12 samples before the actual set point step up to 4
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figure E.4 : Predicted (output) response of the rotational speed over the prediction hori-

zon for a control horizon of twelve samples. Displayed 17 times, starting 12 samples be-

fore the actual set point change up to 4 samples afterwards. The end-points of the predic-

tions of -12 to -9 and 0 are marked.
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Figure E.4 shows that the controller is almost perfectly capable to follow the prescribed set
point step in the predictions over the horizon. This holds already from the moment the step
enters the prediction horizon. This response is realised by the corresponding input moves
shown in figure E.3. The successively computed input moves over the whole control horizon
closely correspond to each other. This means in particular that the newly computed first input
move of a sample equals the second input move of the previous sample. The controller is in-
deed overall optimal. In detail, these “optimal” control actions consist of three samples in
which the valve is fast opened (samples -3, -2, -1) followed three samples of fast closing of
the valve (samples 0, 1, 2). Because of the large number of degrees of freedom within the
twelve samples control horizon this optimal solution is computed for all samples.

Clearly the same performance cannot be reached for the four sample control horizon. The first
samples after which the future set point step enters the prediction horizon show the most
striking results. In figure E.1 and figure E.2 we see for these first samples that the future set
point can hardly be effectuated by only changing the available four input moves of the control
horizon. The newly computed first input move does not correspond to the second input move
of the previous sample. During the first few samples after the moment that the step has en-
tered the prediction horizon, the controller closes the fuel valve in the first two samples of the
control horizon and opens it for the remaining two samples. This way a compromise is found
between the set point deviation before the step, and the set point deviation after the step. Only
the first input move of the control horizon is implemented and due to this effect the inverse
controller response is explained.

In the case where the control horizon is 12 samples, the controller postpones the control
moves to three samples before the step. When the control horizon is 4 samples, the controller
cannot do this and is forced to compute sub-optimal control moves.
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F Controller Settings in Experiments and
Simulations

In this appendix the settings of the controller of all the experiments and simulations in Chap-
ter 6 and Chapter 7 are listed. The following Primacs notation has been adopted for the set
point and throttle valve trajectories:

o step(kstep) A step from O to 1 at sample kstep,

o ramp(kbegin, duration) A ramp from O to 1 beginning at sample kbegin
and ending at kbegin + duration,

o sin(ksample / a) : A sine-wave with zero mean and period a * 27t

F.1 Settings of the experiment in section 4.7

The settin periment are presented in table F.1

s used in this open-loop ex

ajector:
438.216+step(50)*80.048
518.264-step(130)*80.048
0.382935+step(50)*0.107513
0.490448-step(130)*0.107513

99 - - - 925 b 10

Te
N 99 - - 325 550 m 3
R, 99 0.97 sample time {2 s

Stuel 1 0 1 ‘ 0.045766 Sucbessive linearisation
St 1 0 1 0.018182

Table F.1: Settings of open-loop experiment section 4.7.

F.2 Settings of experiments in section 6.3.1

In section 6.3.1 an experiment presents the response to a new set point within the operation
area. The settings used in this experiments are presented in table F.2.

3 o1 1o |438.216+step(50)*80.048
518.264-step(130)*80.048
Mo 3 0.1 3 0.382935+step(50)*0.107513

No disturbance
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oy
0 0.045766
Snr 1 0 1 0.018182

Table F.2: Settings of experiment to a new set point within the operation area.

F.3 Settings of experiments in section 6.3.2

In section 6.3.2, two experiments are presented, in which an unreachable operating point in
the surge area has been prescribed by set points on the rotational speed and the expander mass
flow. The experiment is performed for two different values of the rotational speed. The set-
tings used in these experiments are presented in table F.3 and table F.4.

438216
0.382935-ramp(70,80)*0.10

T 0.3 2 925 p
N 99 0.3 1.5 325 m
Reuree 99 0 - - sample time

0 1 00343245 Successive linearisation
S 1 0 1 0.0136365

Table F.3 : Settings of the experiment at 438 rev/s.

350
0.29-ramp(70,80)*0.10

sample time

0.6343‘245 4 Successive klinéarisatio.l‘l -
Sthr 1 0 1 0.0136365

Table F.4 : Settings of the experiment at 350 rev/s.
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F.4 Settings of experiments in section 6.3.3

In section 6.3.3, two experiments are presented, in which an unreachable operating point has
been defined by two set points for different values of the weighting of the set points. The set-
tings used in these experiments are presented in table F.5.

146450
0.382935+step(40)*0.10

T 99 0.3 - 925 D 13
N 99 03 325 550 m 4
R, 99 0 0.97 sample time | 1.5

Successive linearisation

0.0343245
Sthr 1 0 1 0.0136365

Table F.5 : Settings of the two experiments with set point weighting 1.0 and 10.0.

F.5 Settings of simulations in section 6.4.1

In section 6.4.1 a transient simulation is presented. The settings used in this simulation are
esented in table F.6

438.216+step(20)*80.048
518.264-step(120)*80.048
0.382935+step(20)*0.107513
0.490448-step(120)*0.107513

p
m

sample time

0.0343245 Successive linearisation

Stne 1 0 1 0.0136365

Table F.6 : Settings of the transient simulation

F.6 Settings of simulations in section 6.4.2

In section 6.4.2, three simulations are presented, in which the same set point trajectory has
been used for three different values of the weighting on the fuel valve input. The settings used
in these experiments are presented in table F.7.



182 Appendix F Controller Settings in Experiments and Simulations

438.216+step(20)*80.048
518.264-step(170)*80.048
0.382935+step(20)*0.107513
0.490448-step(170)*0.107513

p
N R . m
R sample time

Veighti pve. .
Stuel 30, 15,0 0 1 0.0343245 Successive linearisation
St 1 0 1 0.0136365

Table F.7 : Settings of the three experiments with set point weightings 30, 15 and 0.

F.7 Settings of experiments in section 6.4.3

In section 6.4.3, three experiments are presented, in which the same set point trajectory has
been used for three different values of the constraint on the expander inlet temperature. The
settings used in these iments are presented in table F.8.

438.216+step(20)*80.048
518.264-step(170)*80.048

0.382935+step(20)*0.107513
0.490448-step(170)*0.107513

880, 900,[p
925
N ) 03 15 325 550 m

sample time

M
combinatio

Successive linearisation

8 “1V10]
Stuel 1 0 1 0.0343245
Sne 1 0 1 0.0136365

Table F.8 : Settings of the three experiments with constraint on T, of 880, 900 and 925 K.

F.8 Settings of the experiment in section 6.4.4

In section 6.4.4, an experiment is presented, in which a sine-wave reference trajectory on the
rotational speed as well as a sine-wave trajectory on the throttle valve disturbance has been
used. The settings used in this experiment is presented in table F.9.
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hi .
438+sin(k/12)*step(75)
Di

Throttle measured - 0.7+O:3*sm(ksample/24)*step(75)
valve

- 925 p
99 0.3 325 m
99 0 sam ple time

Table F.9 : Settings of the sine response experiment in section 6.4.4.

F.9 Settings of experiments in section 6.5.2

In section 6.5.2, three experiments are presented, in which the same set point trajectory has
been used for three different types of model errors. The settings used in these experiments are
presented in the tables F.11-F.13:
| PRIMAC uml

N T 0.3 T (15 |438216-ramp(40,40)*113.216
325+ramp(130,80)*225
55 40)*11

Throttle measured 05204

TCC
N 99 0.3 1.5 325 550 m 4
R -

438.216-ramp(40,40)*113.216
325+ramp(130,80)*225
550-ramp(300,40)*111.784

Throttle measured 0.5>04
Valve
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{Combination =
l Successive linearisation

i A A ’~ ; Y101
Stuel 1 0 1 0.0343245 |

Table F.12 : Settings of experiment 2.

438.216-ramp(40,40)*113.216
325+ramp(130,80)*225
550-ramp(300,40)*111.784

Measure
unmeasured

Throttle
Valve

sample time

0;0343245 Successi\}é lihéarlsation

S fuel

Table F.13 : Settings of experiment 3.

F.10 Settings of the experiment in section 6.5.3

In section 6.5.3, a disturbance to the system has been applied by means of compressed air. The
settings used in these experiments are presented in the tables F.14.

1146450
438216

= ;lV ung ,0>,3 , . o

Trajectory

Compressed air valve opened at k=35,

d air closed at k=90
= ~ TMpe

Mieasures
unmeasured

Compressed
air

Sfuel

0.0343245

Successive linearisation

Sthr

0.0136365

Table F.14 : Settings of the compressed air experiment.



F.11 Settings of simulations in section 6.6.1 185

F.11 Settings of simulations in section 6.6.1

In section 6.6.1, two simulations are presented, in which the same set point trajectory has been
used with anticipation and without. The settings used in these experiments are presented in
table F.15

438.216+step(20)*24.881 (without anticipation and
with anticipation)

Throttle measured 0.5

valve

0.0343245 | | Successive lincarisation

Table F.15 : Settings of the two experiments with anticipation and without.

F.12 Settings of simulations in section 6.6.2
In section 6.6.2, six simulations are presented, in which the same set point trajectory has been
used for different values of the control horizon. The settings used in these experiments are

presented in table F.16.
;PRI Se

Throttle
valve

o alue

- 120! p 13

1,2,3,4,8,12
15s

Successive linearisation

Table F.16 : Settings of the eight experiments with m=1,3,4,5,8,12.

F.13 Settings of the simulation in section 7.4.1

In section 7.4.1, a simulation is presented with a reference load pattern, that is, the mass flow
to the user is prescribed by a reference trajectory and the “user-valve”(or ValveHeader) is a
manipulated variable of the control system. The settings used in this simulation are presented
in table F.17.
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| Weig ) ain | Trajecto =
muser 10 1.15 + 0.35*step(50) - step(150) + step(250) - 0.35*step(350)
FlowRecycle [0.1 0
FlowRecycleA {0.1 0

‘f:”MP,C settings

. W 1 Filter ( i Loy : | Parameter | Value
RotspeedA 1 420 660 p 30
RotspeedB 1 420 660 m 8
PresHeader 10 160000 300000 sample time [ 1's
TempCompA |1 600
TempCompB |1 600 blocking -—-
DevsurgeA 10 0.95
DevsurgeB 10 0.95

Model Combination and remarks

[ e Non-linear (open-loop) simulation
ValveThrotA |1 0.2 1 0.03 without model mismatches.
ValveBlowA {1 0 0.8 0.04 o Successive linearisation for
PowerA 1 10000 100000 2000 prediction and optimisation.
ValveThrotB_ |1 0.2 1 0.03
ValveBlowB |1 0 0.8 0.04 o reference load pattern
PowerB 1 10000 100000 2000 e equal distance to surge line
ValveHeader |1 0.2 1 0.03 * with anticipation
ValveRecycle |1 0 0.8 0.04

Table F.17: Settings of compressor station simulation with reference load pattern, anticipation
and equal distance to the surge line load balancing.

F.14 Settings of the simulation in section 7.4.2

In section 7.4.2, the previous simulation is repeated without anticipation. The remaining set-
tings are the same as the previous table (F.17). PRIMACS experiment number nr041.

F.15 Settings of the simulation in section 7.4.3

In section 7.4.3, a simulation is presented with a reference load pattern. Now the alternative
lad balancing strategy of minimisation of power is applied. Simulations are carried out for
different values of the set point weighting factor on Devldpow and with or without anticipa-
tion. The settings used in this simulation are presented in table F.18.

R p ht 0.1
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Rotspeed A

No disturbance

420 660 p 30
RotspeedB 1 420 660 m 8
PresHeader 10 160000 300000 sample time | 1 s
TempCompA |1 600
TempCompB |1 600 blocking -
DevsurgeA 10 0.95

Devsur g eB

VaiveThrotA

0.2

e Ve Non-linear (open-loop) simulation
1 0.03

1 without model mismatches.
ValveBlowA |1 0 0.8 0.04 e Successive linearisation for
PowerA 1 10000 100000 2000 prediction and optimisation.
ValveThrotB_ {1 0.2 1 0.03
ValveBlowB |1 0 0.8 0.04 e Reference load pattern
PowerB 1 10000 100000 2000 e Power minimisation
ValveHeader |1 0.2 1 0.03 e  With or without anticipation
ValveRecycle |1 0 0.8 0.04 see header for experiment number.

Table F.18 : Settings of compressor station simulation with reference load pattern, anticipation
and power minimisation load balancing.

F.16 Settings of the simulation in section 7.4.4

In section 7.4.4 a simulation is presented with the actual load pattern, that is, the user-valve
(“ValveHeader”) is not a control input but an external disturbance to the system. Two experi-
ments are carried out: with and without an additional set point on the header pressure

(“PresHeader”) The settmgs used i in [hlS 31mulat10n arf_:_p_esented in table F. 19

PresHeader

1185000

(0?t10na15

 Load-balanc

FlowRecycle [0.1 0
FlowRecycleA | 0.1 0
FlowRecycleB |0.1 0_

DevDif
Disturbance

ValveHeader

0.8 - O S*ramp(S() 25) + 0.7*ramp(150,35) - O 7*ramp(250 35) +
0. 5*ram(350 25)’

otspeed. 420 660 p
RotspeedB 1 420 660 m 8
PresHeader 10 160000 210000 sample time | 1 s
TempCompA |1 600
TempCompB |1 600 blocking -
DevsurgeA 10 0.95
DevsurgeB 10 0.95
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Model Combination and remarks -

1 | ® Non-linear (open-loop) simulation
ValveThrotA |1 0.2 1 0.03 without model mismatches.
ValveBlowA |1 0 0.8 0.04 ® Successive linearisation for
PowerA 1 10000 100000 2000 prediction and optimisation
ValveThrotB |1 0.2 1 0.03 e Optional set point header pressure
ValveBlowB 1 0 0.8 0.04 e Actual load pattern
PowerB 1 10000 100000 2000 e Equal distance to surge line
ValveRecycle |1 0 0.8 0.04 » Without anticipation

Table F.19 : Settings of compressor station simulation.

F.17 Settings of the simulation in section 7.4.5

In section 7.4.4 a simulation is presented with the actual load pattern, now the alternative load
balancing criterion of power minimisation is applied. Two experiments are carried out: with
and without an additional set point on the header pressure (“PresHeader”). The settings used
in this simulation are presented in table F.20

re set

€lg oh
_ 83000
_ 0

(optional)

ValveHeader 0.8 - 0.5*ramp(50,25) + 0.7*ramp(150,35) - 0.7*ramp(250,35) +
0.5 *fran}p(350,25)

11 1 v
420 660 p

RotspeedA

RotspeedB 1 420 660 m 8
PresHeader 10 160000 210000 sample time | 1s
TempCompA |1 600

TempCompB | 1 600 blocking --
DevsurgeA 100

DevsurgeB

: L e Non-linear (open-loop) simulation
0.2 1 0.03 without model mismatches.

Valve

rotA |1
ValveBlowA |1 0 0.8 0.04 e Successive linearisation for
PowerA 1 10000 100000 2000 prediction and optimisation
ValveThrotB |1 0.2 1 0.03 e Optional set point header pressure
ValveBlowB |1 0 0.8 0.04 e Actual load pattern
PowerB 1 10000 100000 2000 e Power minimisation
ValveRecycle |1 0 0.8 0.04 e Without anticipation

Table F.19 : Settings of compressor station simulation.

F.18 Settings of the simulation in section 7.4.6

In section 7.4.6, a closed-loop simulation is presented with a reference load pattern, that is, the
mass flow to the user is prescribed by a reference trajectory. Now, model mismatches between
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the non-linear simulation model and the internal observation and prediction model are ap-
plied. The settings used in this simulation are presented in table F.20. Model differences:
ambient pressure 1.3 in stead of 1.2 bar, efficiency of compressor A 0.75 instead of 0.7, and
efficiency of compressor B 0.65 instead of 0.6.

Hiyser 1.0 0.3 1.15 + 0.35*step(50) - step(150) + step(250) - 0.35*step(350)
PresHeader 0.1 0.3 185000

FlowRecycle (0.1 0.3 0

FlowRecycleA [0.1 0.3 0

FlowRecycleB [ 0.1 0.3 0

rajecior
No disturbance

RotspeedA . p

RotspeedB 1 0.3 420 660 m 8
PresHeader 10 0.3 160000 300000 sample time | 1s
TempCompA |1 0.3 600

TempCompB |1 0.3 600 blocking o
DevsurgeA 10 0.3 0.95

Non-linear (closed-loop) simula-
tion

ValveThrotA |1 0.2 1 0.03 with model mismatches.
ValveBlowA |1 0 0.8 0.04 o Successive linearisation for
PowerA 1 10000 100000 2000 prediction and optimisation.
ValveThrotB |1 0.2 1 0.03

ValveBlowB |1 0 0.8 0.04 o reference load pattern
PowerB 1 10000 100000 2000 ¢ equal distance to surge line
ValveHeader |1 0.2 1 0.03 e with anticipation
ValveRecycle |1 0 0.8 0.04

Table F.20 : Settings of compressor station closed-loop simulation with reference load pattern,
anticipation and equal distance to the surge line load balancing.

F.19 Settings of experiments in Appendix D.7

In Appendix D.7, two experiments are presented, one with a threshold range and one without.
The settings used in these experiments are presented in the tables F.21 and F.22.

438.216+step(40)*24.881
0.382935+step(40)*0.036105

No disturbance
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TCC
N 99 0.3 1.5 325 550 m 4
R -

St 11 0 1 0.0343245 Successive linearisation
S 1 0 1 0.0136365

Table F.21 : Settings of experiment with threshold.

438.216+step(40)*24.881
0.382935+step(40)*0.036105

Combination

- ] [ | Moy Com|
Stuel 1 0 1 0.0343245 Successive linearisation
Sthe 1 0 1 0.0136365

Table F.22 : Settings of experiment without threshold.

F.20 Settings of experiments in Appendix D.8

In Appendix D.8, three experiments are presented, in which the same reference trajectory and
disturbance has been used for three different values of the filter gain. The settings used in
these experiments are presented in table F.23.

ain | | <

Measured

Throttle unmcaéured 0.5‘+s‘tep(40)*0.5
Valve 1.0-step(125)*0.65

itter Ga
0.1,0.3,0.5
0.1,0.3,0.5
0

Move

0.0343245

Table F.23 : Settings of the three experiments with filter gains 0.1, 0.3 and 0.5.
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Summary

The aim of this study is to investigate the dynamic behaviour and control of turbomachinery.
Turbomachinery refers to installations that consist of rotary devices like compressors and ex-
panders or turbines. Turbomachines, for example gas turbines, are commonly applied in aero-
engines and in power generation. Knowledge of the dynamic behaviour and control can im-
prove the performance of these systems. In this study, we have followed a three step method-
ology: the development of dynamic simulation models of turbomachines, the development of
model-based control configurations, and the application of these configurations to representa-
tive installations. We focus on the development of physical models and the application of
Model Predictive Control (MPC) as-a model based control strategy. A derived aim is to in-
vestigate the feasibility of MPC for use on turbomachinery.

In the first part of this thesis, two different types of non-linear dynamic simulation models are
derived: the physical flow model and the lumped parameter model. Both models are based on
(vendor supplied) steady component characteristics and unsteady conservation laws over the
volumes that connect successive components. The physical flow model also includes general
conservation laws for compressible fluid flow through pipes. The physical basis and the
modular approach ensure the flexible applicability to a large class of turbomachines. The
model validity is determined by experiments on a custom-built laboratory gas turbine installa-
tion. The installation, realised during this study in the laboratory, offers the opportunity to
monitor and to influence the dynamic operation of a gas turbine. The performance of the vali-
dated models is good. Both steady state and transient responses of the models agree well with
experimental results.

In the second part of this thesis, we develop configurations for Model Predictive Control. Es-
pecially, the handling of constraints (for instance minimum or maximum values on the inputs
or outputs) and interactions (between inputs and outputs) form the basis for selecting this par-
ticular controller type. For our MPC development we have used Primacs, a package for real-
time model based control that is being developed by TNO-TPD (Delft, The Netherlands). The
concept of MPC is to include a model of the system to be controlled in the controller to pre-
dict the systems response over a future horizon and to optimise the future inputs. Standard
linear MPC uses one linear model for prediction and optimisation. Strong non-linearities, dis-
played by turbomachinery, and the large operating area of most installations (for instance at
start-up) cannot always be adequately handled by linear MPC. In this study certain non-linear
approaches (based on successive linearisation and non-linear prediction) which are still based
on linear optimisation are studied and applied.

The final step is to apply the MPC configurations to representative installations. Our feasibil-
ity study concerns system performance, robustness for external disturbances and for model
mismatches and the required computation time. We succeeded in real-time implementation of
MPC on the laboratory installation. Within the applied sample interval, the successive lineari-
sation approach could be implemented. This approach is shown to be a useful and powerful
extension to linear MPC. Indeed, the advantages of MPC, constraint and interactions han-
dling, give excellent results. Special attention has been paid to filtering and anticipation to
future set-point changes.
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Besides the laboratory installation, we also considered a generalised compressor station for
implementation of MPC. This compressor station comprises two compressors connected in
parallel to a common header. The MPC results for the compressor station are restricted to
simulations. Compressor station control is quite complementary to the gas turbine problem
because of the surplus of degrees of freedom (inputs) that parallel connected compressors pos-
sess. The application of MPC to the compressor station indicates the profound opportunities
that MPC offers for this control problem. Especially, dealing with interaction between all
control inputs and controlled outputs in combination with perfect constraint handling and dy-
namic optimisation is shown to potentially improve the performance of the station. New con-
trol objectives like power minimisation become feasible.
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Samenvatting

Het onderwerp van deze studie betreft het bestuderen van het dynamisch gedrag en de regeling
van turbomachines. De algemene term turbomachines verwijst naar installaties waarin rote-
rende stromingsmachines zoals compressoren of turbines voorkomen. Turbomachines, bij-
voorbeeld gasturbines, worden veel gebruikt in vliegtuigmotoren en electriciteitscentrales.
.Meer kennis over het dynamisch gedrag en de regeling kan de prestaties van deze systemen
verbeteren. Deze studie wordt in drie stappen uitgevoerd: het ontwikkelen van dynamische
simulatie modellen voor turbomachines, het ontwikkelen van modelgebaseerde regelstrategie-
en en tenslotte, de toepassing van deze strategie€n op representatieve installaties. We richten
ons op het ontwikkelen van fysische modellen en de toepassing van Model Predictive Control
(MPC) als modelgebaseerde regelstrategie. Een afgeleide doelstelling is het onderzoeken van
de haalbaarheid van MPC voor toepassing op turbomachines.

In het eerste deel van dit proefschrift worden twee verschillende niet-lineaire dynamische si-
mulatie modellen afgeleid: het fysische stromingsmodel (physical flow model) en het gecon-
centreerde-parameter model (lumped parameter model). Beide modellen zijn gebaseerd op de
stationaire componentkarakteristicken (beschikbaar gesteld door de fabrikanten) en op instati-
onaire behoudswetten voor de volumes die opeenvolgende componenten verbinden. Het phy-
sical flow model beschrijft daarnaast ook de instationaire behoudswetten voor samendrukbare
stroming door pijpen. De fysische basis en de modulaire structuur verzekeren een flexibele
toepassing van de modellen op een grote klasse van turbomachines. De validiteit van de mo-
dellen is vastgesteld door middel van experimenten op een speciaal ontworpen gasturbine-
installatie. Deze installatie, die tijdens deze studie ontworpen en gebouwd is in het laboratori-
um, biedt de mogelijkheid om het dynamisch gedrag van een gasturbine te bestuderen en te
beinvloeden. De resultaten van de modellen zijn goed. Zowel de stationaire als de dynamische
responsies van de modellen komen goed overeen met de verkregen experimentele resultaten.

In het tweede deel van dit proefschrift worden strategiegn voor Model Predictive Control ont-
wikkeld. Vooral de goede mogelijkheden om beperkende randvoorwaarden (bijvoorbeeld mi-
nimum of maximum waarden op de ingangen of op de uitgangen) en interacties tussen ingan-
gen en uitgangen mee te nemen in de regelalgoritmes hebben geleid tot de keuze voor MPC.
Voor de implementatie van MPC hebben we gebruik gemaakt van Primacs, een pakket voor
real-time modelgebaseerd regelen dat wordt ontwikkeld door TNO-TPD (Delft, Nederland).
De basis idee van MPC is dat een model van het te regelen systeem gebruikt wordt om het
toekomstige gedrag van het systeem te voorspellen en de toekomstige ingangen van het sys-
teem te optimaliseren met betrekking tot een gekozen criterium. Standaard (lineaire) MPC
gebruikt hetzelfde lineaire model voor voorspelling en optimalisatie. Het niet-lineaire gedrag
en het grote werkgebied van de meeste turbomachines (denk bijvoorbeeld aan het opstarten)
kunnen echter niet goed worden aangepakt met lineaire MPC. In deze studie zijn daarom niet-
lineaire methoden (gebaseerd op herhaalde linearisatie en niet-lineaire voorspelling) beschik-
baar onderzocht en toegepast. Deze methoden zijn nog steeds gebaseerd op lineaire optimali-
satie.

Tenslotte worden de ontwikkelde MPC strategieén toegepast op representatieve installaties. In
deze haalbaarheidsstudie van MPC bestuderen we de prestaties van het geregelde systeem, de
robuustheid voor externe verstoringen en modelfouten en de noodzakelijke rekentijd voor
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voorspelling en optimalisatie. Op de laboratorium-installatie is het gelukt om een real-time
MPC configuratie te implementeren. Binnen de minimaal haalbare tijdstap kon de strategie
van herhaald lineariseren worden toegepast. Deze methode vormt een nuttige en krachtige
uitbreiding van lineaire MPC. De voordelen van MPC, te weten rekening houden met beper-
kingen en interacties, komen uitstekend tot hun recht. Speciale aandacht is geschonken aan
filteren en anticipatie: het rekening houden met toekomstige veranderingen in bijvoorbeeld het
referentie-signaal.

Naast de laboratorium-installatie hebben we ook een generiek compressorstation gekozen om
MPC toe te passen. Dit compressorstation bestaat uit twee parallelgeschakelde compressoren
die uitmonden in een gemeenschappelijk drukvat. De resultaten met MPC voor het compres-
sorstation zijn beperkt tot simulaties. Het regelprobleem van het compressorstation is een uit-
breiding op dat van de gasturbine vaawege het grote aantal vrijheidsgraden (ingangen) van de
parallel geschakelde compressoren. Simulatieresultaten laten de mogelijkheden van MPC
voor dit regelprobleem zien. Vooral de mogelijkheid om, in een dynamische optimalisatie,
interacties tussen en beperkingen op de ingangen en de uitgangen mee te nemen, toont de po-
tenti€le mogelijkheden voor het verbeteren van de prestaties van een compressorstation aan.
Nieuwe regeldoelstellingen zoals het minimaliseren van het benodigde vermogen zijn moge-
lijk.
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Nawoord

Na het succesvol afronden van mijn studie Werktuigbouwkunde begon ik in maart 1993 aan
de ontwerpersopleiding “Proces- en Productontwerp” van het Stan Ackermans Instituut. Mijn
ontwerpopdracht zou ik uitvoeren binnen de sectie Werktuigkundige Energietechnologie
(WET) van de faculteit Werktuigbouwkunde. Ik voelde me al snel zeer thuis in deze sectie en
samen met mijn begeleider Rick de Lange en enkele enthousiaste studenten werd met het
ontwerp van een gasturbine-opstelling in het laboratorium begonnen. Deze opstelling zou die-
nen voor het onderzoeken van het dynamische gedrag van gasturbines tijdens snelle transién-
ten, waarbij vooral werd gedacht aan stoominjectie (STIG systemen). Twee jaar later rondde
ik de ontwerpersopleiding af. De installatie was gebouwd maar nog niet volledig operationeel.
Met financiéle steun van TNO kreeg ik rond die tijd de mogelijkheid mijn werk voort te zetten
in het kader van een promoticonderzoek met als onderwerp het modelleren en regelen van
turbomachines. De laboratorium-opstelling zou vanzelfsprekend dienen als validatie- en
testopstelling. Het resultaat van mijn promotieonderzoek is nu vastgelegd in dit proefschrift.

Op deze plaats wil ik iedereen bedanken die een bijdrage geleverd heeft aan het tot stand ko-
men van mijn proefschrift. In de eerste plaats noem ik mijn copromotor Rick de Lange en
mijn promotoren Anton van Steenhoven en Jan Kok voor hun inspirerende en ondersteunende
begeleiding. Verder bedank ik een aantal studenten die middels hun afstudeerwerk bijgedra-
gen hebben tot het resultaat. Eric Scholten en Stef Verhagen werkten aan het ontwerp en de
bouw van de laboratorium-installatie. Anton Aarts en Gino Lambert werkten aan de eerste
aanzet tot de modellen. Tido van der Meulen, Willem van Aaken en Edwin Loenen hielpen
met de meetinstrumenten en het data-acquisitiesysteem. Tenslotte werkten Inge Satter, Gert
Leenheers, Bas Vroemen en Edwin Loenen aan de implementatie van Model Predictive Con-
trol in Primacs.

Het softwarepakket Primacs werd ter beschikking gesteld door TNO-TPD. Daarnaast heb ik
ondersteuning gehad van de TNO’ers Ruud van der Linden, Jan Smeulers en vooral van Wim
Bouman en Walter Renes, waarvoor mijn hartelijke dank.

Ik heb het heel erg gewaardeerd dat de sfeer en de samenwerking in de groep WET altijd zeer
prettig is geweest (en nog steeds is). Hiervoor bedank ik alle medewerkers en medewerksters
van de sectie en al mijn kamergenoten van de afgelopen jaren. In het bijzonder wil ik Frits van
Veghel bedanken die altijd voor me klaar stond in het laboratorium. Vooral zijn assistentie
tijdens de vele lawaaierige “buiten werktijd” meetsessies en zijn vermogen om praktische
probleem op te lossen zijn voor mij erg belangrijk geweest.

Tenslotte bedank ik mijn “nieuwe” collega’s Jan, Henk, Frans, Bram, Jos, René en Niels voor
de kans die zij mij boden om als docent op de universiteit te blijven werken en voor de
“ruimte” die ik kreeg om mijn proefschrift af te kunnen maken.

Bedankt !

ylom-

Utrecht, 17 September 1998.
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