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o. One-parameter semi-groups of operators

Notations:

•
•

•

X: Banach space with norm 11·11.

L:(X): Bounded operators on X.

IIAxll
A E L:(X) IIAII = ~~~ W.

Definition. A semi-group of operators on a Banach space X is a mapping:

such that

1) Po = I

2) Vt?o Vs?o PtPs = Pt+s

Definition.

• {Pt h?o is called a uniformly continuous semi-group on X if t 1-+ Pt is continuous
as a mapping: [0,00) --7 L:(X).

• {Pth?o is called a strongly continuous semi-group on X if VrEX t 1-+ Ptx is continu­
ous as a mapping: [0,00) --7 X.

Examples.

• t 1-+ eext I, a E IR and fixed, is uniformly continuous.

• Take L2 (IR) and define Pt : t 1-+ Ptu by (Ptu)(x) = u(x - t). In this case Pt is
strongly continuous but not uniformly continuous. Proof?
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1. Uniforrnly continuous semi-groups

Theorem 1.1. Let A E £(X), t E C, and define

Then

1) {Pth~a is a uniformly continuous semi-group.

2) A = lim Ph - I III £(X).
h~a h

00

3) RA= Je-At Ptdt for A E C with Re A > IIAII·
a

Note: The resolvent RAof A appears as the Laplace transform of {Pth~a.

Remark: A is called the infinitesimal generator of the semi-group {Pth~a.

Proof. 1) and 2) t M Pt is obviously an entire analytic function and hence continuously
differentiable. From the expansion:

Therefore

d . Ph - I
A = APa = -d Pt It=a = hm h .t h.!.a

So

Re A > IIAII
00

=} JIle-AtPtlldt < 00

a

is absolutely convergent.
00

Now, put SA = Je-At Ptdt.
a

We will show that SA = (A - At l = RA:
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00 00 00

(A - A)SA = (A - A) Je-At Ptdt = AJe-At Ptdt - Je-At APtdt
o 0 0

00 00 d
= A Je-At Ptdt - Je-At dt Ptdt =

o 0
00 00

= A Je-AtPtdt - e-Atpt!go +J-Ae->.tPtdt =
o 0

= lim (_e->'s Ps) + I .
8-+00

Since

and Re A> IIAII it follows that lim e-AS Ps = O.
8-+00

So (A - A)S>. = 1. Also APt = PtA implies SA(A - A) = I.
Therefore SA = (-A - At l = RAwhenever Re A > IIAII.
Note: Cf. the highschool formula

00

J -At atdt 1 V R \ I Ie e = A_ a aEd:;' , e A > a .
o

Definition. {Pth~o is a called a contradiction semi-group if Vt~O II Pt II ~ 1.

Remark. For a contraction semi-group we have

00

Re A > o:::} JlIe->.t Ptlldt < 00 .

o

o

So the resolvent RA exists whenever Re,\ > O.
For the resolvent set peA) of A it now follows peA) 2 {,\ Eel Re,\ > O} and for the
spectrum u(A) of A: u(A) ~ {,\ Eel Re,\ ~ O}.
Finally

Theorem 1.2. (Reverse of theorem 1.1).
Let {Pth~o be a uniformly continuous semi-group. Then
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o

(A is called the infinitesimal generator).

Proof.

a

Pt is continuous:::} lim ~ JPtdt = I.
a.j.O a

o
1 a

For a > 0, sufficiently small, III - ;; JPtdtll < l.
o

a a a

But then I - (I - ±JPtdt) = ±JPtdt is invertible and (~ JPtdt) -1 E £(x).
000

Further, ±j Ps+tdt = ±fa Ptdt is differentiable to s. Hence, also
o s

is differentiable to s, whereas

P' l' Ps+e - Ps l' Pe - I P
s = 1m = 1m s •

e-+O c e.j.O c

If we put lim Pe - I = A then we have P: = APs = PsA.
e.j.O c

Let Qt = e-tA Pt. Then Q~ = e-tA PI - e-tA APt = O. This implies Qt = constant =
Qo = I.
F· 11 -tA D - I D _ tAIna y, e rt - or rt - e .
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2. Strongly continuous semi-groups

Lemma. Let {Pth>o be strongly continuous on X.
Let £ > 0, 8 > 0, x E X and put

Then Bs is a bounded operator, Bs E £(X), and

Proof. The mapping t t-+ PtX is continuous. Hence

Then, with Banach-Steinhaus, sup IIPtl1 < 00.
o<t<s

This implies the boundedness orBs .

Concerning the algebraic part of the Lemma:

1 s 1 s+e s
= £8 1(Pt+e - Pt)x dt = £8 {1 PtX dt - 1PtX dt}

o e 0
1 s+e e 1 e

= £8 {1 PtX dt - 1PtX dt} = £8 1(Ps+t - Pt)x dt = AsBex .
o 0 0

1 SIS Pe - I
= - 1(Pt+e - Pt)x dt = - 1Pt x dt =

c8 8 c
o 0

1 1s

= :; PtAex dt = BsAex .
o

Theorem 2.1. Put D(A) = {x E X I lim Aex exists}.
e,!.O

Define A : D(A) ---* X by Ax = lim Aex. Then
e,!.O

1) D(A) = X.

2) A is a closed linear operator.

6

o



(A is called the infinitesimal generator of {Pth~o).

Proof.
1 s

1) Let x E X. We want to show x E D(A). From Bsx = -; JPtx dt and the strong
o

continuity of {Pt}t>o it follows that lim Bsx = x. So we are ready if we show that- s.j.O
Bsx E D(A). Indeed As continuous =? lim AsBex = Asx.e.j.O
Lemma =? lim AeBsx = Asx * Bsx E D(A).e.j.O

2) Observe x E D(A) =? lim BsAex = Asx = BsAx. Consider a sequence {xnln>o Ce.j.O
D(A) such that lim Xn = x and lim AXn = y.

n-+oo n-+oo
If we show that x E D(A) and Ax = y the operator A is closed. Indeed, for all
s>O

But then y = lim BsY = lim Asx, which says x E D(A) and y = Ax.s.j.O s.j.O

o

Theorem 2.2. Consider a strongly continuous semi-group {Pth~o. Then {Pt}t>o is
uniformly continuous iff the infinitesimal generator A is bounded.

Proof. See theorem 1.2. o

Now we discuss the resolvent of infinitesimal generators.

Lemma. Let f : [0,(0) -+ JR be sub-additive and bounded from above on compact

sets, then the limiet lim f(t) exists in [-00,(0).
t-+oo t

Proof. Sub-additivity means Vs,t~O f(s + t) ~ f(s) + f(t). Take to > 0 and put
a = sup f(t) < 00.

0990

Vt~O 3n(t)EN 3r(t),0~r(t)~to [t = n(t)to+ r(t)]

and one has

f(t) = f(n(t)to+ r(t)) ~ n(t)f(to) + a .

So

f(t) < n(t) f(t ) + a = f(to) + a _ r(t) f(t ) t >_ 0 .
t - tOt to t Uo 0,
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Hence

lim sup f(t) < f(to) .
t-too t - to

Therefore also

limsup f(t) < inf f(t) .
t-too t - t>O t

It follows that

lim f(t) = inf f(t) < 00 .

t-+oo t t>o t

o

Corollary. Let {Pth>o be a strongly continuous semi-group. Then the function
f(t) = log IIPtl1 is sub~dditive and bounded on compact sets. (This follows from
'v'XEX 'v'T>O [IlPt xl1 is bdd on on [0, T]] and Banach-Steinhaus). So

lim log IIPtl1 = W < 00 .
t-+oo t

Theorem 2.3. Consider {Pth~o with infinitesimal generator A. Put

w = lim log IIPtli .
t-+oo t

Then for A E C, with Re A > w, one has A E p(A) and

00

(AI - A)-Ix = RAx = fe-At PtX dt .
o

Proof. Choose a E IR with w < a < Re A. Then

Because, via Banach-Steinhaus, sup "Ptll = a < 00, we find
°9$to

Estimate
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00 00Jlie-AtPtxlldt ::; Je- Re At Maetallxlldt = Re~a_ a IIxll .
o 0

This shows that the integral

00

SAX =Je-At Ptx dt
o

converges absolutely and defines a bounded operator SA.
We now want to show

Indeed,

-t ASAX - ASAX +X = X, as c {. 0 .

We conclude SAX E D(A) and (AI - A)SAX = x, for all X E X. It also follows that
(AI - A) is surjective. Because of AePt = PtAe for all c, t > 0 we also have

for all x E D(A), which implies that (AI - A) is injective.
Conclusion: For all A E C, Re A > w, AI - A : D(A) -t X is bijective.
This means A E p(A) and (AI - A)-IX = SAX = RAx.

Corollary.

IIR~II ::; ( Re~~ a)n' A E C, Re A > a > w .

Proof.

00 00 00

Rn - J -Atn D dt J -Atn_1 D dt J -Atl D dtAX - e .ttn n e .ttn_l n-I· ... . e .ttl X 1

o 0 0

9
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00 00 00

J ->.tndt J ->.tn-l dt J ->.tl D D D dt= e n e n-l ... , . e £tn£tn_l ..... £tl Xl·
000

00 00 00

IIR~x" ::; Jle->.tnldtn Jle->.tn-1Idtn_1 ..... J\e->'tllea(tn+...+tddtl
000

n 00 1
< M II Jle->.tj+atj Idt· = M .
- a j=l 0 ) a ( Re A- a)n

Remarks.

o

1) If {Pt h>o is a strongly continuous contraction semi-group then, in Theorem 2.3, we

can tak~ w::; 0, since IIPtl1 ::; 1 implies } log IIPtl1 ::; O.

2) We have IlPtll ::; Maeat with a > w. Observe that {Qth>o with Qt = e-at Pt is again
a strongly continuous semi-group and

d d
Q -atp + -at pdt tX = -ae t X e dt tX .

At t = 0 this leads to B = A - a if A and B denote the infinitesimal generators of
{Pt}t~O and {Qth~o, respectively.
From p(A) ;2 {A Eel Re A > w} it follows that

p(B) ;2 {A Eel Re A > 0 > w - a} .

So, without losing generality we could restrict to uniformly bounded semi-groups,
the spectra of whose infinitesimal generators all lie in the closed left half plane.

Theorem 2.4. If two semi-groups {Pth~o and {Qt}t~O have the same infinitesimal
generator, they are the same.

Proof. For suitable a, bE IR we have

Let A and B be the infinitesimal generators of {Pd and {Qt} respectively. Then for
Re A > max{a,b}

00 00Je->.t Ptx dt = R>.(A)x = R>.(B)x = Je->.tQtx dt .
o 0

It is sufficient to show that Ptx = QtX, for all x E X.
For Re A> max{a,b} = m we have
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00Je-(>.-m)te-mt(PtX - QtX)dt = 0 .

o

Since span{t M e-(>.-m)t} is dense in Co([O, 00)) we find

00J'P(t)e-mt(ptx - Qtx)dt = 0 for all 'P E Co([O, 00)) .
o

Take 'P:
and let € -!- O.
Then

u

Vu?o Je-mt(ptx - Qtx)dt = 0 .

o

Differentiate to u,

•

Hence Pux = Qux, Vu?o VxEX •

Theorem 2.5. (Hille-Yosida). Consider a closed operator A in the Banach space Xj
D(A) = X. Then A is the infinitesimal generator of a strongly continuous semi-group
¢:} 3M?O 3aER V>.<a VnEN

[A E p(A) and IIR~II ::; (A ~a)J

Proof. => Theorem 2.3.
~ For all A > a we have R>. = (A - Atl E .c(X). Form B>. = -A(I - AR>.) E .c(X)
for A > a. We will construct the operators Pt of the desired semi-group as the strong
limit for A ---+ 00 from the operator etB>..

1) Let
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This implies

00 (>.zt)n _'t L ~IletB>.11 ~ Me-,\t L = Me " . e>.-a = Me>.-a .
n=O n!('x - a)n

Pick al > a. Since lim \'xta = ta, it follows that
,\~oo '" - a

2) We show that VxED(A) [lim B>.x = Ax]. Let x E D(A) and ,X > a
,\~oo

.11,XR,\x - xII = II,XR,\x - R,\('x - A)xll = IIR,\Axll ~ ~I~:II -+ 0, as ,X -+ 00.

MI,XI
• =h1ER V'\>>'l II,XR,\II ~ ,X _ a < 2M.

• Let c> °and y EX; ::IxoED(A) [llxo - yll < min (6~f' ~)].

We derive, for ,X sufficiently large,

c c
~ 2Mlly - xoll + "3 + "3 < c; •

So

VYEX [ lim ,XR,\y = y]
,\~oo

and from this, VxED(A)

= 'xR\Ax -+ Ax, as ,X -+ 00 .

3) Put S,\(t) = etB >. for ,X > a and t E JR+. Then {S,\(t)h~o is a uniformly continuous
semi-group. We will show that - for x E D(A) - S,\(t)x converges to a limit Ptx as
,X -+ 00, uniformly on bounded intervals in [0,00).
Let ,x, J1 > a. Since R,\RJL = RJLR,\, it follows that B,\BJL = BJ.tB,\ and S,\(t)BJL =
BJ.tS,\(t). Let x E D(A), on [0, t] the function SJL(t - s)B.\(s)x = e(t-s)B,..+sB>. is
continuously differentiable to S, the derivative is

We estimate

12



t

IISx(t)x - Stt(t)xll = II Je(t-s)Bp+sB>.(B>. - Btt)x dsll
o

t (*)::; JlIe(t-s)B" II IlesB>'11 IIB>.x - BttXllds ::;
o

::; Meal(t-S) MealS. t ·IIB>.x - Bttx\l =

= M2tealtllB>.x - BttXIl, for all >',p 2 >'0 .

Because of thos the limit Ptx = lim S>.(t)x, x E D(A), exists and the convergence
>'-+00

is uniformly on bounded intervals.

4) Let x E D(A) and ~ > O. Then

Therefore

So

Together with D(A) = X this implies that Pt extends to a bounded linear operator
on X. The extension is again denoted by Pt.
Note that IIPt\l ::; Metal.

5) Let x E X and y E D(A). Estimate

(*)
:::; IIPt\l\lx - yll + IIPty - S>.(t)yll + IIS>.(t)lllly - xii :::;

:::; Metallix - y\l + IIPty - S>.(t)yll + Metallix - yll .

Then, with 3), for all x E X Ptx = lim S>.(t)x, uniformly in t on bounded intervals.
>'-+00

From this the continuity of t I-t Ptx is immediate. In order to get the semi-group
property for Pt we estimate

(*)
+11(S>.(s) - Ps)Ptxll :::; IIPs+tx - S>.(s + t)xll+

Meals\lS,\(t)x - Ptxll + II (S>.(s) - Ps)Ptxll .

13



Let A~ 00 and it follows that Ps+t = PsPt. We know that S>.(O) = I = Po.
Thus we have shown that IIPtllt~o is a strongly continuous semi-group.

6) Finally, we want to show that A is the infinitesimal generator of IlPth>o.
Analoguous to 3), VxED(A)

t

(**) S>.(t)x - x = JS>.(s )B>.x ds .
o

Because of

IIS>.(s)B>.x - PsAxll ~ IIS>.(s)(B>. - A)xll+

(*)
+1I(S>.(s) - Ps)Axll ~ Mesa1llB>.x - Axil + II(S>.(s) - Ps)Axll

and Psx = lim S>.(s )xm for all x E X, uniformly in s on [0, t], it follows that for
>.~OO

all x E D(A) PsAx = lim S>.(s)B>.x, uniformly in son [O,t]. That is why we may
>.~oo

interchange integral and limit in (**), so that

t

Ptx - x = JPsAx ds .
o

Hence

t
. Ptx - x . 1 J

VxED(A) hm = hm - PsAx ds = Ax .
t.!. t t.!.o t

o

This means that the infinitesimal generator of {Pdt~o, call it B, is an extension of
A:

D(B) 2 D(A) and VxED(A) [Bx = Ax] .

However for A E IR sufficiently large

A E p(A) n p(B) and X = (A - A)D(A) = (A - B)D(A) ,

and also X = (A - B)D(B).
Since R>.(A) and R>.(B) exist both we finally have D(A)
A=B.

D(B) and therefore
o

Corollary. (Hille-Yosidas for contraction semi-groups). Let A be a closed operator
in a Banach space X. D(A) = X. Then A is infinitesimal generator of a strongly
continuous contraction semi-group {::}

14



Proof.
. 10gilPtii

=}) ['v't>o IlPt II ~ 1] =} w = hm ~ O.
- t~oo t

00

From Theorem 2.3, in this case, >. > 0 =} >. E peA), and 'v'XEX [RAx = Je-At Ptx dt].
o

So

{:::) IIR~II ~ IIRAlln ~ >.In •

Apply Theorem 2.5 with M = 1, a = O.
B >.ta B

Further,lle t >.11:::; Me>.-a, so that Ilet >.11 ~ 1. Let>. --+ 00, then stillllPtl1 ~ 1. 0

Theorem 2.6. (Perturbations). Let A be the infinitesimal generator of a strongly
continuous semi-group and B E L(X) then A + B is again the infinitesimal generator
of a strongly continuous semi-group.

Proof. See [BM].

Theorem 2.7. (Hille's Inversion Formula).

uniformly on bounded sets in [0,00).

Theorem 2.8. (A regularity result). Let {Pt}e>o be a strongly continuous semi-group
in a Banach space X. Let A be its infinitesimaCgenerator. Let n E IN and x E D(An).
Then

ii) t I--t Ptx is n times continuously differentiable.

iii) ~: (Ptx) = Anptx = ptAnx.

Proof. Note that D(An) = R~(X) for>. sufficiently large. Take n = 1, x E D(A) and
put x = RAY = (>. - A)-ly. We have

00

u(t) = Ptx = PtRAy = RAPty = Je- AS Pt+sY ds =
o

15



00

=e>.t Je->.r PrY dr E D(A) ,
t

which is obviously differentiable. Calculate

du
dt = )..Ptx - PtY = )..Ptx - ().. - A)R>.Pty

= )..Ptx = ().. - A)PtR>.y = APtx = Au(t) .

If n > 1 this procedure can be repeated, replacing x by Akx with 1 ~ k ~ n - 1,
successively. 0

Corollary. Obviously u(t) = PtX solves the Cauchy-problem

{

du(t) = Au(t)
dt

u(O) = x E D(A) .

A sort of motivation for writing Pt = etA is the following:

Theorem 2.9. Let {Pth~o be a strongly continuous semi-group in a Banach space X.
Let A be its infinitesimal generator. Then Vt~OVxEX

Proof. (Sketch). By induction it easily follows that

1 00

( ).. - A)-nx = JSn-le->'s P x ds n E IN .
(n-1)! s,

o

Notice that Sn-le-Ts has its maximum at s = (1 - ~)t and also that

Now, show that the norm of

tends to zero as n ~ 00.

16



3. Homomorphic semi-groups

In this chapter we suppose that {Pt}t~O is a strongly continuous semi-group of bounded
operators on a Banach space X. Its infinitesimal generator is denoted by A.

Lemma. Suppose

Then

ii) VxEX Vt>o [Ptx is 00 - differentiable at t]

ii) VnEN Vt>o VxEX [pt(n)x = AnPtx = (p~)nx = (AP.!.)n x] .
n n

Proof. By induction we show

• t 1--7 Ptx is n-times continuously differentiable at t > O.

• pt(n)x = Anptx.

In 11 Let 0 < to < t, Ptx = Pt-toPtox. Apply Theorem 2.8.

1
Pt-toPtoX E D(A)

Pto x E D(A) ::::} Pt- to Pto x is continuously differentiable at t

P!x = P!-toPtoX = Pt-toAPtox = APtx

Ink I::::} In=k+ll Again by Theorem 2.8,

p?)X = AkPtx = Pt_toP~AkP~x E D(A) and continuously differentiable
2 2

d p(k) _ pI P Akp _ AD P Akp _ Ak+1 D-d t x - t-to ~ !2.x - rt-to ~ ~X - rtX .t 2 2 2 2

Finally, since Pt and A commute

pt(n)X = Anptx = (AP.!.)n x = (PDn x .
n n

17



Theorem 3.1. (Yosida) Assume 3M ,I:5M <00 Vt>o II Ptil :::; M.
Then the following 3 conditions are equivalent

II. a) {Pt}t>o has a holomorphic extension, locally given by

00 (..\ _ t)n 1
P>.x = E ,pt(n)x, x E X, \arg..\\ < arctan - .

n=O n. ae

b) 3.5,0<8<13K >o V>',larg>'l<arctan(.5';e) [lle->'P>.11 :::; K]

III. 3p>o 3~>o V>., Re >'>l+~ 11..\(..\1 - A)-III:::; {3.

Proof. II => I II

a) For oX > 0, t > 0 we write Taylor's formula

with

>'-t

R (..\ t) - 1 J T N- 1p~N_2x dT = (Lemma)
N - - (N - 1)1 " .

°

1 1 1
Case ..\ - t 2: O. Choose N so large that -(1 +-) < 1, then ..\ < (1 + -)t =>
\ N ae ae
/\-T
---;:;- < 1, and we estimate

Therefore the power series converges to P>. if 0 :::; ~e (..\ - t) < 1. Case ..\ - t :::; O.
t

Choose N so large that N < 1.
..\-T t

Then ---;:;- < N < 1 and

18



NN 0 I IN-1 N N
II R (..\ t)11 < N J r dr <~ (t _ ..\)N .

N - -(N_1),a (..\-r)N -..\N
>'-t

Therefore the power series converges to P>. if 0 :::; :e (t - ..\) < 1.

Conclusion: On every compact interval in ( t 1 , (1 +~)t) the power series for
1 + - aecxe

P>. converges uniformly to P>..

Im..\

The radius of convergence of the power
senes

~ (..\ - t)n p(n)
L...J I t X
n=O n.

at t > 0

It
cxe

Re ..\

is at least ~t and in the sector Iarg..\1 < arcsin~, the function Pt can be continued
ae ae

analytically to P>.. If it so happens that ~ > 1 this implies that P>. is analytic at
ae

..\ = 0 and hence D(A) = X.

Note that analytic extension is guaranteed in the sector Iarg..\1 < arctan~.
ae

b) St = e-t Pt is a semi-group with infinitsimal generator A - I and has the property

VXEX Vt>o [StX E D(A - I) = D(A)] .

We have

o< t :::; 1 : IltS:" = Iite-tPI - te-tPtll :::; a +M :::; M(l +a) .

t> 1 : IltS:11 = IIte-tAPIPt_l - te-tPtll :::; Ma + M .

Therefore

According to a) we have the representation

00 (..\ _ Re ..\)n (n) (°1 )
e->' P>.X = S>.X = L: I S Re >.X, Iarg..\/ < arctan - .

n=O n. e
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Take £ = £1£2. This proves b).

Corollary. (Hille).

lim sup IltP:1I < e-1
=} D(A) = X .

t+O

Proof. According to d'Alembert the series

. 1-\ - tl
converges m the sector {-\ 1 < 1 + £, £ > O}. This sector contains>' = 0 and

t
P>.x analytic at -\ = 0 =} D(A) = X.

111-+ III I
For -\ E IR the assertion follows from Theorem 2.3 and its Corollary. Indeed we have
here w = 0, take a = 1 and c > 0, then

and 11 -\ II < M1 < M1

R>. - (>.-1) - e ,
>. 1-e

since -\ 2:: 1 +c =} 1 - } 2:: 1 : c' Now for -\ complex

00

(-\R>.)x = -\ Je->' Ptx dt , Re -\ > 0, x EX.
o

With -\ = 1 +u + iT, U 2:: c > 0, T E IR and St = e- t Pt this becomes

00

(u + 1 + iT )Ru+l+irx = (u + 1 + iT) Je-(u+ir)tStX dt .
o

Let T > O. Deform the path of integration to a radius rei8 in the sector 0 < arg -\ <
arctan(:e)
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00

(( 1 ')R ) ( . ) f -(u+ir)re;Os iOd
(I + + 'tr u+l+ir X = (I +1+ 'tr e re;OX e r

o

with estimate

00

11(((1 + 1+ ir)Ru+l+ir)xll ::; Ilxlll(l +1+ irl' /{ f e(-ucos(J+rsinO)rdr
o

~ /{ 1(1 +.1 + irlllxli ~ /{ (1 + ~ + _.1_) Ilxli ,
1 - r sm 0 + (I cos 0I cos 0 sm 0

smce

1(I+1+irl 10'+11 -r 1+~ 1
(

• /I ll) < /I + . II < --ll +~ .
-r SIn u + 0' cos u 0' cos 17 -r sm u - cos u SIn u

An analogous estimate can be given for r > O. Choose for f3 the worst constant in the
estimates above. In fact we showed that for all E > 0 an estimate III can be given.
Finall ,
III=} I

Re'\=1+E

Ri

Take Re Ao ~ 1 + E, then

The resolvent series
00

R). = L (,\0 - AtR>.:l
n=O

. h £ 'f IA - Aol f3IS t erelOre convergent 1 IAol < l.

That's why the sectors

~ ~2" ::; arg A ::; 00 and -00 ::; arg A ::; - 2" '

1,\ I ~ R, with 00 sufficiently small and F R
sufficiently large certainly belong to the re-
solvent set p(A) of A.
In these sectors and in the right half plane
we now want the estimate

K 1II Rx II ::; W if 1,\I ~ R. (*)

21
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For Re A ::::: 1 +c this already follows from assumption III. From the above resolvent
senes

where we imposed IA - Aol < ~I 1m Aol.

Consider RA in the domain {1 +c::::: Re A ::::: - 2~ I 1m AI, IAI ::::: R}.

AO = 1 + c + i 1m A

IIRAII :5 ~IAol- \A - Aol :5 ~I 1m AI + ~e A- (1 + c)

< 1 if Re A ::::: 0 .
- min(1, ~){I 1m AI + I Re AI} - (1 + c:)

(**)

(t)

For - 2~ I 1m AI:5 Re A:5 0 holds 1 Re AI = - Re A:5 2~ I 1m AI and hence also

~ ~ I 1m AI ::::: ~ I Re AI·
Starting from t we then find

IIRAII ::; ~~I 1m AI + ~~I 1m \1 + Re A- (1 +c) ::;

< 1 if _ ...L I 1m AI< Re A :5 0 .
- min(4~' ~){I 1m AI + I Re AI} - (1 +c:) 2{3 -

This proves (*).
Now consider the path of integration r as drawn. Parametrization in 2nd quadrant:
A= ia +bs,

a > R, s ::::: 0, Ibl = 1, ~ < arg b < ~ +arctan ~,B .

Parametrization in 3rd quadrant: A = -ia + bs. Define

t > 0, x EX.

We want to show that Pt = Pt. Successively we show

i) VxED(A) lim Ptx = x.
t.j.O
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iii) IIPtx11 grows at most exponentially as t -t 00.

Proof of i). Let Xo E D(A), Ao right of r.
Let (AoI - A)xo = Yo

1 J >.t 1 1 J >'t( ) 1= 27l"i e (Ao - At R>.yodA - 27l"i e Ao - A - R>'oyod>" .
r r

The second integral is zero, close by a big circle! Because of the estimate for R>. we
may take the limit for t ..l- 0 under the integral sign. So

• A 1 J -1hm PtXo = -2' (>"0 - >..) R>.yodA,
t..j.O 7l"Z

r
yo = (>"0 - A )xo .

Close r by a big circle on the right: Residu R>.oyo = Xo.

Proof of ii). Using the closedness of A we find Ptx E D(A) and

A 1 J >.t 1 J >.t 1 J >.tAPtx = -2' e AR>.x d>" = -. e AR>.x d>" - -2' e x d>" .
7l"Z 27l"z 7l"Z

r r r

The second integral is zero again.
By differentiating the defining integral for Ptx the wanted identity ii) follows.

Proof of iii). Straightforward because the part of r where Re A ~ 0 has finite length.
The unique solvability (ef. Corollary of Theorem 2.8) of the Cauchy-problem leads to
the conclusion

if t > 0 and

II(tPDxll ~ f{~~xlI J le>.tltld>"1 .
r

Take 0 < t ~ 1

J le>.tltldAI ~ Lel>'lmax .
r. Re >.~o

00 00

J
le(ia+bs)ttlblds = Jest Re bt ds = 1

IRe blo 0
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4. Some applications

Definition. A semi-inner product on a Banach space X is a mapping [.,.J : X x X ~ C
such that

a,f3 E C
• [ox + f3y, z] = a[x, z] + f3[y, z],

x,y,zEX

• I[x, y:11 $ Ilxll Ilyll·

• [x, x] = IIx11 2
•

Note that linearity in the second argument is not required. Note that the inner product
(', .) on a Hilbert space is also a semi-inner product.

Example. Consider the Banach space X = Ga(IR)

Ga(IR) = {I I I: lR ~ C, I continuous, lim I(T) = O} .
17"1-+00

Choose a mapping JL : X ~ lR such that JL(J) = a E lR =? III attains its maximum at
a. It will be clear that

[j,g] = I(b)g(b) with b = JL(g) E lR

defines a semi-inner product.

Definition. The numerical range E(A) of an operator A in a Banach space X is defined
by

E(A) = ([Ax, x] Ix E D(A), IIxll = I} ,

Theorem. Let A E C\E(A). Let d be the distance between E(A) and A then A - AI
is injective and for all y E R(A - A) one has II(A - At1yll $ ~llyll. If in addition A is
closed and A E p(A) then this inequality holds for all y EX.

Proof.

Vx E D(A), IIxll = 11[(A - A)X, x]1 = I[Ax, x] - AI ? dllxl1 2
•

Therefore

Ilxll II(A - A)xll ? dllxl1 2
•
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Put (A - '\)x = y. o

Example 1. Consider A = a(x)ix in Go(IR), a(·) continuous and
0< c < a(x) < M < 00. Take D(A) = {u I u' E Go(ffl)}. Show that A is closed.
Check that at a maximum point of j = cp+i'l/J, cp and 'l/J real valued, one has cpcp'+'l/J'l/J' = 0
and cp,2 + 'ljJ,2 + cpcp" + 'ljJ'ljJ" :::; O. (For the latter the second derivative has to exist of
course). We now find

[Aj,fl = a(a)f'(a)(J)(a) with a = flU)

=a(a)(cp'(a) + i'ljJ'(a))(cp(a) - i'l/J(a)) E iffl .

Further w > 0 belongs to the resolvent set since the equation

is solved by

Hence we find, applying the above theorem that A generates a strongly continuous
dissipative semi-group in Go(ffl).
Exercise. Investigate the operator

A = a(x)~ +b(x), b(·) is C-valued

in Go(ffl) for being an infinitesimal generator.

Example 2. First note that the equation

Qwu = wu - U xx = j, w > 0

is solved by

Now consider the operator B and the resolvent equation
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(8 - w)u = uxx - wu +a(x)uxx +b(u)ux + c(x)u = f

[I + (aoxx + box + c)Q:1]Qwu = f .

. 1 1
Note that III Co(JR) we have IIQ:111 = 2w and IloxQ;111 = 2VW'
If the coefficients a, b, c are complex valued, continuous, bounded and moreover
I(x) I< ~ then by taking w sufficiently large, we can achieve II (aoxx +box +c)Q: 111 < l.
The resolvent equation can be solved then

With our semi-inner product we now calculate the numerical range E(B). The operator
B is a closed operator on the domain

D(B) = {u Iu' E Co(JR), u" E CoIR)} = Q:1(CO(IR)) .

Put f = c.p + i?jJ again

[c.p" +i ljJ", c.p +i ljJ] = c.p"c.p + ljJ"ljJ + i (ljJ"c.p - c.p"ljJ) at a = p (f)

=::; _c.p,2 _ ljJl2 +i (ljJ"c.p _ c.p"ljJ) .

So if we take the coefficient a reeel then [Bf, f] will be in some left half plane Re >. < A,
say.
Gathering our results we find that B - AI is a generator of a dissipative semi-group.
Find conditions such that the semi-group is holomorphic.

Example 3. The same evolution equation

ou
ot = U xx +a(x)uxx +b(x)ux + c(x)u

as in Example 2. But now inL2(IR). That case is easier. However 'some' differentiability
of a is needed.
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Appendix A

Elementary Spectral Properties of Operators in a Banach Space

Definition. Let X denote a Banach space over C.

• A linear operator A, with domain D(A), is

i) A linear subspace D(A) eX.

ii) A linear map A : D(A) -+ X.

• The image of A is 1m A = {Ax Ix E D((A)}.

• 'A densely defined' means D(A) = X.

• Al is called a restriction of A2 and A2 is called a prolongation (an extension)
of Al if D(AI) C D(A2 ) and A 1x = A 2x if x E D(AI). Notation Al ~ A2 or
A 2 ;2 AI.
We say Al = A 2 iff D(AI) = D(A2 ) and Al ~ A 2 •

Definition. Sums and Products of operators A and B.

• D(A + B) = D(A) n D(B), (A +B)x = Ax +Bx
D(AB) = {x E D(B) I Bx E D(A)}, (AB)x = A(Bx).

• If A is injective the inverse A-I is D(A-1
) = 1m A and A-1y = x if Ax = y.

One has (A-1)-1 = A. Note that in general OA ~ 0, A-I A i= AA -1 and A-IA ~ I
(0 is null operator, I identity operator with D(O) = X, D(I) = X).

Note the simple properties: (A+B)+C = A+(B+C), A+B = B+A, (AB)C = A(BC),
(A + B)C = AC + BC, C(A +B);2 CA +CB. A-1A = IID(A).

Definition.

• An operator A is called continuous iff

• £(X) denotes the set of all continuous operators A with domain D(A) = X.
Note that £(X), supplied with the norm

IIAII = sup{IIAxlllllxll ~}

is again a Banach space and even a Banach algebra. One has e.g. IIABII <
IIAIIIIBII·
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Theorem (Neumann Series). Let A E £(A), IIAII < 1, then I -A: X -+ X is bijective,
(I - A)-l E £(X) and

00

(I - At l +i +A = A2 +... +An +." = L An .
n=O

Definition. An operator A is called closed if its graph GA ,

GA = {(x, y) I (x, y) E D(A) x X, Ax = y} C X x X

is a closed linear subset of X x X.
This is equivalent to

[xn E D(A), Xn -+ x, AXn -+ y] ::} [x E D(A) and y = Ax] .

Theorem.

• If A is injective and closed then also A-I is closed.

• [A is closed, B E £(X)] ::} A + B is closed.

• [A closed, ,\ E C] ::} ,\ - A = ,\1 - A is closed.

Theorem. Let A be closed and D(A) = X. Then A is continuous iff D(A) = X.

Theorem.

• The resolvent set p(A) C C of A is the set of all ,\ E C, such that

i) ,\ - A is injective.

ii) 1m (,\ - A) dense in X.

iii) (,\ - A)-l is continuous.

• The spectrum a(A) C C of A is the complement a(A) = C\p(A).

• For'\ E p(A) the resolvent (operator) of A is R>. = R('\, A) = (,\ - Atl
.

Theorem.

• Let A be closed then ,\ E p(A) iff ,\ - A : D(A) -+ X is bijective.
In this case one has R>. E £(X).

• Conversely, if A is an operator and if there exists,\ E p(A) with R>. = ('\-At l E
£(X) then A is closed.
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Theorem. Let A be a closed operator. Then:

i) p(A) is an open subset of C.

ii) If p(A) =J 0 then At--+ R>. E £(X) is an analytic (bounded) operator valued function
on p(A).

iii) R>. - RJ.L = (J-L - A)R>.RJ.L and hence R>.RJ.L = RJ.LR>. for all A, fl E p(A).

iv) For fl E p(A) and IA - J-LIIIRJ.LII < lone has A E p(A) and

00

R).. = E (J-L - AtR~+1 .
n=O

Theorem. If A E £(X) then <7(A) is non-empty and compact. For an arbitrary closed
operator the spectrum may be empty. Also p(A) can be empty. Any compact set in C
can be the spectrum of an operator in £(X).

Examples.

a) Operator with empty spectrum.

x = Co([O, 1]) = {u I u : [0,1] -+ C, u continuous, u(O) = O} ,

lIull = max lu(t)1 .
09$1

D(A) = {v Iv continuously differentiable, v/(O) = O}

dv
(Av)(t) = dt (t) .

Check all the details!

b) Any closed set S in C is the spectrum of an operator in £2.

00

X = £2 = {(Xl,X2"") IE IXjl2 < co}.
j=1

Let See. S =J 0. Choose a sequence {An} C S which is dense in S.

Put Ax = y with Y = (Yn) = (AnXn).
Note that the An are eigenvalues of A, this means that An - A is not injective. The
set of eigenvalues is called the discrete spectrum of the operator.

c) Spectrum equal to C but no eigenvalues.
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x = L2(IR2) = {u IJJlu(x, y)1 2dxdy < oo}

D(A) = {V IJJ(X2+ y2)lu(x,y)12dxdy < oo}

Au = V with v(x, y) = (x + iy)u(x, y). Here A is closed, a(A) = C.

Theorem. Let A be a closed operator with p(A) #- 0. Let P be a polynomial of degree
n~l

Then the operator P(A) = ao +alA + ... + anAn with domain D(P(A)) = D(An) is
closed and a(P(A)) = P(a(A)).

Some hints for the proof.

• If P(z) = k(AI - Z)(A2 - z) ..... (An - z) then also

P(A) = k(AI - A)(A2 - A) ..... (An - A) .

• Proceed by induction and write P(A) = (A - A)Q(A) + rI with r a number.

• Put Il- P(z) = k(1l1 - Z)(1l2 - z)· .... (Iln - z) and observe that Il ¢ P(a(A)) ::::}
Ili E p(A), 1 :$ i :$ n.
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Appendix B

Integration of functions with values in a Banach space

Let X be a Banach space. Let I = [a, b] denote a compact interval. Denote the length
of I by III.

n

Definition. A step function f : I -+ X is a function which can be written f = E ll;xi,
i=1

n

where 1= U Ii a partition of I in sub-intervals and Xi E X.
i=1

Definition. The integral of a step function is

b nJf(t)dt =Jf dt = ?= IIilxi .
a I .=1

(Verify that the definition does not depend don the choice of the decomposition {Ii}'

Properties.

1) J(f + g)dt = Jf dt +Jg dt,
I I I

J ).. f dt = ).. Jf dt,
I I

).. E C.

2) II Jf dtll ::; JIIflldt ::; III sup IIf(t)1I .
I I tEl

3) U E £(X) JU f(t)dt = U Jf(t)dt .
I I

Definition. A ruled function (F: reglee) is a function f : I -+ X which is a uniform
limit of step functions.

Remarks.

• Continuous functions f : I -+ X are ruled.

• A function f : I -+ X is ruled iff at each point a E I both the limits lim f(t) and
tta

lim f(t) exist.
t-t-a

Definition. Let f : I -+ X be ruled. One defines

b

Jf(t)dt =Jf dt = J1~ Jfn dt
a I I
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where Un) is a uniformly approximating sequence of f.

Theorem. The definition is OK and the limit does not depend on the approximating
sequence.

Note. In the proof of this, the estimate

II Jfn dt - Jfmdtll S IIIIIfn - fmlloo
I I

plays the key role.

t

Theorem. Let f : [a, b] -+ X be continuous. Let F(t) = Jf(s )ds. Then F is
a

differentiable on [a, b] and F' = f. (F:(a) = f(a), F:(b) = f(b)).

Lemma. Let f : [a, b] -+ X be continuous and assume thet .f'(t) = 0 for a < t < b.
Then f is constant.

Theorem.

• Let f : [a, b] -+ X be continuous and suppose F : [a, b] -t X be differentiable
b

with F'(t) = f(t). Then Jf(t)dt = F(b) - F(a).
a

• Let t M s(t) from [a,,8] onto [a,b] then the classical formula holds:

b {3

Jf(s )ds = Jf(s(t))s'(t)dt .
a a

Theorem. Let X, Y, Z be Banach spaces and let (x, y) M x· y be a continuous bilinear
mapping from X x Y to Z.
If u : I -t X and v : I -t Yare differentiable then t M u(t) . v(t) is also differentiable
and

d
dt u(t) . v(t) = u'(t) . v(t) + u(t) . v'(t) .

Definition. (Absolutely convergent integrals). Suppose

• f: [a, (0) -+ X is continuous.

b

•JIIf(t)lI dt < 00.

a
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b =
Then lim Jf(t)dt exists and is written Jf(t)dt.

b-?=
a a

b

Theorem. Let f: [a, b) x (a,;3) -+ X be continuous and put F(>') = Jf(t,>')dt.
a

• If f is continuous then also F is continuous.

• If in addition M: [a, b) x (a,;3) -+ X exists and is continuous, then F is continu­
ously differentiable and

b &f
F'(>') = Ja>. (t, >.)dt .

a

The proof of all these results are standard and similar to the "scalar valued" case. The
results for integrals on infinite intervals are also similar to the classical case.

Theorem. Suppose

• u: (a,;3) -+ X, -00 ~ a <;3 ~ 00.

• Let A be a closed operator and suppose

- 'VtE (a,t3) [u(t) E D(A)]

Au : (a,;3) -+ X is continuous.

t3 t3

•J lIu(t)lI dt < 00 J IIAu(t)lldt < 00.

a a

Then

t3 t3 t3Ju(t)dt E D(A) and A Ju(t)dt = JAu(t)dt.
a a a
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