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Abstract

Technological innovation pushes towards the consideration of dynamical systems of a
mixed continuous and discrete nature, which are called “hybrid systems.” Hybrid sys-
tems arise, for instance, from the combination of an analog continuous-time process and
a digital time-asynchronous controller. Many consumer products (cars, micro-wave
units, washing machines and so on) are controlled by digital embedded software, ren-
dering the overall process a system with mixed dynamics. Also many physical systems
display hybrid behavior: the description of multi body dynamics depends crucially
on the presence or absence of a contact, models of friction phenomena distinguish
between slip and stick phases and electrical circuits contain switching elements like
diodes that can be blocking (open circuit) or conducting (short circuit).

From these examples it is obvious that a too general study of hybrid systems will
lack decisive power: it will not result in detailed information on individual elements in
the studied class. Therefore, one has to consider a subclass of hybrid systems carrying a
clear additional structure allowing analysis of its behavior (e.g. well-posedness, simu-
lation methods, stability) and facilitating systematic controller synthesis. However, the
chosen subclass must also contain many interesting examples from an application point
of view. The class of (linear) complementarity systems satisfies both requirements and
is the subject of the thesis. Complementarity systems are described by differential
equations, inequalities and logic expressions and form dynamical extensions of the
linear complementarity problem (LCP) of mathematical programming.

The study of the complementarity class is motivated by a broad range of physically
interesting systems that can be reformulated in terms of the complementarity formal-
ism. Examples include mechanical systems subject to unilateral constraints, Coulomb
friction or one-sided springs; electrical networks with diodes; control systems with sat-
uration or deadzones; piecewise linear and variable structure systems; relay systems;
hydraulic processes with one-way valves; and sets of equations resulting from optimal
control problems with state or control constraints. Moreover, in Chapter 6 it is shown
that the class of “projected dynamical systems” also fits into the complementarity
framework.

To obtain a well-founded theory, it is essential to define a physically relevant so-
lution concept and answer the classical questions of existence and uniqueness of solu-
tions. Because of the “jump-phenomena” in the system variables and the multimodal
behavior, formulating a solution concept for linear complementarity systems (LCS)
is non-trivial. The solution trajectories are defined by combining a hybrid point of
view and a distributional framework. After the formal introduction of the solution
concept, connections are established with the existing literature on mechanical sys-
tems and electrical circuits. It is shown that the proposed solution concept is not an
artificial one, but that it is in accordance with well-known rules specified for subclasses
of complementarity systems.
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It is surprising to see that studies of well-posedness in hybrid systems theory are
rare. One often simply assumes existence and uniqueness of solutions without giving
any verifiable conditions for these properties. In this thesis, we try to fill this gap for
linear complementarity systems by deriving necessary and sufficient conditions for
well-posedness. Although questions of well-posedness are of interest by themselves,
it must be emphasized that they provide basic insights that are important for solving
issues of controllability, stability and controller synthesis.

In Chapter 4, existence and uniqueness of “initial solutions” to linear complemen-
tarity systems is related to the existence and uniqueness of solutions to a family of static
linear complementarity problems (LCPs). This connection is based on the so-called
rational complementarity problem, a generalization of the LCP for rational functions,
as an intermediate tool. This result allows the exploitation of the extensive literature
on LCPs to obtain well-posedness results for linear complementarity systems. The
strength of these results is illustrated by applying them to unilaterally constrained me-
chanical systems, linear relay systems and linear passive electrical circuits with ideal
diodes. In Chapter 5 these results are extended to obtain “global existence” and to
derive additional properties of electrical circuits with diodes.

The existence of initial solutions does not guarantee the existence of a solution on an
interval of nontrivial support (called “local existence”) in general due to the possibility
of an infinite number of re-initializations at one time instant. In Chapter 3 sufficient
conditions for local existence of solutions are derived based on another extension
of the LCP, the so-called linear dynamic complementarity problem. The conditions
are given in terms of the principal minors of the leading row and column coefficient
matrices of the system. Based on these ideas new global existence results are given for
linear complementarity systems with low leading row coefficients and bimodal systems
(having only two modes).

Besides the solution concept and well-posedness issues, attention is paid to nu-
merical methods for simulation of linear complementarity systems. One category of
possible hybrid simulation techniques consists of the so-called “event-driven methods”
that consider the simulation interval as a union of disjoint subintervals on which the
mode (the set of active constraints) does not change. On a subinterval one must deal
with differential and algebraic equations that can be solved by standard integration rou-
tines (DAE-simulation). As integration proceeds, one has to monitor certain indicators
to determine when the subinterval ends (event-detection). Next, a new mode has to be
determined (mode selection) and a possible reset of the continuous state variable must
be computed (re-initialization). As the proposed solution concept is closely related
to the event-driven method, the mathematical analysis of well-posedness has immedi-
ate consequences for this method. In particular, contributions are made to solve the
re-initialization and mode selection problems.

As an alternative to event-driven methods, one can use time-stepping techniques
that replace the system’s equations directly by a “discretized” equivalent. Numerical
integration formulas are applied to approximate derivatives and all algebraic condi-
tions are enforced to hold at each time-step. For linear complementarity systems, the
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method based on the well-known backward Euler formula results in solving an LCP
for every time-step. In Chapter 7 an example is presented, for which the approximating
functions do not converge when the step size tends to zero. This indicates that one
cannot indiscriminately apply the backward Euler time-stepping method to arbitrary
linear complementarity systems. Justification of this particular time-stepping method
is thus required. Therefore, we show the consistency of this time-stepping method
applied to the class of electrical networks with diodes. Here, “consistency” means the
convergence of the approximations to the true solution of the original system in spite
of the presence of impulses and switching dynamics, and the fact that the method does
not try to trace the event times exactly.

During the achievement of the aforementioned goals and in the overview of ap-
plications in Chapter 2, relations between the various subclasses of complementarity
systems are revealed. The advantage of finding a common structure of these inter-
esting application fields, is that results obtained in one domain can be transformed
or extended to another. Moreover, as a common meeting ground of several mature
research areas, complementarity systems have the potential to play a major role in
developing systematic methods to overcome analysis and synthesis problems in a wide
range of applications. The work in this thesis forms a step in this direction, as it solves
various fundamental problems, needed for setting up a general system and control
theory for complementarity systems.
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1

Introduction

1.1 Hybrid Systems
1.2 Complementarity systems
1.3 Common meeting ground of

disciplines

1.4 Goals
1.5 Outline

The objectives of this chapter are to motivate this study, to discuss the connections to
the existing literature, to formulate the goals of the thesis and to indicate the difficulties
in achieving these goals.

1.1 Hybrid Systems

Technological innovation pushes towards the consideration of systems of a mixed
continuous and discrete nature, which are sometimes called “hybrid systems1.” Hybrid
systems arise, for instance, from the combination of an analog continuous-time process
and a digital time asynchronous controller. Many consumer products (cars, micro-wave
units, washing machines and so on) are controlled by embedded software, rendering
the overall process a system with mixed dynamics. Hybrid systems abound in our
homes, probably more than we realize.

As an illustrative example of a hybrid system consider the regulation of the tem-
perature in a house. In a simplified description, the heating element is assumed to
work either at its maximum power or is completely turned off. In these two modes
(“on” and “off”) the temperature is governed by different dynamical regimes. The
switching between the operating modes is controlled by a logical device (the embed-
ded controller) called the thermostat. The mode is changed from “on” to “off,” when
(a function depending on) the temperature crosses a certain upper value (determined
by the desired temperature). Vice versa, if the temperature drops below a minimum
value, the heating is switched “on.”

In large industrial processes, hierarchical control methods are being utilized more
and more. As an example consider a plant (such as a refinery or a distillation column) in
the process industry [126, p. 7]. At the top layer, the whole plant, consisting of several
process units is monitored and the best economic operating conditions (quality of final

1Term used in this context for the first time by Witsenhausen in 1966 [208].
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product, production quantity, use of resources, etc.) are determined for the separate
process units. These conditions are passed as targets to multivariable controllers (e.g. a
model predictive controller) for the process units. In turn, the MPC controller brings
the process unit towards these targets and tries to keep it there. On the lowest level,
local single-input single-output controllers (e.g. PID) are implemented for maintaining
the level of the fluid in a tank between certain bounds determined by the setpoints of
the MPC controller. Embedded controllers take care of the different control layers
ranging from the implementation of local digital controllers, to exception handling,
safety, alarm detection, switching between operating modes, and starting and stop-
ping procedures (the supervisory layer). The overall system consisting of the physical
plant and the embedded controller will form a complex hybrid system. Similar exam-
ples include automated highways [73], coordinated submarine systems and air-traffic
management [198].

The hybrid nature is not necessarily caused by human intervention in smooth sys-
tems. Although many examples originate from adding digital controllers to physical
processes, the switching between dynamical regimes is naturally present in a variety of
systems. For instance in mechanics, one encounters friction models that make a clear
distinction between stick and slip phases. Other examples include models describing
the evolution of rigid bodies. In this case the governing equations depend crucially on
the fact whether a contact is active or not. The dynamics of a robot arm moving freely in
space is completely different from the situation in which it is striking the surface of an
object. Backlash in gears and deadzones in cog wheels also result in a multimodal de-
scriptions. It is not difficult to come up with interesting applications in the mechanical
area: control of robotic manipulators driving nails or breaking objects [32], vibration
control in suspension bridges [98], reduction of rattling in gear boxes of cars, drilling
machines [160], simulation of crash-tests, regulating landing maneuvers of aircraft,
design of juggling robots [33] and so on.

Examples are not only found in the mechanical domain. Nowadays switches like
thyristors and diodes are used in electrical networks for a great variety of applications in
both power engineering and signal processing. Examples include switched-capacitor
filters, modulators, analog-to-digital converters, switching power converters, duty-ratio
control, choppers, etc. In the ideal case, diodes are considered as elements with two
(discrete) modes: the blocking mode and the conducting mode. Mode transitions for
diodes are governed by state events (sometimes also called “internally induced events”),
i.e. certain system variables (current or voltage) changing sign. In duty-ratio control
the duration of a switch being open and closed (or the ratio between them in a fixed
time interval) is determined by a control system and hence, the transitions are triggered
by time events (“externally induced events”).

Other sources of multimodal behavior are saturation, hysteresis, sensor and actuator
failures. Actuator saturation truncates implemented control values outside the actuator
range. Sensors provide reliable and accurate measurements only within a specific re-
gion, while outside the region the only available information is whether the measured
signal is above the maximum or below the minimum of the sensor range. The mal-
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functioning of sensors or actuators have the effect that control signals or measurements
are not available and as a consequence, the input-output description changes abruptly.
Control design must take switching and impact phenomena into account such that a
desirable behavior of the closed loop system is realized.

How dependent our lives are on computer technology is illustrated by the efforts
taken to solve the millennium bug. The number of computer-controlled products in
our homes will grow even further in the coming years. To support this evolution,
new methodologies for the analysis and synthesis of hybrid systems are needed. To
guarantee the safety and proper functionality, we have to improve our understanding
of the interaction between physical processes, digital controllers and software, as all
three parts influence the dynamic behavior of the overall process.

Nowadays, the design of such combined systems is often performed by methods
either exclusively tailored for discrete event systems (DES) or time continuous systems.
As a result, the models neglect either the continuous or the discrete characteristics of
the system. As an example, consider the air-traffic management of an airport. In
describing the airport accurately, the model must contain the differential equations
determining the trajectories of the aircraft, as well as the human and/or organizational
processes realizing the communication and assignments between the aircraft and the
traffic control center. An air-traffic controller obtained from a model not incorporating
one of these aspects, may fail in practice or will at least show less performance than a
controller designed by techniques incorporating both the discrete and the continuous
behavior.

Another approach for the combined design consists of separating the analysis and
design of the continuous and discrete parts and merging them in the final stage. The
synthesis of a digital controller (PID,H∞, IMC, etc.) for a process in a certain operating
point is backed up by the vast literature on systems and control theory. Also the tools
for the design of a DES taking care of e.g. mode switching and exception handling are
available. However, a combined controller design of the system is currently impossible.
The merging of the complete embedded controller with the physical plant is performed
in a heuristic and ad hoc manner and requires often years of tuning, prototyping and
trouble-shooting, which are extremely expensive and time consuming. The time-to-
market and the necessary investments for new products can be decreased considerably,
if techniques are available that facilitate combined synthesis of both the discrete and
continuous parts.

A practical hybrid control problem encountered in the department of electrical engi-
neering of the Eindhoven University of Technology is concerned with the synchroniza-
tion of several tools within a mailing system based on low resolution encoders [85].
The company Buhrs-Zaandam B.V. in Zaandam (The Netherlands) builds machines
that automatically compose a mailing package consisting of various brochures. The
main component enters a conveyor belt and several supplements are added by sheet-
feeders. The motions of these devices have to be coordinated. Traditionally, this kind of
synchronization was realized by one mechanical axis driving all the tools. To increase
flexibility (“plug and play” concept) the feeders are all mounted with a motor and a



Page 15 of 240

6 Introduction

controller with inputs the positions of both the conveyor belt and the motor. To keep the
overall costs of the system low, the sensors for the sheet-feeder motors are cheap low
resolution encoders having only one measurement pulse per revolution of the motor.
Hence, the measurements are equidistant in the angular position of the motor, but not
in time. The sensor has a state-event character: new pulses are triggered by a system
variable crossing a certain threshold. In principle, this asynchronous control problem
cannot be solved by standard control design methods, because these require (accurate)
measurements to be known after fixed time intervals and the control actions to be up-
dated synchronously in time. Neglecting the asynchronous measurement device and
simply applying time synchronous design techniques, leads to unsatisfactory results
(especially for low speeds) [85]. This problem has been solved by transforming the
asynchronous problem for a linear system in the time domain to asynchronous prob-
lem for a nonlinear system in the (angular) position domain. In the position domain a
gain-scheduling approach is applied. The design resulted in a position-synchronous,
but time-asynchronous controller that is successfully implemented on the practical
set-up. The high performance that was required could not be achieved by standard
time-synchronous control techniques. However, the proposed “hybrid” control struc-
ture resulted in a cheap and satisfactory solution. This particular hybrid control problem
is frequently encountered in industrial environments, since these kinds of sensors are
often used (e.g. magnetic/optical disk drives, level sensors for the height of a fluid in
a tank, transportation systems where the lateral position is only (exactly) known when
a marker has passed [34], and so on). The number of industrial requests for solutions
to such practical problems with inherent hybrid aspects will grow in the future.

Fortunately, it is widely recognized by the academic world that mixing different
devices and concepts will play an increasingly important role in industry. Starting
from their own backgrounds, control engineers [7, 145], computer scientists [162],
mathematicians and simulation experts work towards systematic methods to support
the development of new products. The increasing interest in this research area has
become apparent from a series of workshops on hybrid systems in recent years [2,5,6,
76, 99, 133]. For an introduction to the field of hybrid dynamical systems, the reader
is referred to [180].

1.1.1 Models for hybrid systems

As models are the ultimate tools for obtaining and dealing with knowledge, not only
in engineering, but also in philosophy, sociology and economics, a search has been
undertaken for appropriate mathematical models for hybrid systems. A whole range of
possible model structures for hybrid systems has already been proposed. An overview
of possible modeling techniques has been given for instance in [19, 24]. Mentioned
are, among others,

• Timed or hybrid Petri-nets, see e.g. [51];

• Differential automata [195];
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• Hybrid automata [28,130];

• Brockett’s model [30];

• Mixed logical dynamic models [15];

• Duration calculus [39]

• Real-time temporal logics [1,161]

• Timed communicating sequential processes [52,100]

• Switched bond graphs [189]

We would like to emphasize that this list is by no means exhaustive.
Some of these models start from one domain (DES or differential/difference equa-

tions) and include additional elements of the other domain. Hybrid automata, for
instance, are derived from finite state machines used in describing DES by replacing
the simple clock dynamics inside each discrete state by more involved differential and
algebraic equations.

1.1.2 Hybrid automata

To give some impression on what hybrid systems look like, we discuss one interesting
hybrid model structure, that complies with our point of view, in some detail.

A widely accepted framework for a hybrid system is ahybrid automaton given by
the quadruple(Q, 6, A, G) (notation taken from [28]) where

• Q is a finite set ofmodes (sometimes calleddiscrete states or locations).

• 6 = {6q}q∈Q is a collection of dynamical systems. For modeq these are given
by the ordinary differential equations (ODEs)ż = fq(z) or the differential and
algebraic equations (DAEs)fq(ż, z) = 0, wherez(t) ∈ R

n is a state variable.

• A = {Aq}q∈Q. Aq ⊂ R
n is thejump set for modeq consisting of the states from

which a mode transition and/or state jump occurs.

• G = {Gq} is the set ofjump transition maps whereGq is a (possibly multi-
valued) map fromAq to a subset ofRn × Q.

A short description of the dynamics is given as follows. Starting in a continuous
statez0 ∈ R

n \ Aq0 in modeq0, one evolves according to the mode dynamics given
by 6q0 until one reaches — if ever —Aq0, say at the event timeτ1 (the reaching
of Aq0 is called anevent). From this set a transition is enabled andmust be fired
instantaneously. The transition is governed by the relation(z1, q1) := Gq0(z(τ

−
1 ))

with z(τ−
1 ) := lim t↑τ1 z(t). From this new statez1 in modeq1, it is possible that again

a transition takes place, i.e.z1 ∈ Aq1. Otherwise, a continuous phase given by the
dynamics6q1 will follow.
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This framework indicates the behavior of a hybrid system: continuous phases
separated by events at which (maybe multiple) discrete actions (re-initialization of the
continuous statez and discrete stateq) take place.

We would like to stress that it can be nontrivial task to rewrite a physical model
description in terms of a hybrid automaton. Especially, the definition of the jump
sets and the jump transition maps (re-initialization and switching rules) can be really
difficult.

1.1.3 Modeling versus decisive power

The choice of a suitable framework is a trade-off between two conflicting criteria: the
modeling power and the decisive power. The modeling power indicates the size of the
class of systems allowing a reformulation in terms of the chosen model description.
The decisive power is the ability to prove quantitative and qualitative properties of
individual systems in the framework. A model structure, which is too broad, (like
the hybrid automaton in the previous section) cannot reveal specific properties of a
particular element in the model class. The size of a model class is often taken too large
for analysis purposes. As indicated by [18], even for the easiest hybrid systems analysis
and control problems are often undecidable or require a high computational load. As
an example, Tsitsiklis and Blondel [18] consider the elementary hybrid system given
by

x(k + 1) =
{

A1x(k), whenc>x(k) ≥ 0,

A2x(k), whenc>x(k) < 0,
(1.1)

whereA1, A2 are matrices andc is a (column) vector of appropriate dimensions.
To decide whether this switching system is stable is shown to be NP-hard. Loosely
speaking, this means that there is no algorithm that answers the question of stability in
polynomial time (as function of the size ofA1, A2 andc).

The complexity of hybrid systems is also shown by a simple piecewise linear
forced Van der Pol oscillator with an ideal diode studied in [103]. The system consists
of a capacitor, an inductor, a linear negative resistor, a diode and a sinusoidal voltage
source. For the analysis the diode is assumed to be an ideal switch. The system
switches between the blocking and conducting mode and the dynamics in the individual
modes are linear. For a specific region of the parameter values (which are analytically
determined) this system displays chaotic behavior that has been experimentally and
numerically verified in [103]. The occurrence of chaos in such a simple system is
rather intriguing, but indicates that multimodal systems are extremely complex.

From the previous it is clear that one should not consider a too general class of
hybrid systems. But on the other hand, it is also useless to study a model class, which
is (almost) empty and does not contain any physically relevant system. To summarize,
it is essential to study a class of hybrid systems meeting the following criteria.

• The subclass is small enough: it must carry an additional structure facilitating
detailed analysis of its behavior and controller design.
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• The subclass is large enough: the class must be nontrivial. It has to contain
interesting examples from an application point of view.

It may be clear that several choices of subclasses are possible. In this thesis, we will
particularly be interested in so-calledcomplementarity systems for reasons that will
become clear later.

1.2 Complementarity systems

Inequalities have played an important role in many research fields including mathe-
matical programming and economics (e.g. Leontief economies [114]). It is surprising
to see that inequalities have received relatively little attention in systems theory. One
reason might be that combining inequalities and differential equations means giving
up the smoothness properties that form the basis of much of the theory of dynamical
systems. However, in many situations (of which we will see several examples later) it
seems reasonable to study dynamics in conjunction with inequalities.

In mathematical programming a key role is played by a special combination of
inequalities and equations that is called thelinear complementarity problem (LCP),
which is defined as follows. Given a matrixM ∈ R

k×k and a vectorq ∈ R
k, then

LCP(q, M) amounts to finding vectorsu, y ∈ R
k such that

y = q + Mu (1.2a)

and

ui ≥ 0, yi ≥ 0, {ui = 0 oryi = 0} for all i ∈ {1, . . . , k} (1.2b)

or show that no such vectors exist. The operator “or” in (1.2b) must be interpreted in a
non-exclusive sense. The conditions (1.2b) are calledcomplementarity conditions and
can equivalently be written as

u ≥ 0, y ≥ 0, u>y = 0. (1.3)

The inequalities must be interpreted componentwise in (1.3). In the literature one often
encounters also the more compact notation

0 ≤ y ⊥ u ≥ 0, (1.4)

where the notationy⊥u expresses the orthogonality betweeny andu. The LCP has
many economic and engineering applications [65] and an extensive literature [47] is
available on this problem.

The hybrid systems considered in this thesis can be seen as the dynamical extensions
of LCPs and will be calledcomplementarity systems. In a mechanical context such
combinations of differential equations and complementarity conditions have already
been used by Lötstedt [124]. Van der Schaft and Schumacher were one of the first
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that formulated the the equations of complementarity systems (or “complementary-
slackness systems”) in a general setting [177, 179]. In their most general form com-
plementarity systems are described by the differential and algebraic equations

0 = F(ż(t), z(t)) (1.5a)

y(t) = g(z(t)) ∈ R
k (1.5b)

u(t) = h(z(t)) ∈ R
k (1.5c)

together with the complementarity conditions

0 ≤ y(t) ⊥ u(t) ≥ 0 (1.5d)

In this formulationt ∈ [0, ∞) denotes the time variable,z(t) the state andu(t) and
y(t) the complementarity variables at timet .

A special complementarity system occurs when (1.5a), (1.5b) and (1.5c) are re-
placed by an “input/state/output system” of the form

ẋ(t) = f (x(t), u(t)) (1.6a)

y(t) = g(x(t), u(t)). (1.6b)

These systems are called “semi-explicit” complementarity systems. Moreover, if the
input/state/output system is taken to be linear, i.e.f (x, u) = Ax + Bu, g(x, u) =
Cx + Du for constant matricesA, B, C andD of appropriate dimensions, we obtain
a linear complementarity system (LCS). Note that an LCS arises also by replacing the
static linear relationy = q + Mu in (1.2) by the linear dynamical system

ẋ(t) = Ax(t) + Bu(t) (1.7)

y(t) = Cx(t) + Du(t). (1.8)

In this thesis we will focus mainly on LCS, because we can rely in that case on the
broad literature of linear system theory.

The study of complementarity systems can be motivated by a whole range of in-
teresting applications. To give a quick round-up of examples, one might think of

• electrical networks with (ideal) diodes;

• piecewise linear systems;

• mechanical systems subject to unilateral constraints or Coulomb friction;

• switching control systems;

• dynamical systems with saturation, relays or deadzones;

• variable structure systems;

• hydraulic processes with one-way valves;
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• sets of equations originating from applying Pontryagin’s principle [80, 164] to
optimal control problems with state or control constraints.

In Chapter 2 we will give a detailed exposition on the dynamical systems that can be
modeled by the complementarity formalism and also on the modeling techniques that
have to be used. Moreover, in Chapter 6 it will be shown that also projected dynam-
ical systems [62, 147] allow a complementarity reformulation. Projected dynamical
systems are used for studying e.g. economical markets, transportation networks and
international trade.

1.3 Common meeting ground of disciplines

The fact that complementarity systems form a common denominator of several mature
research areas motivates this study. Revealing the generic structure and developing a
general framework for a broad range of applications offers many opportunities. One
merit is the possible translation of results from one research field into another. If
the differences and the similarities between the subclasses are mapped out clearly,
then it becomes transparent which results can be transformed. Specific methodologies
and proofs for e.g. constrained mechanical systems could be adapted for fields such
as electrical circuit theory or piecewise linear systems. Therefore, it is important to
investigate the results in the specific domains and identify how the complementarity is
exploited to see whether extension is possible. Of course, one has to realize that not
all results are extendable due to additional structure present in a specific domain. For
instance, in constrained mechanical systems one has a concept of an energy function
(storage function) consisting of kinetic an potential energy, which is not available in
the framework of projected dynamical systems. Hence, results obtained by explicit
use of an energy concept do not generalize (directly) to projected dynamical systems.

1.3.1 Electrical circuit theory

Modeling and simulation of electrical circuits have attracted much interest in the last
decades [13,20,40,43,44,75,108,121,136,172,201,203]. Circuit theorists are inter-
ested in analysis, verification and automated design of large-scale electronic networks.
Modeling techniques in this area are frequently based on piecewise linear represen-
tations. For an overview of different canonical representations, the reader is referred
to [111]. Piecewise linear representations are convenient, since they allow mixed-
level simulations due to the same data structure for all kinds of circuits. Moreover,
it allows the preservation of the hierarchy in the network model, which facilitates the
replacement of a subcircuit by another subcircuit [119].

Research within circuit theory has concentrated on finding memory efficient canon-
ical representations of networks, static (DC) analysis and development of simulation
and synthesis tools for electronic circuits. Dynamical properties are studied by using
integration routines (time-stepping methods) to approximate the dynamical system by
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a series of static one-step problems, see e.g. [20,120,172]. In this way, the simulators
could be used for both (DC) and transient analysis. Other numerical methods are more
“event-driven” (see also subsection 1.4.3) in the sense that they try to trace the switching
times of diodes, thyristors and other discontinuous elements exactly [13,136]. Efficient
simulators (e.g. PLANET [110]) and tools for automated network design (e.g. TOP-
ICS [119]) have been realized. However, existence and uniqueness of solutions to
thediscontinuous dynamical network models and justifications of the approximations
based on time-stepping methods are not considered. One of the goals of this thesis will
be to fill these gaps.

1.3.2 Piecewise linear systems

Piecewise linear (PL) systems are studied extensively (also outside the circuit theory
community), because they form the simplest extensions of linear systems and moreover,
can approximate nonlinear systems with arbitrary accuracy. One of the first studies
on dynamical properties of PL (discrete-time) systems are stated in [190]. Sontag
considers controllability and stability issues for PL systems and tries to use the obtained
tools and methods for controlling other, more general, classes of systems (both discrete
and continuous time nonlinear systems) by discrete-time PL systems. Recently, the
PL-approach and other switching control schemes in the control society revives, see
e.g. [17,27,38,81,104,106,134,149,204] for stability and control, [50] for equivalence
of realizations, [118, 202] for observability and controllability and [37, 102] for well-
posedness issues. Widely applied switching control techniques such as sliding mode
control, gain scheduling and relay feedback [105, 123] can sometimes be formulated
in PL description as well. From a more general point of view, the PL systems and
switching control architectures can be seen as subsets of the (large) class ofvariable
structure systems, which received quite some attention in the literature (see e.g. [68,
200]).

The renewed interest in PL systems in the control community motivates the study
of complementarity systems too. As piecewise linear dynamical systems allow a re-
formulation in terms of complementarity systems, the results of this thesis contribute
to this research field as well.

1.3.3 Constrained mechanical systems

Mechanical systems with impacts and friction phenomena have a long history inspired
by the work of well-known pioneers as Newton, Huygens and Poisson. The interest in
constrained mechanical systems can be explained by the rich application field: robotics
[113]; control of robotic manipulators driving nails, compacting powders or breaking
objects (impactors) or transition phase control of a robot arm striking the surface of an
object [31]; vibration control in suspension bridges, ships colliding at fenders or rattling
gears to reduce wear, damage and noise [98]; simulation of crash-tests; regulating
landing maneuvers of spacecraft and so on. For an overview of the available literature
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on constrained mechanical systems the interested reader may want to consult [31]
for an excellent survey. The study of mechanical systems subject to impacts can be
split in different classes [31]. Among them one finds well-posedness studies [11,
124,139,144,158,181] for various restitution rules (inelastic and elastic) and friction
phenomena, numerical schemes and experimental validation [12, 78, 192, 194, 199],
analysis [49,72,160] and control of constrained mechanical systems [32,33]. This list
is not meant to be encyclopedic and the references serve only as possible entries to the
subfields.

Although practical simulation procedures have received a lot of attention, classi-
cal questions of existence and uniqueness of solutions have been a little neglected.
Recently, the interest for well-posedness issues (which are important for numerical
methods as well) has increased. Lötstedt [124] provedlocal existence and uniqueness
of smooth solutions under rather mild conditions. Of course, for global existence one
has to study solution trajectories in a framework allowing impacts. Problems of (global)
well-posedness for general nonlinear mechanical systems are extremely complicated,
as is demonstrated by the first published existence result of reasonable generality due
to [139], which takes a whole book [193, p. 25]. Monteiro Marques’ result applies to
the single-constrained case and is based on proving convergence of the time-stepping
approach of Moreau [140,144] using techniques from thesweeping process.

The problem of existence of solutions for a multi-constrained nonlinear mechanical
systems was mentioned as an open problem in [139]. This open problem is partly
solved by recent work in [192,193], which uses a novel time-stepping scheme for rigid
body dynamics with inelastic impacts and Coulomb friction based on complementarity
problems. The convergence of a subsequence of the approximations has been shown.
This results in both a (partial) justification of the applied simulation procedure and a
proof of existence of solutions. The question of uniqueness is not posed in this work
and the convergence of the whole sequence (instead of a subsequence) has not been
shown. However, the ideas and techniques could be used as starting point for obtaining
similar results for the class of complementarity systems.

1.3.4 Optimal control problems with state or control constraints

An extensively used methodology for solving optimal control problems is the maximum
principle, initiated by Pontryagin et al. [164]. The original maximum principle has
been used and extended by many others. Regarding optimal control problems with
state constraints a survey can be found in [80]. The maximum principle results in
necessary conditions for optimality, although the result is not rigorously established
for the general case. Therefore, the statement of the conditions is called an “informal
theorem” in [80] and is used mainly as a recipe to find candidates for the optimal
control functions. Complementarity appears in these conditions to describe the duality
between the state constraints and the corresponding multiplier (see Chapter 2). The
resulting equations allow Dirac impulses in the solutions, resulting in discontinuities
(jumps) of the adjoint variable (sometimes called co-state). The complementarity



Page 23 of 240

14 Introduction

point of view may contribute in obtaining a rigorous proof of this theory. Existence
and uniqueness of solutions to the set of necessary conditions could be crucial for
proving such a result. However, one has to realize that Pontryagin’s principle is a
two-point boundary value problem and as a consequence well-posedness requires a
different approach. Questions on the smoothness of the adjoint variables, the number
of constrained and unconstrained phases (finite or infinite) and the study of the behavior
are interesting and mainly open questions. Some first steps in this direction can be
found in the appendix of [60]. Dontchev and Kolmanovsky prove that for a linear
quadratic regulator problem with a single linear state constraint of index one (meaning
the constraint needs to be differentiated once to depend on the control input) the optimal
control is piecewise analytic with only a finite number of mode switches between
constrained and unconstrained phases. Their line of reasoning may be extendable to
linear complementarity systems (without impulsive motions).

In the case of control constraints the applications of the maximum principle results
in (depending on the cost functional and control constraint set) differential equations
with piecewise linear characteristics. As an example consider a linear quadratic regula-
tor problem with the control constraint set equal to the positive orthant in an Euclidean
space. This problem is studied in [96] and [97], where it is shown that the control input
is given by a simple (continuous) piecewise linear projection of a linear combination
of the state and co-state (adjoint) variable on the positive cone. This projection is
similar to the one-sided spring as studied for mechanical systems in [98] and has clear
relations to PL systems. We observe that many of the applications of complementarity
systems have natural connections to each other. This makes it interesting to study
complementarity systems that might reveal the relationships and common structure of
these subclasses more clearly.

1.4 Goals

The goals of this thesis are to:

(i) Formulate a mathematically precise and physically relevant solution concept for
the class of linear complementarity systems.

(ii) Deduce verifiable conditions that guarantee well-posedness of linear complemen-
tarity systems.

(iii) Develop numerical methods for the simulation of (linear) complementarity sys-
tems and obtain results on convergence of the approximations to assess the
validity of the methods.

(iv) Show the relations between the physically relevant subclasses of complementarity
systems.

The first two goals are concerned with the fundamental system theoretic basis
needed for analysis of linear complementarity systems. It is important to set up a
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well-founded theory by defining a clear solution concept and answering the classical
questions of existence and uniqueness of solutions (called “well-posedness”). Because
of the “jump-phenomena” in the system variables and the multimodal behavior, a solu-
tion concept of linear complementarity systems is a non-trivial matter. After proposing
such a solution concept, we aim to develop verifiable conditions for well-posedness.
Here “verifiable” means algebraic conditions in terms of the parameters (state space
parameters in our case) describing the system. Although questions of well-posedness
are of interest by themselves, it must be emphasized that provide basic insights that
will be important in solving issues of controllability, stability and controller synthesis.

The third objective of the thesis is to investigate numerical methods for simula-
tion of LCS. Simulation is a common tool when analytical solutions or properties of
dynamical systems cannot be derived. In some subdisciplines of complementarity sys-
tems several numerical methods have already been proposed (e.g. in electrical circuit
theory and constrained mechanical systems). This thesis will contribute in particular
to the so-called “time-stepping” and “event-driven methods” (see Subsection 1.4.3, for
a description of these techniques). Since our solution concept is closely related to the
event-driven method, we contribute especially to the re-initialization (determining the
new continuous state after a mode change) and mode selection problem (determining
the new discrete mode after a mode change). For the time-stepping methods, we will
provide a rigorous base in the sense that the convergence of the approximations to a true
solution of the original model will be shown (so-called “consistency” of the method).

The final goal involves the search for the relations between the subclasses of com-
plementarity systems, which may result in the transfer of concepts, ideas and theory
from one domain into another.

The following subsection will be dedicated to illustrate the importance of each of
the four goals just mentioned. As such, these subsections serve as a motivation for the
presented work.

1.4.1 Solution concept

A first step in the study of a class of dynamical systems must be the interpretation of the
describing equations in terms of their solutions. The solution concept must be general
enough to include the behavior observed in the physical process for which the model
has been made, and limited enough to discard possible pathological solutions that have
no physical meaning at all. In the literature on hybrid systems one often encounters the
assumption of non-Zenoness in this context. Non-Zenoness means that only a finite
number of events (mode switches and/or re-initializations) are allowed to happen in a
finite length time interval. We emphasize that the term non-Zenoness, as used here,
will include the requirement that at most finitely many successive jumps (resets or
re-initializations) are allowed to take place at one time instant. We will illustrate by
some simple examples (described also in [94]) the undesirable consequences of such
an assumption.
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Example 1.4.1A physical example which will display nonexistence of solutions under
an assumption of non-Zenoness is the three-balls system in which the inelastic impacts
are modeled by a succession of simple inelastic impacts (Figure 1.1). Suppose that all

V (0)=11 V (0)=02
V (0)=03

Ball 1 Ball 2 Ball 3

Figure 1.1: Three balls example.

the balls have unit mass and are touching at time 0. The initial velocityv1(0) of ball
1 is equal to 1 and for balls 2 and 3 equal tov2(0) = v3(0) = 0. If one assumes that
the impact is actually a sequence of simple impacts, first an inelastic collision occurs
between ball 1 and 2 resulting inv1(0+) = v2(0+) = 1

2, v3(0+) = 0. Next, ball 2 hits
ball 3 resulting inv1(0++) = 1

2, v2(0++) = v3(0++) = 1
4 after which ball 1 hits ball

2 again. In this way, a sequence of jumps is generated
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which converges to(1
3, 1

3, 1
3)> from which a smooth continuation could be defined as a

possible solution (the three balls stay touching and attain a velocity1
3 after the impact).

However, if one assumes non-Zenoness one does not allow a solution containing in-
finitely many re-initializations at one time instant. In this case there would not exist a
solution on a positive length time interval from the initial condition considered above.

�

Apart from infinitely many events at one time instant, one has to be careful with
accumulation of event times. In many models accumulation of events occurs and has
a physical interpretation.

Example 1.4.2 Consider a model of a bouncing ball which is subject to gravitation
forces. The model is given bÿx = −g (x is the height of the ball andg is the gravity
constant) and constraintx ≥ 0. To complete the model we include Newton’s restitution
rule ẋ(τ+) = −eẋ(τ−) whenx(τ−) = 0 andẋ(τ−) < 0. Heree is the elasticity
constant with 0< e < 1. Moreover, to complete the model, we include the rule that
in case the ball is at rest (i.e.x(τ−) = ẋ(τ−) = 0), the ball stays at rest (meaning that
the dynamics change töx = 0). The event times{τi}i∈N at which the ball touches the
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ground are related through (see [31, p.234])

τi+1 = τi + 2ei ẋ(0)

g
, i ∈ N

assuming thatx(0) = 0 and ẋ(0) > 0. Hence,{τi}i∈N has a finite limit equal to
τ ∗ = τ0 + 2ẋ(0)

g−ge
< ∞. Since the continuous state(x(t), ẋ(t)) converges to(0, 0)

whent ↑ τ ∗ a continuation beyondτ ∗ can be defined by(x(t), ẋ(t)) = (0, 0), t > τ∗.
The physical interpretation is that the ball is at rest within a finite time span, but after
infinitely many bounces. Hence, the set of event times contains a right-accumulation
point2. If one does not allow solutions with accumulations of event times, the maximal
interval on which a solution can be defined is equal to[0, τ ∗). �

The solution concept that will be used in the thesis will correspond to theinelastic
impact case for non-smooth mechanical systems (see section 3.8). Consequently, the
bouncing ball does not fit in the framework of LCS (at least using the inelastic jump
transition rule). However, it indicates that there exist models of physical relevance that
require a solution concept including the possibility of right-accumulations of events. An
example with right-accumulations of event times that will fit in the solution concept
used for linear complementarity systems, is given by the following system adapted
from [68].

Example 1.4.3A time reversed version of a system studied by Filippov [68, p. 116]
(also mentioned in [123]) is given by

ẋ1 = −sgn(x1) + 2sgn(x2) (1.9a)

ẋ2 = −2sgn(x1) − sgn(x2), (1.9b)

where “sgn” denotes the signum-relation given by sgn(x) = 1, if x > 0, sgn(x) = −1,
if x < 0 and sgn(x) ∈ [−1, 1] whenx = 0. Because this system consists of two
relay characteristics, it can be modeled as a LCS (see chapter 2). Solutions of this
piecewise constant system are spiraling towards the origin, which is an equilibrium.
Since d

dt
(|x1(t)| + |x2(t)|) = −2 whenx(t) 6= 0 along trajectoriesx of the system,

solutions reach the origin in finite time (see Figure 1.2 for a trajectory). However,
solutions cannot arrive at the origin without going through an infinite number of mode
transitions. Since these mode switches occur in a finite time interval, the event times
contain a right-accumulation point (i.e. the time that the solution reaches the origin)
after which the solution stays at zero.

�

The previous two examples show thatglobal existence of solutions (i.e. existence
of a solutions defined for allt ∈ [0, ∞)) cannot be achieved with a solution concept

2A point τ ∈ E ⊆ R is a right-accumulation point ofE , if there existsτi ∈ E , i ∈ N with τi < τ such
thatτ = lim i→∞ τi = τ . A left-accumulation point is defined by changing “<” into “ >.”
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Figure 1.2: Trajectory with initial state(2, 2)>.

excluding right-accumulations of event times. Admitting left-accumulations of events
in the solution concept, may result in nonuniqueness as demonstrated by the next
example.

Example 1.4.4 The time-reversed model of (1.9) (which is the original example in
[68]) is given by

ẋ1 = sgn(x1) − 2sgn(x2) (1.10a)

ẋ2 = 2sgn(x1) + sgn(x2). (1.10b)

This system has (infinitely many) solutions corresponding to initial statex0 = 0, if one
allows left-accumulations of event times. Hence, uniqueness cannot be inferred. Note
that if we only allow right-accumulations of event times, the only solution starting in
the origin is the zero solution. Allowing also left-accumulations results in a nondeter-
ministic system, which is undesirable from a point of view of modeling and simulation.
In contrast with smooth dynamical systems, time is considered to be asymmetric for
hybrid systems, since reversing time is not natural and does not lead to well-posed
systems in general. Solutions are therefore considered in a ‘forward sense’ that accepts
right-accumulation and rejects left-accumulations of event times. In some situations
we can even exclude the existence of (left-)accumulation points, see Chapter 5 and [94].

Am important observation is that the solutions with left-accumulations of events
do however satisfy (1.10) in the sense of Carathéodory. A functionx is a Carathéodory
solution to ẋ = f (x) with initial condition x(0) = x0, if the equality3 x(t) =
x0 + ∫ t

0 f (x(τ))dτ holds for allt ∈ [0, ∞). Hence, one has to be careful with using
‘classical’ notions of solutions for hybrid systems. However, if one can prove unique-
ness in the sense of Carathéodory, one might be able to show that no left-accumulation

3Since the sgn-relation is multi-valued in zero, the equality (=) should be replaced by an inclusion (⊆)
in order to be mathematically precise. However, for the particular example at hand, it makes no difference.
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of events occurs. This is the method that will be used for electrical networks with
diodes (see Chapter 5). �

A mechanical example displaying similar nonuniqueness due to left-accumulation
of event times has been formulated by Bressan as described in [31, p. 58].

The previous examples indicate that there is a clear interaction between the way
of modeling, the interpretation of the equations (i.e. the solution concept) and ex-
istence and uniqueness of solutions. Care should be taken to formulate a solution
concept, since it influences the existence and uniqueness of solutions (and thus the
well-posedness of the model). As stated before, the notion of solution must include all
relevant trajectories of the original physical system and must not admit pathological
solutions representing behavior that is not encountered in practice. Looking at the
subclasses of complementarity systems, our solution concept must be able to describe
at least

• smooth continuations;

• discontinuities and impulsive motions (as in constrained mechanical systems);

• right-accumulation of event times (as in the bouncing ball and the time-reversed
Filippov’s example).

1.4.2 Well-posedness

A first criterion for the validity of a mathematical model involves the existence and
uniqueness of solutions (given initial conditions). This property is referred to aswell-
posedness and is a fundamental issue for every class of dynamical systems. It is
surprising to see that in hybrid systems theory the study of well-posedness is quite
rare. One often assumes that solutions exist, that they are unique and have a finite
number of events in a finite length time interval. However, verifiable conditions for
these properties are not presented in most cases, although it is widely recognized that
it is an important issue. Johansson [106] calls well-posedness an important component
of a more complete theory for piecewise linear dynamical systems. Imura and Van der
Schaft [102] state that there are still few results on the basic problems of uniqueness
of solutions to piecewise linear discontinuous systems.

We do not claim that well-posedness is completely neglected. The work [129]
studies existence and uniqueness of solutions to hybrid automata. However, as a
consequence of the general framework used in [129], their conditions are not verifiable
by algebraic relations on the system parameters. For the class of PL systems, [37,102]
study questions of existence and uniqueness of solutions in a Carathéodory sense,
thereby not allowing possible discontinuities in state entries and impulsive motions.
As a consequence, their results do not apply to constrained mechanical systems or
sets of equations resulting from optimal control problems and thus not to the general
class of LCS.As mentioned before, in the field of constrained mechanical systems some
results are known [124] (local existence and uniqueness of smooth continuations), [139]
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(global existence with one constraint and inelastic impacts) and [192] (global existence
with inelastic impacts for multiple constraints). Although they rely on the special
structure of mechanical systems, some of the ideas can be extended to other classes
of complementarity systems like projected dynamical systems as will be discussed in
Chapter 6.

A starting point of the well-posedness results in this thesis is the work of Van
der Schaft and Schumacher. In [177] necessary and sufficient conditions forlocal
well-posedness are given forbimodal linear complementarity systems. In this context,
bimodal means that there are only two modes. Stated differently, there is only one pair
of complementarity variables and thusu ∈ R, y ∈ R. In [179] the local existence
and uniqueness ofsmooth continuations have been studied for nonlinear semi-explicit
complementarity systems (see (1.6) below).

As a last comment in this subsection concerns the fact that for smooth systems the
notion of well-posedness often includes the continuous dependence of the solutions on
the initial data. In this thesis, we will present an example of linear complementarity sys-
tems (in a mechanical context) that displaysdiscontinuous dependence on initial states
caused by the sensitivity of the solution trajectories to the order in which constraints
become active. So, in general this property does not hold for linear complementarity
systems. However, in Chapter 7 continuous dependence is proven for a class of linear
complementarity systems for which the underlying state space description satisfies a
passivity condition.

1.4.3 Numerical methods

Simulation is a common tool (and final escape) when analytical solutions or properties
of model equations cannot be derived. However, simulation has to be considered as
just executing experiments. The answers obtained are only valid for the experiments
carried out. Reliable extrapolation of the results to other operating conditions cannot be
guaranteed. As a consequence, simulation is not able to show that a complex (hybrid)
model has properties like stability. The reason is that the design of experiments covering
all possible operating modes is a tedious and time-consuming activity and is almost
always impossible. A simulation can only prove that a system does not have certain
properties by executing one particular experiment that contradicts the property.

It is recognized that new techniques are required for approximating the solu-
tion trajectories of hybrid systems. Simulators and languages like Omola/Omsim
[4], Chi (χ ) [14], SHIFT [57], Psi [23], Prosim [187], Modelica [137] and Mat-
lab/Simulink/Stateflow are recently developed or adding hybrid features to their exist-
ing simulation environment. Most of the mentioned hybrid simulators can be catego-
rized as event-driven methods according to a classification made by Moreau [140] for
numerical techniques used for unilaterally constrained mechanical systems.



Page 30 of 240

1.4. Goals 21

Classification of simulation techniques

The paper [140] classifies the literature on simulation techniques for rigid body dy-
namics with collisions into three categories. We believe that this classification also
applies to possible numerical methods for complementarity systems.

• Event-driven methods

These methods are based on considering the simulation interval as a union of disjoint
subintervals on which the mode (active constraint set) remains unchanged. On each
subinterval the inequalities (unilateral constraints) are replaced by a set of equalities
(bilateral constraints), that determine the evolution of the system. On each of these
subintervals we are dealing withdifferential and algebraic equations (DAE), which
can be solved by standard integration routines [29] (DAE-simulation). As integration
proceeds, one has to monitor certain indicators (remaining inequalities that hold with
strict inequality at the interior of the subinterval) to determine when the subinterval
ends (event detection). At this event time a mode transition occurs, which means
that one has to determine what the new mode will be on the next subinterval (mode
selection). In mechanical terms, one must calculate which contacts persist or release
and which contacts are newly formed. This can be a difficult task, since the contacts
which release after the event time are not necessarily those for which an unfeasible
contact has just been evaluated. An example of this phenomenon due to Delassus is
described in [31, p. 117]. An illustration in a complementarity context is Example 3.8.3
below. If the state at the event time is not consistent with the selected mode, a jump is
necessary (re-initialization). For instance, when two rigid bodies run into each other, a
reset of their velocities will be required to prevent violation of the non-interpenetrability
constraint. The complete numerical method is based on a repetitive cycle consisting
of DAE-simulation, event detection, mode selection and re-initialization. It is possible
that multiple mode selections and re-initializations are required before a DAE can be
simulated over a subinterval of nontrivial support.

The event-driven methodologies are also used for simulation of switching electrical
circuits [13,136].

• Smoothing methods

The idea is to approximately replace the nonsmooth governing relationships by some
regularized ones [140]. As an example in a mechanical setting, a non-interpenetrability
constraint will be replaced by some stiff repulsion laws and damping actions which are
effective as soon as two bodies of the mechanical system come close to each other. It is
illustrative in this context to consider Chapter 2 of [31], where it is shown for a simple
example that the percussion explained by compliant models (containing stiffness and
damping) tend to the hard impact model (with Dirac measures in the reaction force)
when the stiffness and damping coefficients tend to infinity.
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The dynamics of the resulting approximate system is then governed by differen-
tial equations with sufficient smoothness to be handled through standard numerical
techniques. Discrete modes do not really exist anymore, so event detection and mode
selection are not necessary. Instantaneous jumps are replaced by (finitely) fast mo-
tions, so also the problem of re-initialization disappears. A drawback of this method is
that an accurate simulation requires the use of very stiff approximate laws. The time-
stepping procedures have to resort to very small step-length and possibly also have to
enforce numerical stability by introducing artificial terms in the equations [140]. This
results in long simulation times and the effect of the artificial modifications may blur
the simulation results.

• Time-stepping methods4

The describing equations are directly replaced by some “discretized” equivalent. Nu-
merical integration routines (see e.g. [71]) are applied to approximate the system equa-
tions. In particular, all algebraic relations (like the complementarity conditions) are
enforced to hold at each time-step. In this way, one has to solve at each time-step an
algebraic problem (sometimes called the “one-step problem”) involving information
obtained from previous time-steps. For linear complementarity systems, for instance,
one has to solve a linear complementarity problem at each time-step. In contrast
with event-driven methods, time-stepping methods do not determine the event times
accurately, but “overstep” them. The time-stepping methods are used, for instance,
in [20, 110, 120, 125, 143, 155, 172, 192, 194]. The work [193, p. 3] states that time-
stepping methods (applied to mechanical systems) are based on using integrals of
forces over each time-step instead of the instantaneous values of the force functions.
The contact laws are not applied moment-by-moment. Instead, they are applied to
short-time integrals. In this way there is no clear distinction between finite forces and
impulses, which allows the two to be treated on the same level. In terms of event-driven
methods, this means that the re-initialization and DAE-simulation are solved by the
same technique.

As our solution concept is closely related to the event-driven method, the mathe-
matical analysis of well-posedness has immediate consequences for this method. In
particular, contributions are made to solve the re-initialization and mode selection
problems. However, the main interest for numerical schemes in this thesis will be on
time-stepping methods. The motivation for this is that time-stepping methods are used
extensively for switching electrical circuits and unilaterally constrained mechanical
systems [20,110,120,125,143,155,172,192,194], but the consistency of the method
is less clear than for an event-driven method. Our main objective is to give a rigor-
ous base for time-stepping applied to electrical networks with diodes by showing the
convergence of (at least a subsequence of) the approximations to the true solution of
the original model. As mentioned before, for mechanical systems such proofs can be

4Moreau [140] refers to these methods ascontact dynamics.
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found in [192].
A further advantage of the time-stepping approach is that it can be used as a start-

ing point for controlling linear complementarity systems. For smooth systems it is
common practice to use sampled data control and to design a controller on the basis
of a discretized version of the system. This methodology can be extended to com-
plementarity systems (under certain conditions), because accurate discretized models
can be obtained by time-stepping techniques. Since such a discretized model can be
rewritten in a discrete-time piecewise linear description (for which stabilization and
control problems have already been studied [15,190]), this opens several possibilities
for controller synthesis for complementarity systems.

The use of smoothing as a numerical tool is not investigated in this thesis (and is
recommended for further research). The complementarity conditionsui ≥ 0, yi ≥ 0
and{ui = 0 oryi = 0} could, for instance, be replaced by the piecewise linear function
yi = max(0, −αui), whereα will be a parameter approaching infinity. It would be
interesting to study whether the solutions of the relaxations (as function ofα) converge
to the solutions of the original linear complementarity system. Of course, one could also
make other, smoother, approximation of the complementarity conditions. As remarked
before, a drawback of this approach is that one has to deal with very stiff differential
equations whenever one requires accurate approximations of the real solution.

Mode selection

Mode selection refers to the problem of determining the next mode (“active index set”
or “discrete state”) on the basis of the current continuous state. In the terminology
of electrical circuits with diodes, it involves the selection of blocking (current is zero)
and conducting (voltage is zero) diodes in the next time frame given the continuous
state of the network (voltages across capacitors and currents through inductors). This
problem is essential for simulation based on an event-driven method, but has also a
clear connection to well-posedness. If from a certain state vector no mode can be
chosen, there does not exist a solution starting from this state (deadlock). If multiple
modes can be selected, there may be a situation of nonuniqueness of solutions.

A practical example illustrating the need of efficient mode selection methods can be
found in [196], where the objective is to verify computer-controlled power converters
for the propulsion of a locomotive by a digital real-time (“hardware-in-the-loop”)
simulation. Instead of testing the obtained control system directly to the locomotive,
one connects the inputs and outputs of the designed control system to a real-time
simulation of the target process (all loops are closed via the simulator). The demand
of such real-time simulation is motivated by the following factors [196]:

• reduction of risk (loss of human life or capital)

• decrease of costs (tests in target system can be extremely expensive)

• lack of availability (designated working environment is not available)
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• lack of coverage (not all test states can be reached during regular operation).

Some of these factors play also key roles in e.g. crash-tests, flight simulators or design
of a nuclear reactor. In [196] it is indicated that in case idealized models of switches
are used, at least the following two separate issues have to be dealt with:

• The causality of the model will change during every mode transition;

• State events will have to be detected and continuous mode equations re-arranged
and re-initialized for every mode transition.

It is obvious that the real-time condition asks for efficient mode selectors. The propul-
sion system of the locomotive contains thyristors that require a frame time (i.e. the
calculation time for one simulation step with the entire model after which communica-
tion with the control systems takes place) of the simulation of 30µs. The determination
of the state of the thyristors within such an extremely fast time frame appeared to be a
big problem [196].

So the problem of mode selection is not only important from an academic point
of view, but also from an industrial point of view. In [179] the problem of mode
selection is treated for complementarity systems in the semi-explicit form, where only
smooth continuations are considered. Of course, one has to incorporate the possibility
of impulsive continuations and state re-initializations to arrive at a solution for the
complete mode selection problem. Therefore, the mode selection problem will be
considered in this thesis for linear complementarity systems although some of the
applied ideas have further extensions.

1.5 Outline

The purpose of the previous section has been to describe and motivate the separate
goals, and to indicate the difficulties in solving the problems. The approaches to these
goals are described in individual chapters as indicated by the following outline of the
thesis. A nice feature is that the chapters are self-contained as they consist of accepted
or submitted papers.

In Chapter 2, the study of complementarity systems is motivated by a whole range
of possible applications. We consider unilaterally constrained mechanical systems,
piecewise linear systems, electrical circuits with ideal diodes, hydraulic systems with
one-way valves, systems of equations originating from applying Pontryagin’s maxi-
mum principle to optimal control problems with state and/or input constraints, projected
dynamical systems, variable structure systems (e.g. relay systems and switching con-
trol systems), control systems with saturation or deadzones, etcetera. This chapter
consists of the paper [91].

In Chapter 3 a mathematically precise solution concept will be given for linear com-
plementarity systems. To show that this is not an artificial definition without any phys-
ical relevance, we will prove that it corresponds to the switching and re-initialization
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rules for linear constrained mechanical systems as proposed by Moreau [139] for the
inelastic impact case. Moreover, several mode selection methods are proposed and
discussed. Using this analysis, we are able to formulate sufficient conditions forlocal
well-posedness based on the principal minors of the leading row and column coeffi-
cient matrices. Under these conditions, the set of regular states (the continuous states
from which smooth continuation is possible without a re-initialization) will exactly be
characterized. It will be shown also that after at most one jump of the state variable,
smooth continuation is possible. As a final result in this chapter, these results are
used to proveglobal well-posedness for bimodal systems and linear complementarity
systems of “low index.” This chapter is based on the papers [92] and [94].

The well-posedness results in Chapter 3 are based on the mode selection tool called
the linear dynamic complementarity problem (LDCP). Another equivalent method,
called therational complementarity problem (RCP), is studied in Chapter 4. Since the
solutions of the RCP have a direct relationship to (initial) solutions of linear comple-
mentarity systems, solvability issues of RCPs are essential for well-posedness. In this
chapter we will show that the existence and uniqueness of solutions to RCP can be
completely characterized by solvability properties of a family of linear complemen-
tarity problems, see (1.2). As a consequence, we can rely on the vast literature on the
LCP [47] to obtain existence and uniqueness results of solutions to RCP and thus of
well-posedness of linear complementarity systems. These results apply (among others)
to linear constrained mechanical systems, linear relay systems (using results of [123])
and linear passive complementarity systems (including linear passive electrical circuits
and ideal diodes). The results in this chapter have been published in [93].

The article [84] is included as Chapter 5, which discusses the extension of the
‘initial well-posedness’ results obtained in Chapter 4 to global well-posedness results
using an assumption of passivity. Immediate applications of these results are linear
passive electrical circuits with ideal diodes. As we will see, for such networks existence
of solutions is guaranteed on[0, ∞) and the solutions are unique, even if one allows
accumulation of event times. As a byproduct, we obtain that derivatives of Dirac
impulses do not occur and Dirac impulses can only occur at the initial timet = 0 (at
“switch on”). These facts are “common sense truths” in the circuit theory community,
but we are not aware of any rigorous proofs of these facts in the literature. Moreover,
in proving these results we obtain an exact characterization of the set of regular states.

In Chapter 6 the actual proof is given for the claim of Chapter 2 that projected
dynamical systems [62,147] can be cast into the complementarity formalism. Building
on the results of [179] and convexity analysis the result is shown. Moreover, we give
an alternative proof of global existence of solutions to projected dynamical systems.
Usually, this proof has been based on the Skorokhod problem [188]. We believe that
the proof presented in this thesis is more direct and that it reveals additional properties
of the solution trajectories. The results of Chapter 6 have been reported in [86].

The results on time-stepping methods of [35] are written down in Chapter 7. This
chapter starts by presenting an example of a linear complementarity system for which
time-stepping based on the backward Euler integration formula fails. This motivates
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the need for a rigorous proof of the consistency of the method for certain subclasses of
complementarity systems. We will therefore be interested in proving the convergence
of the approximations generated by the time-stepping method based on backward
Euler as reported in e.g. [20,120,172] applied to linear passive electrical circuits with
diodes. The same arguments as used in the consistency proof yield also the continuous
dependence of the solution trajectories on the initial state. A similar convergence
problem is studied for linear complementarity systems of “low index.”

Finally, in Chapter 8 the contributions of the thesis are summarized and several open
problems, which we believe interesting and relevant for both industry and academia,
are recommended for future research.

Kanat Çamlıbel acted as one of my co-authors for the papers on which Chapters 5
and 7 are based, and these results are part of his PhD work too.
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This paper has been presented at the European Control Conference 1999 in Karl-
sruhe (Germany) [91].

2.1 Introduction

Technological innovation leads to an increasing interest in systems of a mixed con-
tinuous/discrete nature (called ‘hybrid systems’). Recently, hybrid systems receive a
lot of attention both from the control [7] and computer science community [162]. A
subclass of hybrid systems consists of complementarity systems as introduced in [177].
In its most general form a complementarity system is governed by the differential and
algebraic equations

0 = F(ż(t), z(t)) (2.1a)

y(t) = g(z(t)) ∈ R
k (2.1b)

u(t) = h(z(t)) ∈ R
k (2.1c)

together with the complementarity conditions

{yi(t) = 0 orui(t) = 0}, yi(t) ≥ 0, ui(t) ≥ 0 (2.1d)

for all i ∈ {1, . . . , k}. The complementarity conditions are similar as those appearing
in the linear complementarity problem of mathematical programming [47].

A special complementarity system occurs when (2.1a), (2.1b) and (2.1c) are re-
placed by an “input-output system” of the form

ẋ(t) = f (x(t), u(t)) (2.2a)

y(t) = g(x(t), u(t)). (2.2b)
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In this case we speak of “semi-explicit” complementarity systems.
If the system is linear, i.e.f (x, u) = Ax + Bu, g(x, u) = Cx + Du for constant

matricesA, B, C, D, we speak of a linear complementarity system (LCS).
The class of complementarity systems has been investigated in [86, 92, 93, 123,

177, 179]. Several basic issues are studied in these papers: the introduction of a
mathematically precise solution concept, existence and uniqueness of solutions, mode
selection methods, simulation issues and the study of the particular behavior of these
systems. Current and future research will include stability analysis, development of
numerical algorithms to approximate solutions and the inclusion of measurement and
control variables. The purpose of this paper to show that the analysis of the class of
complementarity systems is motivated by a wide range of applications.

2.2 Electrical networks with ideal diodes

Consider a linear electrical network consisting of resistors, inductors, capacitors, gyra-
tors, transformers (RLCGT) and ofk ideal diodes. To model this system as a LCS, the
network is viewed as the interconnection of an RLCGT network with the diodes. More
precisely, the RLCGT components form a multiport network described by a state space
representatioṅx = Ax + Bu, y = Cx + Du [3] with state variablex representing
voltages over capacitors and currents through inductors. The input/output variablesu

andy represent the port variables: the pair(ui, yi) denotes the voltage-current vari-
ables at thei-th port. Interconnection of thei-th port to an (ideal) diode results in the
equations

ui = −Vi, yi = Ii or ui = Ii, yi = −Vi,

whereVi andIi are the voltage across and current through thei-th diode, respectively.
Finally, the ideal diode characteristic of thei-th diode is given by (see also fig. 2.1)

Vi ≤ 0, Ii ≥ 0, {Vi = 0 or Ii = 0}. (2.3)

Ii

Vi

Vi

IiI iI iI iI iI i

I i

I i

I i

I i

I i

+

Figure 2.1: Thei-th ideal diode characteristic.
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2.3 Pipelines with one-way valves

Many chemical and hydraulic processes contain valves that only allow flows in one
direction. A lid in the pipe can be opened to one side only, which prevents the fluid or
gas from streaming back. The situation is shown in fig. 2.2.

f

p

Figure 2.2: A pipeline with a one-way valve.

The flow in the pipe at timet is denoted byf (t) and the pressure over the valve (lid)
by p(t). Ideally, only two situations can happen. The lid is either completely closed
(dotted situation) or completely open (solid situation). The closed case occurs only if
the pressure on the right is larger than the pressure on the left (p(t) ≥ 0). The flow is
then equal to zero (f (t) = 0). In the other situation (valve open), the pressure over the
valve is zero and the fluid streams in the positive direction (p(t) = 0 andf (t) ≥ 0).
Hence, flow and pressure are complementarity variables.

2.4 Constrained mechanical systems

Consider a conservative mechanical system in whichq denotes the generalized coor-
dinates andp the generalized momenta. The free motion dynamics can be expressed
in terms of the HamiltonianH(q, p), which has the interpretation of the total energy
in the system. The equations are

q̇ = ∂H

∂p
(q, p) (2.4a)

ṗ = −∂H

∂q
(q, p). (2.4b)

The system is subject to the geometric inequality constraints given by

C(q) ≥ 0. (2.4c)

Friction effects are not modeled here. We refer to subsection 2.5.3 for phenomena like
Coulomb friction.

To obtain a complementarity formulation, we introduce (see also [92,124,160,177,
179]) the Lagrange multiplieru generating the constraint forces needed to satisfy the
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unilateral constraints (2.4c). According to the rules of classical mechanics, the system
can then be written as

q̇ = ∂H

∂p
(q, p) (2.5a)

ṗ = −∂H

∂q
(q, p) + ∂C>

∂q
(q)u (2.5b)

y = C(q) (2.5c)

together with the complementarity conditions (2.1d). The conditions (2.1d) express
that the Lagrange multiplierui is only nonzero, if the corresponding constraint is active
(yi = 0). Vice versa, if the constraint is inactive(yi > 0), the corresponding multiplier
ui is necessarily equal to zero.

The control of these systems is a major research topic. Since most control the-
ories are model-based, adequate modeling of dynamical discontinuities and impact
phenomena are necessary. Control applications can be found for instance in the field
of robotics [31,49,113].

2.5 Piecewise linear characteristics

In this section we consider a dynamical system in which certain variables are coupled
by means of a static piecewise linear (PL) characteristic. The situation is depicted in
fig. 2.3. The variablesv, z appear in the dynamics of the system6. These variables
are related “in closed loop” through a PL relation. As an example one could think of a
mechanical system with Coulomb friction or an electrical circuit containing a resistor
having a PL behavior (see e.g. [121]).

ZV
Σ

Figure 2.3: System with a PL relation.

2.5.1 A simple max-relation

Let v andz be related throughv = max(0, z). See fig. 2.4. We introduce two auxiliary
variablesu, y and the algebraic equationz = u − y. It is easily verified that adding
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the complementarity conditionsu ≥ 0, y ≥ 0 and{y = 0 oru = 0}, results inu = v.
Hence, the relationv = max(0, z) can be replaced by

z = u − y (2.6a)

v = u (2.6b)

u ≥ 0, y ≥ 0, {y = 0 oru = 0} (2.6c)

resulting in a complementarity system. Hence, any system that can be formulated in
terms of ‘max’ operations (think of ‘max-plus systems’), can be cast into a comple-
mentarity framework due to the fact thatv = max(w, z) = w + max(0, z − w).

V

z

Figure 2.4: A simple max-relation.

Direct applications of this simple relation are one-sided springs. In fig. 2.5 a linear
spring is attached to a wall, but not to the cart. Letq denote the position of the cart with
respect to the equilibrium of the spring. The spring forceF(q) is a nonlinear function
of q:

F(q) =
{

−kq, if q < 0

0, if q ≥ 0
(2.7)

with k > 0 denoting the spring constant. The interpretation is clear. Only when the
spring is pressed(q < 0), the spring exerts a nonzero force−kq on the cart. In the
other situation where the cart is on the right of the equilibrium (q ≥ 0), the spring is
at rest and the forceF(q) is equal to zero. The relation (2.7) can compactly be written
asF(q) = max(−kq, 0). Systems with one-sided springs are studied in e.g. [98].

As a second example consider the following single input control systemẋ = Ax +
Bu where the control inputu is restricted to take nonnegative values only. In [95]
one is interested in the existence of a nonnegative state feedback of the formu =
max(0, Fx) whereF is a constant row vector resulting in a stable closed loop system
ẋ = Ax + B max(0, Fx).

A max-relation also occurs in application of Pontryagin’s maximum principle to
optimal control problems with control restraint sets being convex polyhedra. The
maximum principle yields a two-point boundary problem containing max-relations as
shown in [96,97].
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q

Figure 2.5: One-sided spring.

2.5.2 Piecewise linear (PL) functions

A dynamical system described by an ordinary differential equation and one or more
continuous static PLfunctions can be modeled as a complementarity system. To make
this plausible, consider the function betweenv andz as given by fig. 2.6. The function
consists of three connected branches with slopesri , i = 1, 2, 3. The offset atz = 0 is
equal tog and the slope changes atz = ai , i = 1, 2. A description of this function in
terms of max-relations is given by (2.8), as is easily verified.

V

Z
gr1

r2 r3

a1

a2

Figure 2.6: An arbitrary PL characteristic.

v = g + r1z + (r2 − r1) max(z − a1, 0) + (r3 − r2) max(z − a2, 0) (2.8)

Since the max-relation can be rewritten as a complementarity system, it is obvious
that this PL characteristic can be rephrased in terms of a complementarity description.

Applications are for instance saturation and deadzone characteristics (fig. 2.7)
which occur in many control systems. Furthermore, devices as bipolar transistors,
MOSFET’s and p-n junction diodes in electrical network theory are often modeled by
PL functions [20,43,121].

Finally, it is clear that many continuous nonlinear (static) relation can be suitably
approximated by PL functions.
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Figure 2.7: Saturation and deadzone characteristic

2.5.3 PL relations

Besides the examples given in the previous subsection, there exist many physically
relevant models that are given by PLrelations, but not by PLfunctions. Examples are
mechanical systems with Coulomb friction or relay systems (see fig. 2.8). However,
also these systems can be put in a complementarity framework by using an alternative
approach. The approach is not given in full detail here, but is sketched by applying it
to the example of a Coulomb friction/relay characteristic (see also [112,123,160]).

Z

V

1

-1

Figure 2.8: Relay or sgn-relation.

The relay characteristic in fig. 2.8 can be described by

v = 1, if z > 0

−1 ≤ v ≤ 1, if z = 0 (2.9)

v = −1, if z < 0,

which is sometimes denoted byv = sgn(z).
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Lemma 2.5.1 The PL relation as given in fig. 2.8 can be described by the equations

u1 + u2 = 2 (2.10a)

y1 − y2 = z (2.10b)

v = 1
2(u2 − u1) (2.10c)

together with the complementarity conditions

{u1 = 0 or y1 = 0}, u1 ≥ 0, y1 ≥ 0 (2.11)

{u2 = 0 or y2 = 0}, u2 ≥ 0, y2 ≥ 0. (2.12)

�

Proof Due to the complementarity conditions there are 22 = 4 possibilities.

u1 = u2 = 0 : since (2.10a) implies that 2= 0, this mode is not feasible.

u1 = y2 = 0 : (2.10a) and (2.10c) givev = 1
2u2 = 1. Eq. (2.10b) impliesz = y1 ≥ 0.

This mode corresponds to the right branch in fig. 2.8.

u2 = y1 = 0 : Similar to the previous case, we can derive that this mode corresponds
to the left branch.

y1 = y2 = 0 : Eq. (2.10b) impliesz = 0 and due to (2.10a) and (2.10c) it follows that
−1 ≤ v ≤ 1. This corresponds to the middle branch.

Note that in the last mode(y1 = y2 = 0) the causality betweenv andz is different
then in the other two feasible modes.

The above modeling leads to a complementarity system of the form (2.1), because
the algebraic equations (2.10a)-(2.10b) are used. Alternative modeling may lead to a
semi-explicit form in case the system6 (see fig. 2.3) is represented byẋ = f (x, v)

andz = g(x, v). Indeed, take

u1 = 1
2(1 − v) (2.13a)

y2 = 1
2(1 + v) (2.13b)

z = y1 − u2 (2.13c)

together with the complementarity conditions on(ui, yi). Similarly as in the previous
proof, one can check all the four possibilities to verify that the above equations describe
the relay characteristic. By suitable substitutions one gets the semi-explicit form

ẋ = f (x, 1 − 2u1) (2.14a)

y1 = g(x, 1 − 2u1) + u2 (2.14b)

y2 = 1 − u1 (2.14c)
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Other approaches to PL modeling use absolute value functions [44], extended and
generalized complementarity problems [37, 201] or state variables [20, 121]. More
complicated examples can also be modeled as complementarity systems. Examples
can be found in [121], where a “reversed Z-characteristic” has been put in a comple-
mentarity system (left picture in fig. 2.9) and in [201], where a model has been derived
whose characteristic consists of the edges of a square (right picture).

V

Z

V

Z

Figure 2.9: Reversed Z-curve and square

Existence and uniqueness of solutions to dynamical systems with PL characteristics
are nontrivial. Such well-posedness issues are studied in [37].

2.6 Variable structure systems

2.6.1 Convex definition

Consider a system that switches between two dynamics as a result of inequalities.
In fig. 2.10 the state space is separated into two parts by a hypersurface defined by
φ(x) = 0. On one side of the surfaceC+ := {x ∈ R

n | φ(x) > 0} the dynamics
ẋ = f+(x) holds, on the opposite sideC− := {x ∈ R

n | φ(x) < 0} the dynamics
ẋ = f−(x) is valid.

C+

C-

x' = f (x)+

x' = f (x)-

φ(x)=0

Figure 2.10: Switching dynamics.

A sliding mode occurs when in a statex0, lying on the hypersurfaceφ(x) = 0,
f+(x0) points in the direction ofC− andf−(x0) points in the direction ofC+ (fig. 2.11).
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Hence, from the initial statex0 it is impossible to go toC− orC+, because the dynamics
immediately steers you back to the hypersurface satisfyingφ(x) = 0. A kind of
sliding solution has been formalized by Filippov [68] by theconvex definition which
corresponds to infinitely fast switching. In brief, it states that the sliding mode is
given by taking a convex combination of both dynamicsẋ = λf+(x) + (1− λ)f−(x),
0 ≤ λ ≤ 1 such thatx moves alongφ(x) = 0.

C+

C-

f (x )+ 0

x0

f (x )- 0

φ(x)=0

Figure 2.11: Sliding mode.

Proposition 2.6.1 The variable structure system with solutions according to the convex
definition can be modeled by

ẋ = λf+(x) + (1 − λ)f−(x) (2.15)

and

λ = 1, if φ(x) > 0 (2.16a)

0 ≤ λ ≤ 1, if φ(x) = 0 (2.16b)

λ = 0, if φ(x) < 0, (2.16c)

i.e. λ = 1
2 + 1

2sgn(φ(x)) with ‘sgn’ the relation described by (2.9). As seen before,
this PL relation allows several complementarity reformulations. �

Similar techniques as for a single surface, apply to multiple surfaces splitting up
the state space.

2.6.2 Equivalent control definition

Another solution concept introduced by Filippov is based on theequivalent control
definition of sliding modes [68]. This definition is related to “switching control sys-
tems.” The system given bẏx = f (x, u) with x the state variable is controlled by the



Page 46 of 240

2.7. Optimal control problems with state constraints 37

discontinuous feedback (called the “equivalent control”)

u =
{

g+(x), ξ(x) > 0

g−(x), ξ(x) < 0
(2.17)

with the functionξ : R
n → R modeling the switching surface. Similar to the previous

subsection, a sliding mode occurs when the dynamicsf+(x) := f (x, g+(x)) and
f−(x) := f (x, g−(x)) point outwardC+ andC−, respectively. The equivalent control
definition of a sliding mode picks a convex combination of the control laws instead
of a convex combination off+(x) andf−(x) (note that the definitions are equivalent
whenf (x, u) is affine inu). Formally, the sliding mode is given by the differential
and algebraic equationṡx = f (x, λg+(x) + (1 − λ)g−(x)), ξ(x) = 0 and valid as
long asλ ∈ [0, 1] is satisfied. Obviously, this system can also be modeled as a system
ẋ = f (x, λg+(x) + (1 − λ)g−(x)) with a characteristic betweenλ andξ(x) as in
(2.16).

Proposition 2.6.2 A variable structure system as above with solutions according to the
equivalent control definition can be rewritten in terms of a complementarity system.�

2.7 Optimal control problems with state constraints

An important class of optimal control problems consists of maximizing the criterion
J (x0, v) := ∫ T

0 [F(x, v, t)]dt + S(x(T ), T ) by choosing an appropriate control func-
tion v subject to the dynamicṡx = f (x, v, t) with initial conditionx(0) = x0 and the
state constrainth(x, t) ≥ 0 for all t ∈ [0, T ]. Additional requirements like control con-
straintsg(x, v, t) ≥ 0 and end-point conditionsa(x(T ), T ) ≥ 0 andb(x(T ), T ) = 0
could be included, but are omitted for brevity.

In the survey [80] Pontryagin’s maximum principle [164] is used to obtain necessary
conditions for a control input to be optimal.

Introduce the HamiltonianH(x, v, λ, t) := F(x, v, t)+λ>f (x, v, t). The optimal
controlvopt satisfies

vopt = arg maxvH(xopt, v, t) (2.18a)

ẋopt = ∂H

∂λ
(xopt, vopt, t) (2.18b)

λ̇ = −∂H

∂x
(xopt, vopt, t) − ∂h

∂x

>
(xopt, t)u (2.18c)

y = h(xopt, t) (2.18d)

with complementarity conditions holding between the multiplieru and constraint vari-
ablesy. The variableλ is called the adjoint or co-state variable. There are additional
boundary conditions such that the maximum principle results in a two-point bound-
ary problem. It is possible that jumps occur in the adjoint variableλ. Also for these
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jumps additional relations are available. We do not specify all the available condi-
tions, but only illustrate that this kind of optimal control problems fit in the class of
complementarity systems.

The formulation in [80] is called an informal theorem, because the result is not
rigorously established for the general case. It is presented as a kind of recipe to find
possible candidates for the optimal controls.

2.8 Projected dynamical systems

Projected dynamical systems (PDS) have been studied in [62,147]. These systems are
described by differential equations of the form

ẋ(t) = 5K(x(t), −F(x(t))), (2.19)

whereF is a vector field,K is a closed convex set, and5K is a projection operator that
prevents the solution from moving outside the constraint setK. Loosely speaking, a
PDS obeys an equation of the forṁx = −F(x) as long asx is contained in the interior
of K or −F(x) is “pointing inwardsK.” When−F(x) is pointing outward andx is at
the boundary ofK, the operator5K projects−F(x) into the direction ofK such that
the solution stays insideK.

To be precise, the cone of inward normals atx ∈ K is defined by

n(x) = {γ | 〈γ, x − k〉 ≤ 0 for all k ∈ K}. (2.20)

Givenx ∈ K andv ∈ R
n, define the projection of the vectorv atx with respect toK

by

5K(x, v) = v − 〈v, n∗(x)〉n∗(x), (2.21a)

where

n∗(x) ∈ arg max
n∈n(x), ‖n‖≤1

〈v, −n〉. (2.21b)

Definition 2.8.1 The PDS(K, F ) is given by

ẋ = 5K(x, −F(x)). (2.22)

�

We consider convex setsK that can be given by finitely many inequalities, i.e.
K = Kh := {x ∈ R

n | h(x) ≥ 0} with h : R
n → R

p a real-analytic function such
that the component functionshi are convex.∇hi denotes the gradient ofhi and is
considered to be a row vector. The JacobianH(x) denotes the matrix in which thei-th
row is equal to∇hi(x), i.e. theij -th element ofH(x) is equal to∂hi

∂xj
(x). Moreover,

F is assumed to be real-analytic as well. Under suitable assumptions (like a rank
condition on the JacobianH(x) and growth conditions on the vector fieldF(x), see
Chapter 6 for the details) the following result can be proven.
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Proposition 2.8.2 Under suitable assumptions (see Chapter 6) both PDS(Kh, F ) and
the complementarity system given by

ẋ(t) = −F(x(t)) + H>(x(t))u(t) (2.23a)

y(t) = h(x(t)) (2.23b)

{yi(t) = 0 or ui(t) = 0}, yi(t) ≥ 0, ui(t) ≥ 0, (2.23c)

have a unique solution defined on [0, ∞) for any given initial state x0. Moreover, the
solutions coincide. �

PDS are used for studying equilibria of oligopolistic markets, urban transportation
networks, traffic systems, international trade, agricultural and energy markets (spatial
price equilibria).

2.9 Conclusions

The class of complementarity systems may seem quite restrictive at first sight. The
goal of this paper has been to show that this is not the case: a wide variety of interest-
ing discontinuous dynamical systems can be rewritten in a complementarity formalism.
Among the applications of complementarity systems are many examples relevant to the
systems and control community. We mentioned the switching control systems (vari-
able structure systems), optimal control problems with state and/or control constraints,
systems with discontinuous positive feedback and control systems with relays. Further-
more, many challenging questions are still open in the field of control of complemen-
tarity systems. These include characterization of stability, controllability, state/output
feedback stabilizability and the development of simulation tools. An incentive to con-
tinue this line of research is the range of possible applications: control of mechanical
systems with Coulomb friction, unilateral constraints and one-sided springs; control of
robots; simulations of crash-tests; regulating landing maneuvers of spacecraft; feed-
back control of dynamical systems with saturating actuators or deadzones; control of
traffic systems and economical markets; control, design and verification of switching
circuits.
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Linear Complementarity Systems

3.1 Introduction
3.2 Example
3.3 Mathematical Preliminaries
3.4 Linear Complementarity Systems
3.5 Mode selection methods

3.6 Well-posedness results
3.7 Algorithm for constructing

solutions
3.8 Mechanical Systems
3.9 Conclusions

This chapter has been published in SIAM Journal on Applied Mathematics [92].
Parts of the chapter have been presented in an abridged form at the IFAC Conference on
System Structure and Control in Nantes (France), July 1998 [90] and the Conference
on Decision and Control in San Diego (USA), December 1997 [87].

3.1 Introduction

In many technical and economic applications one encounters systems of differential
equations and inequalities. For a quick roundup of examples, one may think of the
following: motion of rigid bodies subject to unilateral constraints, electrical networks
with ideal diodes, optimal control problems with inequality constraints in the states
and/or controls, dynamical systems with piecewise linear characteristics like satura-
tion functions, deadzones, relays, Coulomb friction and one-sided springs, projected
dynamical systems, dynamic versions of linear and nonlinear programming problems,
and dynamic Walrasian economies. It has to be noted that there is considerable inher-
ent complexity in systems of differential equations and inequalities, since nonsmooth
trajectories and possibly jumps have to be taken into account. As a result of this,
even basic issues such as existence and uniqueness of solutions are difficult to settle.
Given the wealth of possible applications however, it is of interest to overcome these
difficulties.

In the literature one can find many strands of research dealing with dynamics
subject to inequality constraints, some mainly motivated by problems in mechanics,
others more closely connected to operations research and economics. The framework
of differential inclusions (see for instance [9]) gives a general setting for the study
of systems in which both differential equations and inequalities play a role. In this
chapter, however, we shall be interested in more specific dynamical systems for which
uniqueness of solutions holds. Although of course one can get unique solutions from
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a differential inclusion by imposing suitable side constraints, we prefer to think of
the systems considered in this chapter as systems that switch between modes on the
basis of certain inequality constraints, and that behave within each mode as ordinary
differential systems rather than as differential inclusions. This “multimodal” way of
thinking is natural in a number of applications; in the study of Coulomb friction, one
has the transition between stick mode and slip mode, in the study of electrical networks
with ideal diodes, there is the transition between the conducting and the blocking mode
of each diode, and in the context of dynamic optimization, one has mode transitions
when an inactive constraint becomes active or vice versa. A similar point of view
may be found in the literature on the so-called “hybrid systems” encompassing both
continuous and discrete dynamics, which have recently been a popular subject of study
both for computer scientists and for control theorists (see for instance [7,162]).

Among the studies that have been made of dynamical systems exhibiting some
sort of switching behavior, one may mention a number that have been inspired by
applications in mechanics [31, 124, 139, 144, 160, 192, 194, 199], in electrical engi-
neering [20,121], and in operations research [62,147], as well as general studies such
as [68]. The work in this chapter is more general than most of the cited studies in
the sense that we do nota priori impose conditions on the “index” of the constraints.
(The index measures the number of actual constraints following from a given algebraic
constraint within the context of a given set of differential equations; the term comes
from numerical analysis, see for instance [29].) Our treatment is also general in that
we allow an arbitrary finite number of state variables, and an arbitrary finite number
of constraints. On the other hand, our work is more restricted, since we consider only
linear differential equations; in conjunction with the switching rules, the systems that
we study are therefore piecewise linear dynamical systems.

As a consequence of the fact that we are looking at systems of arbitrary index,
we have to take into account the possibility of solutions containingimpulses. The
occurrence of such impulses is state-dependent and in this sense our situation is different
from the one in [10] where impulses are externally imposed rather than generated by the
system itself. One of the main reasons for restricting the development in this chapter to
linear dynamics within each mode is the fact that this allows us to treat impulses within
a standard distributional framework. Earlier works in the research program that has led
to this chapter are [177–179]. The paper [177] uses a solution concept, which is not
in accordance with mechanical systems with multiple constraints, while in [179] one
considers a nonlinear framework with onlysmooth continuations and no specification
of jump or mode switching rules. Finally, in [178] jump and switching rules are given
that are only valid for the mechanical case. So, acomplete specification of the dynamics
on a general level is not given so far. Without a complete solution concept, issues of
existence and uniqueness of solutions can only be studied partially. The contribution of
this chapter is as follows: (i) it gives a complete definition of what is to be understood by
a solution of a linear complementarity system; (ii) it gives sufficient conditions for well-
posedness of linear complementarity systems, in the sense of existence and uniqueness
of solutions; (iii) it presents an effective procedure for generating solutions to linear
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complementarity systems. In addition to this, we establish an explicit connection to
the literature on mechanical systems that are subject to mode-switching by showing
that our formulation agrees with the one of Moreau [144] (see also [31, 139]) for the
class of systems covered by both formulations, namely linear mechanical systems.

The chapter is organized as follows. We start with an example, to motivate the
ingredients needed for defining a solution concept for complementarity systems. To
introduce the notion of solution some mathematical preliminaries as presented in Sec-
tion 3.3 are required. A definition of the class of linear complementarity systems with
its solution concept is given in Section 3.4. The definition relies on a mapping which
assigns a “next mode” to each continuous state; several alternative ways of constructing
this mapping are discussed in Section 3.5. Sufficient conditions for local existence and
uniqueness of solutions follow in Section 3.6. After that, we present a computational
example to illustrate the construction of solutions from the definition. In Section 3.8
it will be shown that the proposed solution concept is not an artificial one, but that it
complies for linear constrained mechanical systems with the inelastic formulation of
Moreau. Finally, conclusions follow in Section 3.9.

In this chapter, the following notational conventions will be in force.R denotes
the real numbers,R+ the nonnegative real numbers, andN := {0, 1, 2, . . . }. For a
positive integerl, l̄ denotes the set{1, 2, . . . , l}. If a is a (column) vector withk real
components, we writea ∈ R

k and denote theith component byai . For two vectors
a, b ∈ R

k, the notationa⊥b means that for alli ∈ k̄ eitherai = 0 or bi = 0. Given
two vectorsa ∈ R

k andb ∈ R
l , then col(a, b) denotes the vector inRk+l that arises

from stackinga overb. M ∈ R
m×n means thatM is a real matrix with dimensions

m × n. M> is the transpose of the matrixM. The kernel ofM is denoted by KerM
and the image by ImM. GivenM ∈ R

k×l and two subsetsI ⊆ k̄ andJ ⊆ l̄, the
(I, J )-submatrix ofM is defined asMIJ := (mij )i∈I,j∈J . In caseJ = l̄, we also write
MI• and if I = k̄, we writeM•J . For a vectora, aI := (ai)i∈I . The diagonal matrix
with diagonal entriesa1, . . . , ak is denoted by diag(a1, . . . , ak).

The field of rational functions in one indeterminate is denoted byR(s). Rational
vector functions withk components and rational matrices with dimensionsm × n

are denoted byRk(s) and R
m×n(s), respectively. For reasons of clarity, we shall

systematically use a notation in which vectors overR(s) are written with an argument
s to distinguish between the vectoru ∈ R

k and the rational vectoru(s) ∈ R
k(s). A

rational matrix is called proper, if for all entries the degree of the numerator is smaller
than or equal to the degree of the denominator. A rational matrix is called biproper, if
it is square, proper and has a proper inverse. If two rational vectorsu(s), y(s) ∈ R

k(s)

satisfy that for alli ∈ k̄ eitherui(s) = 0 oryi(s) = 0, we writeu(s)⊥y(s).
The setC∞(R, R) denotes the set of smooth functions, i.e. all functions fromR to

R that are arbitrarily often differentiable. For a smooth functionu the i-th derivative
is denoted byu(i).

A vector u ∈ R
k is called nonnegative, and we writeu ≥ 0, if ui ≥ 0, i ∈ k̄

and positive (u > 0), if ui > 0, i ∈ k̄. If a vectoru is not nonnegative, we write
u 6≥ 0. A sequence of scalars(u1, u2, . . . , ur ) is called lexicographically nonnegative,
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written as(u1, u2, . . . , ur ) � 0, if (u1, u2, . . . , ur ) = (0, 0, . . . , 0) or uj > 0 where
j := min{p ∈ r̄ | up 6= 0}. A sequence of scalars is called lexicographically positive,
denoted by(u1, u2, . . . , ur ) � 0, if (u1, u2, . . . , ur ) � 0 and(u1, u2, . . . , ur ) 6=
(0, 0, . . . , 0). For a sequence of vectors(u1, u2, . . . , ur ) with ui ∈ R

k, we write
(u1, u2, . . . , ur ) � 0 when(u1

i , u
2
i , . . . , ur

i ) � 0 for all i ∈ k̄. Likewise, we write
(u1, u2, . . . , ur ) � 0 when(u1

i , u
2
i , . . . , ur

i ) � 0 for all i ∈ k̄.
For setsA andB, A \ B := {x ∈ A | x 6∈ B} andP (A) denotes the power

set ofA, i.e. the collection of all subsets ofA. For two subspacesV, T of R
n, the

notationV ⊕ T = R
n means thatV andT form a direct sum decomposition ofR

n,
i.e.V + T := {v + t | v ∈ V, t ∈ T } = R

n andV ∩ T = {0}.

3.2 Example

Before specifying the class of linear complementarity systems (LCS), we illustrate
some of the aspects that play a role in the evolution of such systems by an example of
two carts connected by a spring (used also in [177]). The left cart is attached to a wall
by a spring. The motion of the left cart is constrained by a completely inelastic stop.
The system is depicted in figure 3.1.
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Figure 3.1: Two-carts system.

For simplicity, the masses of the carts and the spring constants are set equal to 1.
The stop is placed at the equilibrium position of the left cart. Byx1, x2 we denote
the deviations of the left and right cart, respectively, from their equilibrium positions
andx3, x4 are the velocities of the left and right cart, respectively. Byu, we denote
the reaction force exerted by the stop. Furthermore, the variabley is set equal tox1.
Simple mechanical laws lead to the dynamical relations

ẋ1(t) = x3(t)

ẋ2(t) = x4(t)

ẋ3(t) = −2x1(t) + x2(t) + u(t)

ẋ4(t) = x1(t) − x2(t)

y(t) := x1(t).

(3.1)

To model the stop in this setting, the following reasoning applies. The variable
y(t) = x1(t) should be nonnegative, because it is the position of the left cart with
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respect to the stop. The force exerted by the stop can only act in the positive direction
implying thatu(t) should be nonnegative. If the left cart is not at the stop at timet

(y(t) > 0), the reaction force vanishes at timet , i.e. u(t) = 0. Similarly, if u(t) > 0,
the cart must necessarily be at the stop, i.e.y(t) = 0. This is expressed by the
conditions

0 ≤ y(t)⊥u(t) ≥ 0. (3.2)

The system can be represented by two modes, depending on whether the stop is active
or not. We distinguish between the unconstrained mode (u(t) = 0) and the constrained
mode (y(t) = 0). The dynamics of these modes are given by the following Differential
and Algebraic Equations (DAEs)

unconstrained constrained

ẋ1(t) = x3(t) ẋ1(t) = x3(t)

ẋ2(t) = x4(t) ẋ2(t) = x4(t)

ẋ3(t) = −2x1(t) + x2(t) ẋ3(t) = −2x1(t) + x2(t) + u(t)

ẋ4(t) = x1(t) + x2(t) ẋ4(t) = x1(t) + x2(t)

u(t) = 0 y(t) = x1(t) = 0.

When the system is represented by either of these modes, the triple(u, x, y) is
given by the corresponding dynamics as long as the inequalities in (3.2)

unconstrained constrained

y(t) ≥ 0 u(t) ≥ 0

are satisfied. A mode change is triggered by violation of one of these inequalities. The
mode transitions that are possible for the two-carts systems are described below.

• Unconstrained→ Constrained: The inequalityy(t) ≥ 0 tends to get violated
at a time instantt = τ . The left cart hits the stop and stays there. The velocity
of the left cart is reduced to zero instantaneously at the time of impact: the
kinetic energy of the left cart is totally absorbed by the stop due to a purely
inelastic collision. A state for which this happens is, for instance,x(τ) =
(0, −1, −1, 0)>.

• Constrained → Unconstrained: The inequalityu(t) ≥ 0 tends to be violated
at t = τ . The right cart is located at or moving to the right of its equilibrium
position, so the spring between the carts is stretched and pulls the left cart away
from the stop. This happens for example ifx(τ) = (0, 0, 0, 1)>.

• Unconstrained → Unconstrained with re-initialization according to con-
strained mode. The inequalityy(t) ≥ 0 tends to get violated att = τ . As an
example, considerx(τ) = (0, 1, −1, 0)>. At the time of impact, the velocity
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of the left cart is reduced to zero just as in the first case. Hence, a state jump
(re-initialization) to(0, 1, 0, 0)> occurs. The right cart is at the right of its equi-
librium position and pulls the left cart away from the stop. Stated differently,
from (0, 1, 0, 0)> smooth continuation in the unconstrained mode is possible.

This last transition is a special one in the sense that first the constrained mode is
active causing the corresponding state jump. After the jump no smooth continuation
is possible in the constrained mode resulting in a second mode change back to the
unconstrained mode.

From statex(τ) = (0, −1, −1, 0)>, we can enter the constrained mode by starting
with an instantaneous jump tox(τ+) = (0, −1, 0, 0)>. This jump can be modelled
as the result of a (Dirac) pulseδ exerted by the stop. In fact,u = δ results in the state
jumpx(τ+) − x(τ) = (0, 0, 1, 0)>. This motivates the use of distributional theory as
a suitable mathematical framework for describing physical phenomena like collisions
with discontinuities in the state vector.

To summarize, the motion of the carts is governed by two systems of Differential
and Algebraic Equations (DAEs), called the constrained and the unconstrained mode.
A change of mode is triggered by violation of certain inequalities corresponding to the
current mode. The time instants at which this occurs, are called “event times.” At an
event time, the system will switch to a new mode. A mode transition often calls for
a state jump or re-initialization. In the example, velocity jumps occur, when the left
cart arrives at the stop with negative velocity. In this chapter, the above dynamics will
be formalized for the complete class of linear complementarity systems and special
attention will be paid to the mode selection problem and well-posedness issues. How-
ever, first we recall some facts concerning systems of linear differential and algebraic
equations, such as appear in the constrained and unconstrained mode descriptions.

3.3 Mathematical Preliminaries

We consider a linear differential/algebraic system of the form

ẋ(t) = Kx(t) + Lu(t) (3.3a)

0 = Mx(t) + Nu(t). (3.3b)

The time arguments will often be suppressed for brevity. Throughout this section,
x(t) ∈ R

n andu(t) ∈ R
m. The system parametersK, L, M andN are constant

matrices of dimensionsn × n, n × m, r × n andr × m, respectively.

Definition 3.3.1 A statex0 is said to beconsistent for (K, L, M, N), if there exist
smooth functionsu andx such thatx(0) = x0 and (3.3) is satisfied. The set of all
consistent states for(K, L, M, N) is denoted byV (K, L, M, N) and is called the
consistent subspace. �
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The following sequence of subspaces converges in at mostn (dimension of state)
steps toV = V (K, L, M, N) (for a proof see [83]):

V0 = R
n (3.4)

Vi+1 = {x ∈ R
n | ∃u ∈ R

m such thatKx + Lu ∈ Vi, Mx + Nu = 0}.

Definition 3.3.2 The quadruple(K, L, M, N) is calledautonomous, if for every con-
sistent statex0 the system (3.3) has a unique solution(x, u). �

The system (3.3) is autonomous, if the full-column-rank condition

Ker

[
L

N

]
= {0} (3.5)

holds together with

V (K, L, M, N) ∩ T (K, L, M, N) = {0} (3.6)

whereT (K, L, M, N) is the subspace that is obtained as the limit of the sequence

T0 = {0}
Ti+1 = {x ∈ R

n | ∃u ∈ R
m ∃x̄ ∈ Ti with x = Kx̄ + Lu, Mx̄ + Nu = 0}.

(3.7)

This sequence converges in maximallyn (dimension of state) steps (proof can be found
in [83]). The subspaceT = T (K, L, M, N) can be interpreted as thejump space
associated to(K, L, M, N), i.e. the space along which fast motions will occur that
take an inconsistent initial state instantaneously to a point in the consistent subspace
V .

To formalize the interpretation ofT as a jump space, we introduce the class of
impulsive-smooth distributions as studied by Hautus and Silverman [83]. The general
form of an impulsive-smooth distributionu (note the different font used for distribu-
tions) is

u =
l∑

i=0

u−iδ(i)

︸ ︷︷ ︸
uimp

+ureg, (3.8)

whereδ = δ(0) denotes the delta distribution with support at zero,δ(r) its r-th distribu-
tional derivative,u0, u−1, . . . , u−l are coefficients inR andureg is a distribution that
can be identified with the restriction to[0, ∞) of some smooth function. The regular
part of an impulsive-smooth distributionu is denoted byureg and its impulsive part
by uimp. The class of impulsive-smooth distributions will be denoted byCimp. For an
elementu of Cimp of the form (3.8), we writeu(0+) for the limit value limt↓0 ureg(t).
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Having introduced the classCimp, we can replace the system of equations (3.3) by its
distributional version

ẋ = Kx + Lu + x0δ

0 = Mx + Nu
(3.9)

in which the initial conditionx0 appears explicitly, and we can look for a solution of
(3.9) in the class of vector-valued impulsive-smooth distributions. In [83] it is shown
that under the conditions (3.5) and (3.6) there exists a unique solution(u, x) ∈ Cm+n

imp

to (3.9) for allx0 ∈ V +T ; moreover, the solution is such thatx(0+) is equal toP T
V x0,

the projection ofx0 ontoV along the jump spaceT . In fact,x(0+) depends only on
the impulsive part ofu: if uimp = ∑l

i=0 u−iδ(i), then

x(0+) = x0 +
l∑

i=0

KiLu−i . (3.10)

Lemma 3.3.3 Consider the system (3.3) and suppose that the number of inputs (m)
equals the number of constraints (r). Then the following statements are equivalent.

1. (K, L, M, N) is autonomous.

2. The system (3.9) admits a unique impulsive-smooth distribution for each initial
condition.

3. V (K, L, M, N) ⊕ T (K, L, M, N) = R
n and Ker

[
L

N

]
= {0}.

4. G(s) := M(sI − K)−1L + N is invertible as a rational matrix.

�

Proof. The implication 2⇒ 1 follows from the definition of an autonomous system.
The quadruple(K, L, M, N) is autonomous iff the system6 : ẋ = Kx + Lu, y =
Mx + Nu is left invertible in the sense of [83]. In [83], it is proven that the statements

• the system6 is left invertible

• V (K, L, M, N) ∩ T (K, L, M, N) = {0} and Ker

[
L

N

]
= {0}

• G(s) is left invertible

are equivalent. SinceG(s) is assumed to be square(m = r), left invertibility is the
same as invertibility. Hence, 1⇒ 4. According to [83, Thm. 3.24], invertibility of
G(s) implies additionally thatV (K, L, M, N) ⊕ T (K, L, M, N) = R

n. This proves
4 ⇒ 3. Finally, 3⇒ 2 is a consequence of the fact that the assumptions (3.5)-(3.6)
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imply that there is a unique solution(u, x) ∈ Cm+n
imp to (3.9) for allx0 ∈ V + T , as

mentioned earlier. SinceV + T is equal toRn, this implies 2. 2

The systems studied in this chapter are described by standard state space equations
of linear systems together with complementarity conditions as in the complementarity
problems of mathematical programming. Therefore some concepts from complemen-
tarity theory will be recalled briefly. The Linear Complementarity Problem (LCP) [47]
is defined as follows.

Given a matrixM ∈ R
k×k andq ∈ R

k, find u, y ∈ R
k such that

y = q + Mu (3.11)

0 ≤ y ⊥ u ≥ 0 (3.12)

This problem is denoted by LCP(q, M).
Let a matrixM of sizek × k and two subsetsI andJ of k̄ of the same cardinality

be given. The(I, J )-minor of M is the determinant of the square matrixMIJ :=
(mij )i∈I,j∈J . The(I, I )-minors are also known as the principal minors.M is called a
P-matrix, if all principal minors are positive. A square matrixM is said to bepositive
definite, if x>Mx > 0 for all nonzerox ∈ R

n. Note that a positive definite matrix is
not necessarily symmetric according to this definition.

We state the following results.

Theorem 3.3.4 For given M , the problem LCP(q, M) has a unique solution for all
vectors q if and only if M is a P-matrix. �

Proof. See [47, Thm. 3.3.7]. 2

Theorem 3.3.5 A positive definite matrix is a P-matrix. �

Proof. [47, Thm. 3.1.6 and Thm. 3.3.7]. 2

3.4 Linear Complementarity Systems

In this section, we introduce linear complementarity systems (LCS) and formulate the
notion of solution for such systems.

A linear complementarity system is governed by the simultaneous equations

ẋ(t) = Ax(t) + Bu(t) (3.13a)

y(t) = Cx(t) + Du(t) (3.13b)

0 ≤ y(t) ⊥ u(t) ≥ 0. (3.13c)
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The notation in (3.13c) is consistent with the notation used in complementarity prob-
lems in mathematical programming (see the formulation of the linear complementarity
problem in section 3.3). In this section, we will describe how the relations above have
to be interpreted to arrive at a notion of solution to such a complementarity system.
The functionsu, x andy take values inRk, R

n andR
k, respectively;A, B, C and

D are constant matrices of appropriate dimensions. Note that the dimensions of the
variablesy(t) andu(t) are the same. Equation (3.13c) states that for every component
i = 1, . . . , k eitherui(t) = 0 or yi(t) = 0. The set of indices for whichyi(t) = 0,
called themode oractive index set, may change during the time evolution of the system.
The system may therefore switch from one ‘operation mode’ to another. To define the
dynamics of (3.13) completely, one has to specify when the mode switches occur, what
their effect will be on the state variables, and how a new mode will be selected. We
will do this below, extending earlier treatments in [177] (where only systems with a
single constraint were considered(k = 1), see also Example 3.8.3 for a comparison
of the mode selection criteria) and [179], which only treated existence and uniqueness
of smooth continuations while impulsive motions and re-initialization rules were left
out of consideration and only a limited discussion of mode selection criteria could be
given. A generalization from smooth to impulsive-smooth continuations is not straight-
forward. The interpretation of the inequalities for impulsive motions is not obvious. A
requirement of such an interpretation will be that it must comply with physical laws for
‘real-life’ systems included in the class of complementarity systems. In this section,
we will formalize a distributional interpretation of the inequalities that agrees with
Moreau’s re-initialization rules for linear mechanical systems (see Section 3.8).

The system has 2k modes. Each mode is characterized by the active index set
I ⊆ k̄, which indicates thatyi = 0, i ∈ I andui = 0, i ∈ I c whereI c := k̄ \ I = {i ∈
k̄ | i 6∈ I }. For each such mode the laws of motion are given by systems of Differential
and Algebraic Equations (DAEs). Specifically, in modeI they are given by


ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)

yi(t) = 0, i ∈ I

ui(t) = 0, i ∈ I c,

(3.14)

or equivalently, 


ẋ(t) = Ax(t) + B•I uI (t)

0 = CI•x(t) + DIIuI (t)

yIc (t) = CIc•x(t) + DIcI uI (t)

uIc (t) = 0
yI (t) = 0

(3.15)

The set of consistent states for modeI equalsV (A, B•I , CI•, DII ) and is denoted by
VI . The jump space is given byTI := T (A, B•I , CI•, DII ). We call modeI au-
tonomous, if the quadruple(A, B•I , CI•, DII ) is autonomous. A standing assumption
in the rest of this chapter will be the following.
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Assumption 3.4.1All modes of the complementarity system (3.13) are autonomous.
�

By Lemma 3.3.3 this is equivalent to saying thatGII (s) := CI•(sI −A)−1B•I +DII

is invertible for each index setI ⊆ k̄. Note that the notationGII (s) is consistent in
the sense thatGII (s) is the(I, I )-submatrix of the rational matrixG(s) := C(sI −
A)−1B + D. Again by Lemma 3.3.3, assumption 3.4.1 implies thatVI ⊕ TI = R

n

for all I ⊆ k̄ and that (3.14) has a unique impulsive-smooth solution for all individual
modes given an arbitrary initial state.

3.4.1 Continuous phase

Definition 3.4.2 Given x0 ∈ R
n and I ⊆ k̄, we denote the unique distributional

solution to (3.14) for modeI and initial statex0 by (ux0,I , xx0,I , yx0,I ) ∈ Ck+n+k
imp . �

According to [83, Thm. 3.10], there exists a linear mappingFI such that (3.14)
is satisfied forx0 ∈ VI by takingu(t) = FIx(t). Substituting this feedback in (3.14)
transforms the DAE into an ordinary differential equation (ODE). Hence, the regular
part of an impulsive-smooth solutionu satisfying (3.14) for a given initial state is a
Bohl function, i.e.ureg is of the form

ureg(t) =
{

0 (t < 0)

EeGtv (t ≥ 0)
(3.16)

for real matricesE, G and a vectorv depending on the initial state and the specific
modeI .

3.4.2 Re-initialization

If initial states of (3.14) are not consistent, i.e. ifx0 6∈ VI , then a re-initialization of the
initial state will be necessary as pointed out in Section 3.3. Indeed, ifx0 6∈ VI , then the
solution to (3.14) will contain a nontrivial impulsive part resulting in an instantaneous
jump or re-initialization of the state variable. As discussed in Section 3.3, the re-
initialized vectorxx0,I (0+) is equal to the projection ofx0 onto the consistent subspace
VI along the jump spaceTI . That isxx0,I (0+) := PIx0, wherePI is the projection
operatorP TI

VI
.

3.4.3 Event detection

Suppose that the current time, state, and mode areτ = 0, x0, andI , respectively. Note
that due to the time-invariance of the system description (3.13), the assumptionτ = 0
is just a normalization. The system (3.13) will be represented by (3.14) for modeI as
long as the inequalities in (3.13c)

ux0,I
reg (t) ≥ 0 andyx0,I

reg (t) ≥ 0 (3.17)
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are satisfied fort ≥ τ . The functionθ : R
n ×P (k̄) → R+ gives the length of the time

interval during which the system evolves in modeI from initial statex0. Note that we
only consider the regular part here. In formal terms,θ is defined as follows.

Definition 3.4.3 The time-to-next-event functionθ : R
n × P (k̄) → R+ is defined as

θ(x0, I ) := inf {t > 0 | ux0,I
reg (t) 6≥ 0 oryx0,I

reg (t) 6≥ 0}
with the convention inf∅ = ∞. �

The next event time after timeτ will be τ + θ(x(τ ), I ) (by time-invariance), when
the mode and the state at timeτ are equal toI andx(τ), respectively. Since smooth
continuation is not possible in modeI after the event timeτ + θ(x(τ ), I ), a transition
to another mode must occur. An important aspect of the solution concept will be how
to select the new mode.

To illustrate the definition ofθ , consider Example 3.4.4 and 3.4.5 of the two-
carts system in the next subsection. In these cases,θ((0, −1, 0, 0)>, {1}) = π

2 and
θ((0, 1, −1, 0)>, {1}) = 0.

3.4.4 Mode selection

The mode selection procedure that we propose is based on the concept ofinitial solution.
Loosely speaking, an initial solution with initial statex0 is a triple(u, x , y) ∈ Ck+n+k

imp

satisfying (3.14) for some modeI and satisfying (3.17) either on a time interval of
positive length or on a time instant at which delta distributions are active. The idea is
that an initial solution is a starting trajectory for the “global” solution to (3.13).

Example 3.4.4 Consider the two-carts system with initial state(0, −1, 0, 0)>. The
solution to the constrained mode isu(t) = cost andy(t) = 0. Hence, it satisfies
(3.14) forI = {1} on [0, ∞) and (3.17) on[0, π

2 ). So, this solution satisfies (3.13)
on [0, π

2 ). Therefore we admit selection of the constrained mode (I = {1}) as smooth
continuation in this mode is possible. �

Example 3.4.5 From the initial statex0 = (0, 1, −1, 0)> first a state jump occurs to
P{1}x0 = (0, 1, 0, 0)> governed by the laws of the constrained mode, but no smooth
continuation is possible in the constrained mode. Solving the dynamics corresponding
to the constrained mode, i.e. (3.14) withI = {1}, gives(u, x , y) with u = δ + ureg,
whereureg(t) = − cost . Although (3.17) is not satisfied on a positive time interval,
incorporation of this solution in the definition of initial solutions seems well-motivated
on physical grounds. We admit selection ofI = {1}. �

We now make the notion of initial solution more precise. Given an impulsive-
smooth distributionv ∈ Cimp, we define the leading coefficient of its impulsive part



Page 62 of 240

3.4. Linear Complementarity Systems 53

by

lead(v) :=
{

0, if v imp = 0
v−l , if v imp = ∑l

i=0 v−iδ(i) with v−l 6= 0.
(3.18)

Definition 3.4.6 We call a scalar-valued impulsive-smooth distributionv ∈ Cimp ini-
tially nonnegative, if{

lead(v) > 0, if v imp 6= 0
there existsε > 0 such that for allt ∈ [0, ε) v reg(t) ≥ 0, otherwise.

A vector-valued impulsive-smooth distribution inCk
imp is called initially nonnegative,

if each of its components is initially nonnegative. We call an impulsive-smooth distri-
butionu initially positive, if u is initially nonnegative and additionally ifui is regular,
then for someε > 0 ui (t) > 0, t ∈ (0, ε). �

Definition 3.4.7 We call (u, x , y) ∈ Ck+n+k
imp an initial solution to (3.13) with initial

statex0, if

1. there exists anI ⊆ k̄ such that(u, x , y) satisfies (3.14) with initial statex0 in
the distributional sense; and

2. u, y are initially nonnegative.

�

Given a statex0, define the setS(x0) by

S(x0) := {J ⊆ k̄ | there exists an initial solution(u, x , y) to (3.13) with

initial statex0 such thatui = 0, i ∈ J c andy i = 0, i ∈ J }. (3.19)

The setS(x0) denotes the set of all possible modes in which an initial solution exists
with initial statex0.

Remark 3.4.8 There may be more than one mode corresponding to a given initial
solution(u, x , y) to (3.13). With the index setI defined by

J := {i ∈ k̄ | ui 6= 0}, (3.20)

the complementarity conditions requirey i = 0 for i ∈ J . Hence,(u, x , y) is an initial
solution in modeJ . Consider now the “undetermined index set”

K := {i ∈ k̄ | ui = 0 andy i = 0}.
Any modeJ ⊆ I ⊆ J ∪ K may also be selected and the initial solution(u, x , y)

satisfies (3.14) forI = J with initial statex0 as well. As an example considerx0 = 0.
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In this case,(u, x , y) = 0 is a possible initial solution.J andK as defined above are
equal to∅ andk̄, respectively. Consequently, modeI can be chosen arbitrarily, which
means that this initial solution satisfies the mode dynamics for each mode. For a given
initial solution, the freedom in the choice of the mode corresponding to this solution
is exactly characterized by the undetermined index set. �

Remark 3.4.9 If an initial solution (u, x , y) has a nontrivial impulsive part, it can
be the case that the corresponding mode is only valid for the time instant 0 itself.
This happens when the smooth part (ureg, y reg) are not initially nonnegative. An
example is provided by Example 3.4.5, which explains also the special mode transition
as mentioned in Section 3.2. The constrained mode (S((0, 1, −1, 0)>) = {{1}}) is
selected only for the re-initialization of the state (θ((0, 1, −1, 0)>, {1}) = 0). From
the re-initialized stateP{1}(0, 1, −1, 0)> = (0, 1, 0, 0)> (see also Section 3.7) a new
mode is selected (S((0, 1, 0, 0)>) = {∅}). In the unconstrained mode a smooth initial
solution exists with the re-initialized state(0, 1, 0, 0)> as initial state. �

3.4.5 Solution concept

We are now in a position to define a solution concept for (3.13). A pointτ ∈ E ⊂ R

is called a right-accumulation point ofE , if there exists a sequence{τi}i∈N such that
τi ∈ E andτi < τ for all i and furthermore, limi→∞ τi = τ . A left-accumulation
point is defined similarly by interchanging “<” by “ >.” A set E ⊂ R is called right-
isolated, if it contains no left-accumulation points. We callτ ∈ E isolated, if it is not
an accumulation point ofE .

Definition 3.4.10 A solution to (3.13) on[0, Te), Te > 0, with initial statex0, is a
quadruple(E , xc, uc, yc), whereE , the set of event times, is a right-isolated closed
subset of[0, Te) with empty interior and

xc : (0, Te) \ E → R
n

uc : (0, Te) \ E → R
k

yc : (0, Te) \ E → R
k,

being arbitrarily often differentiable that satisfies the following.

1. 0∈ E

2. Forτ ∈ E , xc(τ+) := lim t↓τ,t 6∈E xc(t) = lim i→∞ zi , where{zi}i∈N satisfies{
zi+1 = PIi+1zi

Ii+1 ∈ S(zi)
(3.21)

and

z0 :=
{

xc(τ−) := lim t↑τ,t 6∈E xc(t), if τ > 0

x0, if τ = 0.
(3.22)
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3. For isolatedτ ∈ E there exists anI ∈ S(xc(τ+)) such that

τ ∗ := min{t > τ | t ∈ E} = τ + θ(xc(τ+), I ) > 0 (3.23)

and(uc(t), xc(t), yc(t)) satisfies (3.14) for modeI and fort ∈ (τ, τ ∗).

�

PIi+1 denotes the projection operator corresponding to modeIi+1 as introduced in
Subsection 3.4.2. The definition requires that the limits in item 2 and in the first case
of (3.22) exist.

The setE specifies the event times, i.e. the times at which there is a change of
mode. Two successive isolated event times (τ andτ ∗) are related by 3 in terms of
the time-to-next-event functionθ (Definition 3.4.3). This requirement is included in
the solution concept to exclude redundant event times. The triple(xc, uc, yc) denotes
the trajectories in the continuous phases of the complementarity system (as imposed
by item 3). Item 2 links the continuous phases at the event times by a series of mode
selections and re-initializations. Themultiplicity m(τ) of the event timeτ ∈ E is
defined as the min{i ∈ N | zi = xc(τ+)}, i.e. the number of re-initializations needed
before smooth continuation (a continuous phase) is possible. In casem(τ) = ∞, one
needs a limiting operation to determine the state just after the event,xc(τ+). If m(τ) is
finite, then only a finite number of mode selections and re-initializations (projections)
in (3.21) are needed. Item 2 specifies also the initial conditions.

Remark 3.4.11 In the literature of hybrid dynamical systems it is often assumed that
only a finite number of events exists in a finite time interval. Solutions with this
property are sometimes callednon-Zeno solutions. The relaxation of our solution
concept is twofold. First, we allow that there are infinitely many mode switchings and
re-initializations at one time instant. Second, right-accumulation points of event times
are included. We incorporate solutions that could be calledright-Zeno to be consistent
with the literature on hybrid systems. As an example of a right-Zeno solution consider
the example of a bouncing ball with elastic impacts (with restitution coefficient smaller
than one). This system has a right-accumulation point, because the ball is at rest within a
finite time span but after infinitely many bounces. Since our solution concept complies
with mechanical systems with inelastic impacts (see Section 3.8), the bouncing ball
example does not fit in the class of systems that we study, but it indicates that there
exist models of physical systems that require right-Zeno solutions. An example of a
complementarity system allowing right-Zeno solutions is provided by a time reversed
version of a system studied by Filippov [68, p. 116], i.e.

ẋ1 = −sgn(x1) + 2sgn(x2) (3.24a)

ẋ2 = −2sgn(x1) − sgn(x2), (3.24b)

where “sgn” denotes the signum-function given by sgn(x) = 1, if x > 0 and sgn(x) =
−1, if x < 0. Because this system consists of two relay characteristics, it can be mod-
elled as a linear complementarity system (see Chapter 2). Solutions of this piecewise
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constant systems are spiraling towards the origin, which is an equilibrium point. Since
d
dt

(| x1(t) | + | x2(t) |) = −2, solutions reach the origin in finite time. However,
solutions cannot arrive at the origin without going through an infinite number of mode
transitions; since these mode switches occur in a finite time interval, the event times
contain a right-accumulation point (i.e. the time that the solution reaches the origin)
after which the solution stays at zero. Left-accumulation points are excluded from Def-
inition 3.4.10 due to the requirement that the event setE is right-isolated. However,
note that the time-reverse of the system (3.24) (which is the original example in [68])
has (infinitely many) left-Zeno solutions corresponding to initial statex0 = 0 in a
generalized solution concept that admits left-accumulation points. Such a generalized
solution concept results in a nondeterministic system and nonuniqueness of solutions,
which is undesirable from a point of view of modelling and simulation. In the solution
concept of Definition 3.4.10 the only solution emanating from the origin in Filippov’s
original example is the zero solution. �

Before we present conditions on the complementarity system to guarantee the
existence and uniqueness of solutions, two algebraic mode selection procedures will
be introduced.

3.5 Mode selection methods

An essential problem in the definition of the solution concept and in the time simulation
of complementarity systems is to find the set of possible continuation modesS(x0) for
a given statex0. In fact, this is the construction of a (possibly multi-valued) map from
the continuous state spaceR

n to the discrete spaceP (k̄). The determination ofS(x0)

in the previous section is based on finding all initial solutions and the corresponding
modes. In this section, we obtain two alternative representations ofS(x0) that do not
require the solution of differential equations.

3.5.1 Rational complementarity problem

As noticed in Section 3.4, the solutions to (3.14) are impulsive-smooth distributions
whose regular parts are Bohl functions. Such “Bohl distributions” have rational Laplace
transforms. Specifically, the Laplace transformû(s) of u = ∑l

i=0 u−iδ(i) + ureg with
ureg as in (3.16) equals [82]

û(s) =
l∑

i=0

u−i si + E(sI − G)−1v .

Observe that the polynomial part of the Laplace transform corresponds to the impulsive
part and the strictly proper part to the regular part of the Bohl distribution.

Lemma 3.5.1 Let v = ∑l
i=0 v−lδ(i) + v reg ∈ Cimp be a Bohl distribution. The

following statements are equivalent.
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1. v is initially nonnegative.

2. There exists a σ0 ∈ R such that the Laplace transform v̂(s) satisfies v̂(σ ) ≥ 0
for all σ ∈ R, σ ≥ σ0.

3. The sequence given by (v−l , v−l+1, . . . , v0, v reg(0), v (1)
reg(0), v (2)

reg(0), . . . ) is
lexicographically nonnegative.

Also the following statements are equivalent.

1. v is the zero distribution.

2. The Laplace transform v̂(s) is the zero function.

3. The sequence given by (v−l , v−l+1, . . . , v0, v reg(0), v (1)
reg(0), v (2)

reg(0), . . . ) is
the zero sequence.

�

Proof. Evident. 2

Let (u, x , y) be an initial solution to (3.13) with initial statex0. The Laplace
transforms ofu, y , denoted bŷu(s), ŷ(s), are rational and satisfy

ŷ(s) = C(sI − A)−1x0 + [C(sI − A)−1B + D]û(s) andŷ(s)⊥û(s) (3.25)

for all i ∈ k̄; moreover there exists aσ0 ∈ R such that

ŷ(σ ) ≥ 0, û(σ ) ≥ 0 (3.26)

for all σ ∈ R, σ ≥ σ0. The converse is true as well, so the Laplace transforms are
rational and satisfy (3.25)-(3.26) iff the corresponding time functions define an initial
solution to (3.13).

The above observations result in the formulation of theRational Complementarity
Problem (terminology introduced in [179]). Note that the formulation of the RCP here
is a relaxation of the one in [179], because we allow general rational solutions.

Rational Complementarity Problem. (RCP(x0)) Let (A, B, C, D) and initial
statex0 be given. Find rational vector functionsy(s) andu(s) such that the equalities

y(s) = C(sI − A)−1x0 + [C(sI − A)−1B + D]u(s) andy(s)⊥u(s)) (3.27)

hold for all i ∈ k̄, and there exists aσ0 ∈ R such that for allσ ≥ σ0 we have

y(σ ) ≥ 0, u(σ ) ≥ 0. (3.28)
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If (u(s), y(s)) is a solution to RCP(x0), any index setJ ⊆ k̄ satisfyinguJc (s) = 0
andyJ (s) = 0 represents a modeJ in which an initial solution exists. Hence, it is easily
observed that due to the one-to-one relation between initial solutions and solutions to
the corresponding RCP the set of possible continuation modesS(x0) must be equal to
SRCP(x0), where

SRCP(x0) = {I ⊆ k̄ | ∃(u(s), y(s)) solution to RCP(x0)

such thatuIc (s) = 0 andyI (s) = 0}. (3.29)

A second algebraic mode selection method can be derived by using the power series
expansion of the solutions to RCP(x0). This is described next.

3.5.2 Linear dynamic complementarity problem

If (u(s), y(s)) is a solution to RCP(x0), then it necessarily has to satisfyuIc (s) = 0
andyI (s) = 0 for someI ⊆ k̄. Consequently,

0 = RI•(s)x0 + GII (s)uI (s)

yIc (s) = RIc•(s)x0 + GIcI (s)uI (s),

whereG(s) is the proper transfer functionC(sI − A)−1B + D, andR(s) is the
strictly proper rational matrixC(sI −A)−1. Note thatGII (s) is invertible by Assump-
tion 3.4.1. This implies thatuI (s) = −G−1

II (s)RI•(s)x0 and

yIc (s) = [RIc•(s) − GIcI (s)G
−1
II (s)RI•(s)]x0.

It follows from the representation theory of rational matrix functions (see for instance
[116]) that the degree of the polynomial part ofG−1

II (s) is at mostn. Hence, the
polynomial parts of the rational functionsu(s) andy(s) have degree at mostn − 1. In
terms of time-domain solutions, this means that only derivatives of the Dirac function
up to ordern − 1 can appear in initial solutions. So we can write

y(s) =
∞∑

i=−n+1

yis−i (3.30)

and likewise foru(s). To translate the nonnegativity conditions (3.28) to the coefficients
of the power series expansion around infinity, we use thaty(s) is nonnegative for all
sufficiently large reals, if and only if

(y−n+1, y−n+2, . . . ) � 0 (3.31)

and similarly foru(s).
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Given the system description(A, B, C, D), theMarkov parameters of the system
are defined by

Hi =
{

D, if i = 0

CAi−1B, if i = 1, 2, . . .
(3.32)

Note that

G(s) =
∞∑
i=0

His−i . (3.33)

Using the power series expansions ofy(s) andu(s) and (3.33), RCP(x0) can be
reformulated as theLinear Dynamic Complementarity Problem (terminology intro-
duced in [179]) by considering the coefficients corresponding to equal powers ofs.
The formulation here extends the concept of LDCP as introduced in [179], because
impulsive motions are included.

Linear Dynamic Complementarity Problem (LDCPκ(x0)) Let a system de-
scription (A, B, C, D), an integerκ ≥ −n + 1 and an initial statex0 be given.
Let Hi, i ≥ 0 be given by (3.32). Find sequences(y−n+1, y−n+2, . . . , yκ) and
(u−n+1, u−n+2, . . . , uκ) such that the equations

yi =
i∑

j=−n+1

Hi−j uj , if − n + 1 ≤ i ≤ min(0, κ) (3.34a)

yi = CAi−1x0 +
i∑

j=−n+1

Hi−j uj , if 1 ≤ i ≤ κ (3.34b)

are satisfied, and for all indicesi ∈ k̄ at least one of the following is true:

(y−n+1
i , y−n+2

i , . . . , yκ
i ) = 0 and (u−n+1

i , u−n+2
i , . . . , uκ

i ) � 0 (3.35)

(y−n+1
i , y−n+2

i , . . . , yκ
i ) � 0 and (u−n+1

i , u−n+2
i , . . . , uκ

i ) = 0 (3.36)

LDCP∞(x0) denotes the problem of finding vector sequences(uj )∞j=−n+1 and

(yj )∞j=−n+1 that satisfy LDCPκ(x0) for all κ ≥ −n + 1.

If (uj )κj=−n+1 and (yj )κj=−n+1 form a solution to LDCPκ(x0), then index sets

J ⊆ k̄ satisfying (3.35),i ∈ J and (3.36),i ∈ J c represent candidate modes for
selection.
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The complete set of candidates for selection, denoted bySκ
LDCP(x0), is defined by

Sκ
LDCP(x0) := {J ⊆ k̄ | ∃(uj )κj=−n+1, (y

j )κj=−n+1 solution to LDCPκ(x0)

such that(3.35) holds fori ∈ J and(3.36) holds fori ∈ J c}.

Theorem 3.5.2 Let a system (A, B, C, D) be given. The following statements are
equivalent when Assumption 3.4.1 holds.

1. The equations (3.13) have an initial solution for initial state x0.

2. RCP(x0) has a solution.

3. LDCP∞(x0) has a solution.

There is a one-to-one correspondence between initial solutions to (3.13), solutions to
RCP(x0), and solutions to LDCP∞(x0). Furthermore, for all x0 ∈ R

n,

S(x0) = SRCP(x0) = S∞
LDCP(x0).

�

Proof. From the derivation of RCP, it follows that1 and2 are equivalent. If(u(s), y(s))

is a solution to RCP(x0), then the coefficients of the power series expansion of this
solution around infinity form a solution to LDCP∞(x0). Hence,2 implies3.

To see that3 implies 1, suppose(y−n+1, y−n+2, . . . ), (u−n+1, u−n+2, . . . ) is a
solution to LDCP∞(x0). TakeI ⊆ k̄ such that (3.35) holds fori ∈ I and (3.36) holds
for i ∈ I c. Definep(0) := x0 +∑n−1

i=0 AiBu−i . We first show thatp(0) ∈ VI . To this
end, note thatyi

I = 0 andui
Ic = 0 for all i ∈ {−n + 1, −n + 2, . . . }. From (3.34b), it

follows thatp(0) satisfies

0 = y1
I = CI•p(0)+DII v(0)

0 = y2
I = CI•Ap(0)+DII v(1) + CI•B•I v(0)

...

0 = yκ
I = CI•Aκ−1p(0)+DII v(κ − 1) + CI•B•I v(κ − 2) + .. + CI•Aκ−2B•I v(0)

...
... (3.37)

wherev(i) = ui+1
I , i ≥ 0. Combining algorithm (3.4) and the equations above,

it follows that for l ≥ 0 the statesAlp(0) + ∑l−1
i=0 AiB•I v(l − 1 − i) belong to

Vj (A, B•I , CI•, DII ), , j ≥ 0. In particular forl = 0 this means thatp(0) ∈
lim V j (A, B•I , CI•, DII ) = VI . This means that there exists a smooth solution
(ureg, x reg, y reg) to (3.14) for modeI with initial statex(0) = p(0).

By differentiating (3.14) in time and evaluating the resulting equalities at time
instant 0 for the solution(ureg, x reg, y reg), we observe that̃v(i) := u(i)

reg,I (0), i =
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0, 1, . . . satisfies (3.37) as well. To show that this implies thatṽi = vi for all i, observe
that due to (3.37) both sequences satisfy the discrete-time analogue of the first two lines
of (3.15), i.e.

p(i + 1) = Ap(i) + B•I v(i); 0 = CI•p(i) + DII v(i), i = 0, 1, 2, . . . (3.38)

with initial statep(0). The differencew(i) := v(i) − ṽ(i) satisfies (3.38) with initial
state 0. We introduce the formalz-transform

w(z) :=
∞∑
i=0

wiz−i .

Using thez-transformGII (z) of the discrete-time system (see e.g. [117]), we get
0 = GII (z)w(z). The invertibility of GII (z) implies thatw(z) = 0 and hence,
v(i) = ṽ(i) for all i ≥ 0, or equivalently,ui+1

I = u(i)
reg,I (0), i ≥ 0. This also implies

thatyi+1 = y (i)
reg(0), i ≥ 0.

We defineu := ∑n−1
i=0 u−iδ(i) + ureg, y := ∑n−1

i=1 yiδ(i−1) + y reg and letx be the
solution toẋ = Ax + Bu + x0δ. Obviously,(u, x , y) satisfies1 in Definition 3.4.7.
We only have to show that2 in Definition 3.4.7 is satisfied. Since

(y−n+1, y−n+2, . . . ) = (y−n+1, . . . , y0, y (0)
reg(0), y (1)

reg(0), . . . )

and

(u−n+1, u−n+2, . . . ) = (u−n+1, . . . , u0, u(0)
reg, u(1)

reg, . . . )

form a solution to LDCP∞(x0), (3.35) or (3.36) is satisfied for alli ∈ k̄. According to
Lemma 3.5.1, this is equivalent tou andy being initially nonnegative. Consequently
(u, x , y) is an initial solution with initial statex0.

The one-to-one correspondence follows easily from the above, because solutions to
RCP and initial solutions are related through Laplace transform and its inverse. Solu-
tions to RCP are uniquely transformed to solutions to LDCP by taking the coefficients
of a power series expansion around infinity. Moreover, a solution to LDCP is linked
to an initial solution by setting the derivatives of an initial solution at zero equal to the
LDCP solution as stated above (see also remark 3.5.3). The final statement is a result
of the one-to-one correspondence. 2

Remark 3.5.3 Note that in the proof of Theorem 3.5.2, a direct link between initial
solutions and solutions to LDCP∞(x0) is given. If(u, x , y) is an initial solution with
u = ∑n−1

i=0 u−iδ(i) + ureg andy = ∑n−1
i=0 y−iδ(i) + y reg for initial statex0, define

ũi := ui , i = −n + 1, . . . , 0 andũi+1 = u(i)
reg(0), i ≥ 0 and letỹi , i ≥ −n + 1

be defined analogously. Then(ũi)∞i=−n+1, (ỹi)∞i=−n+1 is a solution to LDCP∞(x0).
We shall use the transformations between LDCP∞(x0), RCP(x0) and initial solutions
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frequently. The above proof also yields an alternative way of deriving the LDCP:
differentiate the initial solution with incorporation of the impulsive part and evaluate
the results at time instant zero. For smooth continuations, this method can also be used
in the nonlinear case [124,179]. �

In the above theorem it is shown that the infinite version of LDCP can be used
to select the correct modes. However, under suitable conditions, already the finite
version LDCPn(x0) selects the right modes, wheren is the dimension of the state
variable (see Theorem 3.6.12 below). In [55], it has been shown that LDCPκ(x0) for
finite κ is a special case of the Generalized Linear Complementarity Problem [201]
and the Extended Linear Complementarity Problem [53]. In [201], an algorithm is
proposed to find all solutions to GLCP. Such algorithms can be used to efficiently
solve the LDCP.

3.6 Well-posedness results

Due to the multimodal and nonlinear behavior of linear complementarity systems, basic
questions like existence and uniqueness of solutions given an initial state are nontrivial.
It is not difficult to find linear complementarity systems for which no solution exists
from certain initial conditions or for which the solution is not unique (see [177]). In
this section we will derive conditions guaranteeing well-posedness.

3.6.1 Local well-posedness

Definition 3.6.1 The complementarity system (3.13) is locally well-posed if for each
initial state there exists anε > 0 such that a unique solution on[0, ε) in the sense of
Definition 3.4.10 exists. �

An equivalent way of defining local well-posedness is by requiring that for each
state there exists a unique solution on an interval of positive length starting with either
a finite number of jumps or an infinite number of jumps with convergence of the event
states, followed by smooth continuation on that interval.

Definition 3.6.2 Let (A, B, C, D) be a system with Markov parametersHi , i =
0, 1, 2, . . . . The leading column indicesη1, . . . , ηk of the linear system(A, B, C, D)

are defined forj ∈ k̄ as

ηj := inf {i ∈ N | Hi
•j 6= 0}

with the convention inf∅ = ∞. The leading row indicesρ1, . . . , ρk of (A, B, C, D)

are defined forj ∈ k̄ as

ρj := inf {i ∈ N | Hi
j• 6= 0}.

�
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Since we consider only invertible transfer functions (see Assumption 3.4.1 and
Lemma 3.3.3), the leading row and column indices are all finite. Due to the Cayley-
Hamilton theorem, we even haveρi ≤ n andηi ≤ n. The leading row coefficient
matrix M(A, B, C, D) andleading column coefficient matrix N (A, B, C, D) for the
system(A, B, C, D) are defined as

M(A, B, C, D) :=



H
ρ1
1•
...

H
ρk

k•


 andN (A, B, C, D) := (H

η1
•1 . . . H

ηk

•k ) (3.39)

respectively. We omit the arguments(A, B, C, D), if they are clear from the context.
The main result of this section is stated as follows. Recall that a square matrix is a

P-matrix, if all of its principal minors are strictly positive (Section 3.3).

Theorem 3.6.3 If the leading row coefficient matrix M and the leading column coef-
ficient matrix N are both P-matrices, then the linear complementarity system (3.13) is
locally well-posed. From each initial condition, at most one state jump occurs before
smooth continuation is possible, i.e. the multiplicity of an event time is at most one.

�

Remark 3.6.4 The definition of well-posedness if often taken to include continuous
dependence of solutions on initial conditions. Such continuous dependence is not
claimed in the above theorem. An example of a linear complementarity system that
displays discontinuous dependence on initial conditions will be given in Section 3.8.

�

To prove the main result, we first need some auxiliary results.

Lemma 3.6.5 If the leading row coefficient matrix M has only nonzero principal
minors, then assumption 3.4.1 is satisfied, i.e. all modes are autonomous. The same
holds when the leading column coefficient matrix N has only nonzero principal minors.

�

Proof.Lemma 3.3.3 states that it is sufficient to show thatGII (s) is invertible for allI ⊆
k̄. For notational convenience, we assumeI = l̄ for somel ∈ k̄. If M has only nonzero
principal minors, thenMII is invertible. Hence,GII (s) = diag(s−ρ1, . . . , s−ρl )V (s)

whereV (s) is a biproper matrix, becauseV (∞) = MII is invertible [82, Thm. 4.5].
The reasoning is analogous for the case in whichN has only nonzero minors. 2

Definition 3.6.6 A statex0 of the complementarity system (3.13) is called regular, if
there exists a smooth initial solution with initial statex0. �
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A statex0 is regular if and only if RCP(x0) has a strictly proper solution. Or
equivalently,x0 is regular if and only if LDCP∞(x0) has a solution withu−n+1 =
. . . = u0 = 0.

Under the assumption that the leading row coefficient matrix is a P-matrix, the
following result characterizes the regular states. The result is an extension of a similar
result in [179] which was derived under the additional assumption of “uniform relative
degree” (i.e.ρ1 = ρ2 = . . . = ρk = ρ). In contrast to [179] we restrict ourselves here
to the linear case, but an extension to the nonlinear case is straightforward.

Theorem 3.6.7 Let a system (A, B, C, D) be given. Suppose that the leading row co-
efficient matrix M is a P-matrix. Then x0 ∈ R

n is a regular state of the complementarity
system (3.13) if and only if for all i ∈ k̄

(Ci•x0, Ci•Ax0, . . . , Ci•Aρi−1x0) � 0. (3.40)

Moreover, the smooth continuation is unique. �

Proof. Note thaty(j)
i (0) = Ci•Ajx0, j = 0, . . . , ρi − 1, i = 1, . . . , k, independently

of the choice of a smooth inputu. Hence, the above condition is necessary to guarantee
y(t) ≥ 0, t ∈ [0, ε) for some positiveε.

To prove the converse, we will show that if for alli ∈ k̄ (3.40) holds, the corre-
sponding LDCP∞(x0) has a solution withu−n+1 = . . . = u0 = 0. This is sufficient
to show that a smooth initial solution exists. The idea of the proof is to reduce the
LDCP∞(x0) to a series of LCPs that can all be solved uniquely. This idea originates
in [124].

We will show that LDCP∞(x0) with the additional requirementy−n+1 = . . . =
y0 = 0, u−n+1 = . . . = u0 = 0 has a unique solution. From such a solution, it is
immediately clear that (3.34a) is satisfied. The remaining equalities can be written as

y
j
i = Ci•Aj−1x0, j = 1, 2, . . . , ρi, i = 1, . . . , k (3.41)

and 


y
ρ1+p
1
...

y
ρk+p
k


 = ξp(x0, u

1, . . . , up−1) + Mup, (3.42)

whereξ1, ξ2, . . . are certain linear functions. We denote byL(l), l ∈ N the truncated
problem of findinguj , j = 1, . . . , l andy

j
i , i ∈ k̄, j = 1, . . . , ρi + l satisfying (3.41)

and (3.42),p ∈ {1, . . . , l} together with the requirement that for all indicesi ∈ k̄ at
least one of the following statements is true:

(y1
i , y2

i , . . . , y
ρi+l
i ) = 0 and (u1

i , u
2
i , . . . , ul

i) � 0 (3.43)

(y1
i , y2

i , . . . , y
ρi+l
i ) � 0 and (u1

i , u
2
i , . . . , ul

i) = 0. (3.44)
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The problemL(l) is a subproblem of LDCP∞(x0)and if we find a solution(y1, y2, . . . ),
(u1, u2, . . . ) satisfyingL(l) for all l ≥ 0, then this solution is a solution to the corre-
sponding LDCP∞(x0) with y−n+1 = . . . = y0 = 0, u−n+1 = . . . = u0 = 0.

We claim thatL(l) has a unique solution for alll ≥ 0. This is obvious forl = 0.
We will proceed by induction in the same way as in [124,179].

We write Il , Jl , Kl for the active (input) index set, the inactive index set and the
undecided index set, respectively, determined byL(l). Formally, forl ≥ 1, Il = {i ∈
k̄ | (u1

i , . . . , ul
i) � 0}, Jl = {i ∈ k̄ | (y1

i , . . . , y
ρi+l
i ) � 0} andKl = k̄ \ (Il ∪ Jl) with

y
j
i , i = 1, . . . , k, j = 1, . . . , ρi + l andui , i = 1, . . . , l determined (uniquely) by

L(l). For convenience we also defineI0 := ∅, J0 = {i ∈ k̄ | (y1
i , . . . , y

ρi

i ) � 0} and
K0 = k̄ \ J0.

Note thatL(l − 1) is a subproblem ofL(l), so variables uniquely determined by
L(l − 1) are automatically uniquely specified forL(l). As a consequence,Il−1, Jl−1,
Kl−1 are determined as well. ComparingL(l) with L(l − 1), we observe thatL(l)

has one additional equation: (3.42) forp = l. We divide this equation into the three
parts given byIl−1, Jl−1 andKl−1. For notational convenience, we omit all indices
depending onl and all superscripts:

 yI

yJ

yK


 =


 zI

zJ

zK


 +


 MII MIJ MIK

MJ I MJJ MJK

MKI MKJ MKK





 uI

uJ

uK


 (3.45)

with z = ξl(x0, u
1, . . . , ul−1). From the definition ofIl−1, Jl−1 andKl−1, we get

yI = 0 anduJ = 0, because (3.43) or (3.44) should hold. By substituting this result
in (3.45), we obtain

0 = zI + MII uI + MIKuK (3.46)

yJ = zJ + MJ I uI + MJKuK (3.47)

yK = zK + MKIuI + MKKuK. (3.48)

SinceMII is a principal submatrix of a P-matrix, it is invertible and hence we get from
(3.46) thatuI = −M−1

II (zI + MIKuk). Substituting this expression in (3.48) leads to

yK = zK − MKIM
−1
II zI + (MKK − MKIM

−1
II MIK)uK (3.49)

Due to (3.43) and (3.44) and the definition ofKl−1, the complementarity conditions

0 ≤ uK ⊥ yK ≥ 0 (3.50)

hold. So, (3.49) and (3.50) constitute an LCP. SinceMKK −MKIM
−1
II MIK is a Schur

complement of a P-matrix, it is itself a P-matrix by Proposition 2.3.5 in [47]. According
to Theorem 3.3.4, the corresponding LCP has a unique solution. FromuK we can
computeuI andyJ . Hence, the induction hypothesis has been proven forl. So we
find a solution of LDCP∞(x0) with u−n+1 = . . . = u0 = 0, y−n+1 = . . . = y0 = 0.
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and hence a smooth initial solution corresponding tox0 exists. Since the solution to
LDCP∞(x0) with u−n+1 = . . . = u0 = 0 is unique, the one-to-one correspondence
between initial solutions and solutions of LDCP∞(x0) implies that the corresponding
smooth initial solution is unique. 2

One can even prove that the initial solution corresponding to a regular initial state is
unique and thus smooth. Our next result is concerned with the uniqueness of solutions
emanating from a not necessarily regular initial state.

Theorem 3.6.8 Let a system (A, B, C, D) be given. If the leading column coefficient
matrix N is a P-matrix, then for every state x0 and every κ ≥ 0, the problem LDCPκ(x0)

has a solution that is unique except for u
j
i , i ∈ k̄, j = κ − ηi + 1, . . . , κ , which are

left undetermined. Furthermore, u−n+1
i = u−n+2

i = . . . = u
−ηi

i = 0, i ∈ k̄ and
y−n+1 = . . . = y0 = 0. �

Proof. The proof is based on separation of the equalities (3.34) in two parts, (3.34a)
and (3.34b), providing the equations foryi , i = −n + 1, . . . , 0 andyi , i = 1, . . . , κ,
respectively. For both parts we start an induction that is analogous to the one used
in the previous proof: we reduce the LDCP to a series of LCPs which can be solved
uniquely. This is done by selecting certain equations from (3.34) for each successive
LCP in such a way that only principal submatrices of the leading column coefficient
matrixN appear in these LCPs.

We introduce the index setsOj := {i ∈ k̄ | ηi = j}, j = 0, 1, . . . , n and

Sj := ⋃j
i=0 Oi , j = 0, 1, . . . , n. So, theηj -th Markov parameter is the first Markov

parameter in which thej -th column is nonzero.Oj is the set of indicesi for which the
i-th column in the sequence of Markov parameters(H 0, H 1, . . . ) is nonzero for the
first time inHj . Sj is the set of indicesi for which the matrix(H 0•i , H

1•i , . . . , H
j
•i ) is

nonzero. As noted before,ηi ≤ n. Hence,Sn = k̄. By definition,Hi
•Sc

j
= 0, i ≤ j

andS0 ⊆ S1 ⊆ S2 ⊆ . . . ⊆ Sn.
After suitable permutation of rows and columns if necessary, there are integers

k0, . . . , kn+1 with 0 = k0 ≤ k1 ≤ k2 ≤ . . . kn ≤ kn+1 = k such thatOj =
{kj + 1, . . . , kj+1}, j = 0, 1, . . . , n. Then

N = [H 0•O0
H 1•O1

. . . Hn
•On

].
We claim that for 1≤ r ≤ n the problem LDCP−n+r (x0) has a solution with

u−n+1
Sr−1

= u−n+2
Sr−2

= . . . = u−n+r
S0

= 0 (3.51)

y−n+1 = y−n+2 = . . . = y−n+r = 0. (3.52)

The remaining variablesu−n+1
Sc

r−1
, u−n+2

Sc
r−2

, . . . , u−n+r
Sc

0
are left undetermined. This will

be the induction hypothesis.
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For r = 1, we only have the equation

y−n+1 = H 0u−n+1 (3.53)

with the complementarity conditions 0≤ y−n+1 ⊥ u−n+1 ≥ 0. The complementarity
conditions follow from the fact that for each index either (3.35) or (3.36) should hold.
SinceH 0

•Sc
0

= 0, (3.53) reduces to

y−n+1 = H 0•S0
u−n+1

S0
. (3.54)

Sinceu−n+1
Sc

0
does not appear in this equation, it is left completely undetermined (except

for the conditionu−n+1
Sc

0
≥ 0). Considering (3.54) and the complementarity conditions

only for y−n+1
i , i ∈ S0 results in the LCP

y−n+1
S0

= H 0
S0S0

u−n+1
S0

= NS0S0u
−n+1
S0

0 ≤ y−n+1
S0

⊥ u−n+1
S0

≥ 0.

SinceNS0S0 is a principal submatrix ofN , it is a P-matrix. Theorem 3.3.4 then implies
that the above LCP has a unique solution. Obviously,y−n+1

S0
= 0, u−n+1

S0
= 0 is

the unique solution. From (3.54),y−n+1 = 0 follows immediately. This proves the
induction hypothesis forr = 1.

Suppose that the induction hypothesis above holds forr − 1, where 2≤ r ≤ n.
Since LDCP−n+r−1(x0) is a subproblem of LDCP−n+r (x0), we consider only the
additional equality in (3.34):

y−n+r = H 0u−n+r + H 1u−n+r−1 + . . . + Hr−1u−n+1

= H 0•S0
u−n+r

S0
+ H 1•S1

u−n+r−1
S1

+ . . . + Hr−1
•Sr−1

u−n+1
Sr−1

= H 0•S0
u−n+r

S0
+ H 1•S1\S0

u−n+r−1
S1\S0

+ . . . + Hr−1
•Sr−1\Sr−2

u−n+1
Sr−1\Sr−2

= H 0•O0
u−n+r

O0
+ H 1•O1

u−n+r−1
O1

+ . . . + Hr−1
•Or−1

u−n+1
Or−1

. (3.55)

The second equality follows fromHi
•Sc

i
= 0, the third one follows from the induction

hypothesis (3.51). The last equality is a consequence ofSj \ Sj−1 = Oj . Since
u−n+1

Sc
r−1

, u−n+2
Sc

r−2
, . . . , u−n+r

Sc
0

do not appear in this additional equation, these variables

remain undetermined.
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Equation (3.55) consists ofk scalar equations. Considering only the equalities for
y−n+r
i , i ∈ Sr−1, we find

y−n+r
Sr−1

=
(
H 0

Sr−1O0
H 1

Sr−1O1
. . . H r−1

Sr−1Or−1

)



u−n+r
O0

u−n+r−1
O1

...

u−n+1
Or−1




= NSr−1Sr−1




u−n+r
O0

u−n+r−1
O1

...

u−n+1
Or−1




︸ ︷︷ ︸
=:v−r

.

Since (3.35) or (3.36) should hold for alli, it follows that

0 ≤ y−n+r
Sr−1

⊥ v−r ≥ 0.

This is the LCP we are looking for. SinceNSr−1Sr−1 (as a submatrix ofN ) is also a
P-matrix, the above LCP has a unique solution (Theorem 3.3.4). Hence, this solution
must bev−r = y−n+r

Sr−1
= 0. Using this in (3.55) shows thaty−n+r = 0. In combination

with the induction hypothesis forr −1, this yields the hypothesis forr. This completes
our induction step and hence the proof of our first claim.

To complete the proof, we start a second induction with hypothesis as stated in the
formulation of the theorem. Note that this is equivalent to saying: LDCPκ(x0) has a
unique solution for every statex0, onlyuκ

Sc
0
, uκ−1

Sc
1

, . . . , uκ−n+1
Sc

n−1
are left undetermined.

Forκ = 0 this hypothesis is true, for it follows from the previous induction by taking
r = n. Suppose the hypothesis is true forκ − 1, κ ≥ 1. Since LDCPκ−1(x0) is a
subproblem of LDCPκ(x0), the variablesuκ−1

S0
, . . . , uκ−n

Sn−1
, uκ−n−1, . . . , u−n+1 are

already uniquely determined. We set

I := {i ∈ k̄ | (u−n+1
i , u−n+2

i , . . . , u
κ−ηi−1
i ) � 0},

J := {i ∈ k̄ | (y−n+1
i , y−n+2

i , . . . , yκ−1
i ) � 0} and

K := k̄ \ (I ∪ J ).

In comparison with LDCPκ−1(x0), LDCPκ(x0) has the additional equality

yκ = σ(x0, u
κ−1
S0

, uκ−2
S1

, . . . , uκ−n
Sn−1

, uκ−n−1, . . . , u−n+1) + N




uκ
O0

uκ−1
O1
...

uκ−n+1
On−1
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for some functionσ . Splitting this equation into three parts according to the index sets
I, J, K, we can follow the same reasoning as in the proof of Theorem 3.6.7 to conclude
thatyκ, uκ

O0
, uκ−1

O1
, . . . , uκ−n+1

On−1
are uniquely determined and thus prove the induction

hypothesis forκ. 2

We are now in a position to prove Theorem 3.6.3.
Proof of Theorem 3.6.3Lemma 3.6.5 implies that all modes are autonomous.

Take an arbitrary initial statex0. It follows from Theorem 3.6.8 that LDCP∞(x0)

has a unique solution which satisfiesu−n+1
i = u−n+2

i = . . . = u
−ηi

i = 0, i ∈ k̄

andy−n+1 = . . . = y0 = 0. Due to the one-to-one correspondence between ini-
tial solutions and solutions to LDCP∞(x0), an initial solution(u, x , y) exists and the
solution must be unique as well. In case the initial condition is regular, the initial
solution is smooth. In other cases, we have to prove that after the state jump cor-
responding to(u, x , y) smooth continuation is possible. Stated otherwise, we have
to show that the re-initialized statex(0+) is regular. The re-initialization is given
by the impulsive partuimp = ∑n−1

i=0 u−iδ(i), where the coefficientsu−i follow from
LDCP∞(x0). Since the impulsive part is unique, the re-initialization is unique; it re-
sults inx(0+) := x0 + ∑n−1

i=0 AiBu−i (see (3.10)). The complementarity conditions
(3.35) and (3.36) imply that(y1, y2, . . . , yn) � 0. The right hand side of (3.34)
contains fory1

i , . . . , y
ρi

i , i ∈ k̄ only coefficients corresponding to the impulsive part,
i.e. only u0, . . . , u−n+1. Hence, observe that(Ci•x(0+), . . . , Ci•Aρi−1x(0+)) =
(y1

i , . . . , y
ρi

i ) � 0, i ∈ k̄. According to Lemma 3.6.7,x(0+) is a regular state. So
after at most one re-initialization, (unique) smooth continuation is guaranteed.2

3.6.2 Global well-posedness

This subsection contains material of the paper [94] and presents two classes of linear
complementarity systems that can be proven to be globally well-posed.

Definition 3.6.9 The linear complementarity system (3.13) is globally well-posed, if

1. For each initial state there exists a solution on[0, ∞) in the sense of Defini-
tion 3.4.10.

2. If (E j , u
j
c , x

j
c , y

j
c ), j = 1, 2 are two solutions corresponding to the same initial

state and both defined on[0, Te) for arbitraryTe > 0, then

(u1
c, x

1
c , y1

c )(t) = (u2
c, x

2
c , y2

c )(t)

for all t ∈ [0, Te) with t 6∈ E1 ∪ E2.

We will also use the term “global existence” for the first, and “global uniqueness” for
the second statement above. �
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Local existence does not imply global existence. A problem arises when the event
times contain a right-accumulation pointτ ∗ < ∞ and there is no limit forxc(t) as
t ↑ τ ∗. In fact, this is the only phenomenon that may prevent a local well-posed linear
complementarity system from being globally well-posed. Note that local uniqueness
of solutions is equivalent to global uniqueness of solutions using the solution concept
of Definition 3.4.10 (see also Chapter 4).

Bimodal linear complementarity systems

A LCS is said to be bimodal, if there is only one complementarity pair(u, y)

(i.e. k = 1). As a consequence, the corresponding LCS has two modes (I = ∅ and
I = {1}).

Theorem 3.6.10Consider a bimodal LCS (3.13) with C 6= 0. 1 The following
statements are equivalent.

1. The leading Markov parameter M = N is defined (i.e. ρ1 = η1 < ∞) and
positive.

2. The linear complementarity system (3.13) is locally well-posed.

3. The linear complementarity system (3.13) is globally well-posed.

�

Proof. Thm. 3.6.3 yields 1⇒ 2. To prove 2⇒ 1, consider the following cases.

1. Suppose the leading Markov parameterM = N is defined and negative. Ac-
cording to Lemma 3.6.5 all the modes are autonomous in this situation.

(a) D = 0. [177, Thm. 4.8] claims that the system is not locally well-posed.

(b) D < 0. It can easily be seen from (3.13) thatu = −D−1Cx (mode
I = {1}) andu = 0 (modeI = ∅) both generate a smooth initial solution
and thus a local solution in the sense of Definition 3.4.10 for an initial state
x0 with Cx0 > 0.

2. In caseM andN are not defined (ρ1 = η1 = ∞), all Markov parameters are
zero. It is clear thaty is independent ofu in (3.13b). Hence, for anyx0 ∈ R

n

with Cx0 < 0 there does not exist a solution.

1Note thatC = 0 is a degenerate and uninteresting case, since the complementarity conditions do not
involve the state vectorx. Any quadruple(E , uc, xc, yc) with u(t) a solution to LCP(0, D) for all t 6∈ E and
satisfying (3.13a)-(3.13b) is a solution to (3.13). It can easily be seen that for a scalarD, LCP(0, D) has a
unique solution if and only ifD 6= 0.
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As mentioned before, local uniqueness of solutions and global uniqueness of solutions
are equivalent (see also Chapter 4). Since global existence implies local existence, we
have 3⇒ 2. It remains to show that 2⇒ 3, i.e. we have to show that local existence
implies global existence of solutions.

The mode dynamics are given byẋ = Ax for I = ∅ andẋ = A+BF{1} for I = {1}
with FI as in subsection 3.4.1. It can easily be verified that the consistent subspace for
I = ∅ equalsV∅ = R

n and thus the re-initialization operatorP∅ as in subsection 3.4.2
is just the identityI. The re-initializationP{1} is the projection onV{1} alongT{1}.

Let [0, τ ∗) be the maximal interval on which a solution(E , uc, xc, yc) exists for
initial statex0 and suppose thatτ ∗ < ∞. We drop the supscriptc for ease of notation.
Time τ ∗ is a right-accumulation point of events, because otherwise the LCS evolves
in either one of the modes on an interval(τ ∗ − β, τ ∗) for someβ > 0 Then it is clear
that limt↑τ∗ x(t) exists, because the dynamics within a mode is linear. Consequently,
continuation beyondτ ∗ would be possible due to local existence of solutions.

Without loss of generality we may assume that the initial mode is{1}. Sinceτ ∗ is
a right-accumulation of events there are infinitely many cycles consisting of smooth
continuation in mode{1}, smooth continuation in mode∅ and then a jump of the state
variable according toP{1}. Consider the statexb at the beginning of the cycle (after the
re-initialization). It is clear thatP{1}xb = xb ∈ V{1}. Denote the duration of mode{1}
by 11 (may be equal to zero) and in mode∅ by 1∅ and definexm = e(A+BF{1})11xb.
Note thatxm ∈ V{1} due to invariance ofV{1} under the dynamicṡx = (A + BF{1})x.
Then we obtain forxe := P{1}eA1∅e(A+BF{1})11xb at the end of the cycle

‖xe − xb‖ ≤ ‖P{1}eA1∅xm − xm︸︷︷︸
=P{1}xm

‖ + ‖e(A+BF{1})11xb − xb‖ ≤

c∅1∅‖P{1}‖‖xm‖ + c{1}11‖xb‖ ≤ c(1∅ + 11)‖xb‖ ≤ c1‖xb‖ (3.56)

for certain constantsc∅, c{1} andc, and1 = 1∅+11 the duration of the complete cycle.
Consider the sequence of states{xi}i∈N at the beginning of the cycles and let1i be the
duration of thei-th cycle starting inxi and ending inxi+1. Hence, (3.56) translates
into ‖xi+1 − xi‖ ≤ c1i‖xi‖ and yields‖xi+1‖ ≤ (1 + c1i)‖xi‖. Consequently, we
have that

‖xi+1‖ ≤
i∏

j=1

(1 + c1j )‖x0‖.

By taking the logarithm of this inequality and using that
∑∞

j=0 1j = τ ∗, it can be seen

that‖xi‖ ≤ ecτ∗‖x0‖. This implies thatx(t) is bounded on[0, τ ∗). Form > n it holds
that

‖xm − xn‖ ≤ c

m−1∑
i=n

1i‖xi‖.
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Since
∑∞

i=0 1i = τ ∗ andx is bounded on[0, τ ∗) this yields that{xi}i∈N is a Cauchy
sequence and hence has a limit. It is clear that then also limt↑τ∗ x(t) must exist.
Local existence of solutions implies that a solution can be defined beyondτ ∗, which
contradicts the definition ofτ ∗. Hence,τ ∗ = ∞. 2

LCS with low leading row indices

Theorem 3.6.11Consider the linear complementarity system (3.13) and let the leading
row and column coefficient matrices M and N be P-matrices. If the leading row indices
ρi are contained in {0, 1} for all i ∈ k̄, then the linear complementarity system (3.13)
is globally well-posed. �

Proof. According to Thm. 3.6.3 the system (3.13) is locally well-posed. Since local
uniqueness is equivalent to global uniqueness of solutions, it remains to show that local
existence results in global existence of solutions using the hypothesis in the formulation
of the theorem. DefineK := {i ∈ k̄ | ρi = 1}. The set of regular statesR is equal to
{x0 ∈ R

n | CK•x0 ≥ 0} (Theorem 3.6.7). SinceR is closed, it is invariant under the
dynamics. Indeed, ifR is not invariant, there exists anx0 ∈ R such that a local solution
(E , uc, xc, yc) satisfiesxc(0) = x0 andxc(t) 6∈ R for t ∈ (0, ε) for someε > 0. The
fact thatx0 ∈ R implies the existence of a 0< α < ε such that(uc, xc, yc) is equal to a
smooth initial solution on[0, α). This implies that for initial statexc(τ ) with τ ∈ (0, α)

there exists asmooth initial solution equal tot 7→ (uc(t + τ), xc(t + τ), yc(t + τ)).
Hence,xc(τ ) ∈ R for τ ∈ (0, α), which leads to a contradiction.

Suppose that the maximal interval on which a solution(u, x, y) (we omitted the
subscriptc) with initial statex0 exists is equal to[0, τ ∗) with τ ∗ < ∞. Since every
event time has at most multiplicity one, we can assume thatx0 ∈ R (otherwise take
one initial jump). SinceR is invariant under the dynamics of the LCS, it holds that
x(t) ∈ R for all t ∈ [0, τ ∗). In a continuous phase there is at most exponential
growth, because the solutionx is governed in modeI by ẋ = (A + BFI )x with FI as
in subsection 3.4.1. Since in each mode there is at most exponential growth without
jumps, it is clear thatx(t) is bounded on[0, τ ∗) (say‖x(t)‖ ≤ M for all t ∈ [0, τ ∗)).
Hence, when the solution is given on the interval(s, t) ⊆ [0, τ ∗) by modeI , then

‖x(t) − x(s)‖ = ‖e(A+BFI )(t−s)x(s) − x(s)‖ ≤ cI |t − s|‖x(s)‖ ≤ cIM|t − s|
(3.57)

For arbitrary(s, t) ⊆ [0, τ ∗) with x possibly evolving through several modes we obtain
from (3.57) that

‖x(t) − x(s)‖ ≤ M max
I∈P (k̄)

cI | t − s | .

This implies thatx is Lipschitz continuous on[0, τ ∗) and thus also uniformly con-
tinuous. A standard result in mathematical analysis [169, ex. 4.13] states thatx∗ :=
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lim t↑τ∗ x(t) exists and lies inR due to closedness ofR. Therefore, smooth continu-
ation is possible fromx∗ beyondτ ∗, because of the existence of local solutions. This
contradicts the definition ofτ ∗. Hence,τ ∗ = ∞. 2

3.6.3 Mode selection by a finite LDCP

The next theorem states that in caseN is a P-matrix, it is sufficient to consider
LDCPn(x0) (instead of LDCP∞(x0)) for selection of a mode. Hence, only an algebraic
problem with a finite number of constraints has to be solved.

Theorem 3.6.12Let a system (A, B, C, D) be given. If the leading column coef-
ficient matrix N is a P-matrix, then from every initial state there exists a unique
initial solution to (3.13). This solution evolves in mode I where I := {i ∈ k̄ |
(u−n+1

i , u−n+2
i , . . . , u

n−ηi

i ) � 0} where (uj )nj=−n+1, (yj )nj=−n+1 constitutes a solu-
tion to LDCPn(x0). �

Proof. Let (y−n+1, y−n+2, . . . , yn) and (u−n+1, u−n+2, . . . , un) be a solution to
LDCPn(x0) and letI be defined as in the formulation of the theorem. Definep(0) :=
x0 +∑n−1

i=0 AiBu−i . Note that this is the state after the jump induced by the impulsive
distribution

∑n−1
i=0 u−iδ(i) starting fromx0. It follows from the definition ofI that

(u−n+1
i , . . . , u

n−ηi

i ) = 0, i ∈ I c, and in combination with (3.35), (3.36) the same
definition yields(y−n+1

i , . . . , yn
i ) = 0, i ∈ I . Using (3.34b), we conclude thatp(0)

satisfies

0 = y1
I = CI•p(0) + DII v(1)

0 = y2
I = CI•Ap(0) + DII v(2) + CI•B•I v(1)

...
...

0 = yn
I = CI•An−1p(0) + DII v(n) + CI•B•I v(n − 1) + .. + CI•An−2B•I v(1)

(3.58)

with v(i) = ui
I . By using (3.4) and the equations above, it can be shown that for all

j = 0, 1, . . . , n the vectorp(0) ∈ Vj (A, B•I , CI•, DII ). Clearly, this implies that
p(0) ∈ lim Vj (A, B•I , CI•, DII ) = Vn(A, B•I , CI•, DII ) = VI , for the algorithm
converges withinn steps (similarly as in the proof of Theorem 3.5.2). Hence, there
exists a regular solution(ureg, x reg, y reg) to (3.14) in modeI with initial statep(0).
We define

ũ :=
n−1∑
i=0

u−iδ(i) + ureg

ỹ := y reg.
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Furthermore,̃x denotes the solution to (3.14) in modeI corresponding tõu and initial
statex0. Note that according to Theorem 3.6.8y−n+1 = . . . = y0 = 0. Obviously,
this is a solution to (3.14) in modeI ; so it only remains to show thatũ, ỹ are initially
nonnegative. We shall do this by proving thatu(i)

reg(0) = ui+1 for all i = 0, 1, . . . , n−
ηi − 1 and consequently,y (i)

reg(0) = yi+1.

Notice that bothv(i) = u
(i−1)
reg,I (0), i = 1, . . . , n andv(i) = ui

I , i = 1, . . . , n

satisfy (3.58). We extend the solution of LDCPn(x0) with zeros to get an infinite
sequence(u−n+1, . . . , un, 0, 0, . . . ). The differencew(i) = u

(i)
reg,I (0) − ui+1

I , i ≥ 0
can be taken as an input to the discrete-time system

q(i + 1) = Aq(i) + B•Iw(i), q(0) = 0

ȳ(i) = CI•q(i) + DIIw(i) (3.59)

satisfyingȳ(0) = . . . = ȳ(n − 1) = 0. Taking thez-transform of the discrete-time
system (3.59) (see e.g. [117]) with inputw(i) gives (with some abuse of notation the
z-transform ofw is denoted byw(z))

GII (z)w(z) =
∞∑
i=0

ȳ(i)z−i = z−np(z) (3.60)

for some proper rational vector functionp(z). For notational simplicity, we setI = l̄,
l ∈ k̄. SinceNII is a P-matrix (and hence invertible),GII (z) can be written as

GII (z) = V2(z)diag(z−η1, . . . , z−ηl ), (3.61)

where V2 is biproper (i.e. proper rational with proper rational inverse), because
V2(∞) = NII is invertible (Theorem 4.5 in [82]). Hence, (3.60) yields

w(z) = G−1
II (z)p(z) = diag(z−η1−n, . . . , z−ηl−n)p̃(z),

wherep̃(z) = V −1
2 (z)p(z) is proper. The definition ofw(i) now implies that

u(i)
reg,j (0) = ui+1

j ,

for all j ∈ I andi = 0, 1, . . . , n − ηj − 1.
Since forj ∈ I ,

(u−n+1
j , . . . , u0

j , u(0)
reg,j (0), . . . , u(n−ηi−1)

reg,j (0)) = (u−n+1
j , . . . , u

n−ηi

j ) � 0

the distributionũj ∈ Cimp is initially positive for j ∈ I . Note thatỹ I = 0 by
construction of̃y : ỹ = y reg satisfies together withureg the condition (3.14) for mode
I and initial statep(0). Similarly, for j ∈ I c, ũj = 0. Note that

(y−n+1, . . . , y0, y (0)
reg, . . . , y (n−1)

reg ) = (y−n+1, . . . , yn) � 0,
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becauseu(i)
reg,j = ui+1

j for j ∈ I andi = 0, 1, . . . , n − ηj − 1. As a consequence we

have that if(y−n+1
j , . . . , yn

j ) � 0, thenỹ j ∈ Cimp is initially positive. Forj ∈ I c,

it may happen that(y−n+1
j , . . . , yn

j ) = 0; however, this implies that̃y j is identically
zero. To see this, note thaty reg,I c can be written as the output of the system

ẋ = (A + BFI )x

y reg,I c = (CIc + DIc•FI )x,

because the inputu satisfying (3.14) can be given in feedback form byu(t) = FIx(t)

(see section 3.4). By the Cayley-Hamilton theorem and because the state space dimen-
sion of the system is equal ton,

(y−n+1
j , . . . , y0

j , y reg,j (0), y (1)
reg,j (0), . . . , y (n−1)

reg,j (0)) = 0

implies

(y−n+1
j , y−n+2

j , . . . , y0
j , y reg,j (0), y (1)

reg,j (0), . . . ) = 0.

Sincey reg,j is of Bohl type,ỹ j = y reg,j ∈ Cimp is identically zero (Lemma 3.5.1).
Hence,(ũ, x̃ , ỹ) is an initial solution to (3.13).

Uniqueness follows from the fact that that LDCP∞(x0) has a unique solution (The-
orem 3.6.8). Indeed, the one-to-one correspondence between initial solutions and
solutions to LDCP∞(x0) implies that there is only one initial solution, which must
evolve in the above mode. 2

Remark 3.6.13 Since LDCP∞(x0) has a unique solution, the modeI as defined in
the previous theorem (selected by LDCPn(x0)) is obviously contained inS∞

LDCP(x0) =
SRCP(x0). Since there is only one corresponding initial solution, it evolves in all
the modes contained inS∞

LDCP(x0). Hence, all selected index sets inS∞
LDCP(x0) are

appropriate. Of course, the additional modes contained inS∞
LDCP(x0) are characterized

by the undetermined index setK as in Remark 3.4.8. �

Remark 3.6.14 Solving LDCPn(x0) can be simplified by using Theorem 3.6.8. This
theorem states that the variablesy−n+1, y−n+2, . . . , y0 andu−n+1

i , u−n+2
i , . . . , u

−ηi

i ,
i ∈ k̄ can immediately be set to zero, which reduces the number of equations to be
solved. �

In the section below, we illustrate the above theory by means of the two-carts
example.
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3.7 Algorithm for constructing solutions

In this section, a method will be proposed to construct analytical solutions to linear
complementarity systems. The method will be illustrated by applying it to the two-
carts example of Section 3.2. We emphasize that it is not the purpose of this chapter to
give anumerical scheme for the simulation of complementarity systems, although the
analytical algorithm may be used as a guideline for the development of such a scheme.

The algorithm is described by the following procedure.

Algorithm 3.7.1 Let x0 be the initial state andTe the final time.

0. initialization: Setz := x0, E := {0}, andt ′ := 0 as the initial state and time.

1. step one:Select for initial statez a modeI ∈ S(z).

2. step two: Consider the following two possibilities:

1. From the statez smooth continuation is possible in modeI , i.e. z ∈ VI .
Go to step four.

2. No smooth continuation is possible in modeI from z, i.e. z 6∈ VI . Go to
step three.

3. step three: Compute the projectionPI of z alongTI ontoVI (Subsection 3.4.2).
Setz := PI z. Go to step one.

4. step four: Compute the solution(uz,I , xz,I , yz,I ) (see Subsection 3.4.1).

5. step five: Determine the next event timeθ(z, I ). Define(uc(t), xc(t), yc(t)) :=
(uz,I (t − t ′), xz,I (t − t ′), yz,I (t − t ′)) for t ∈ (t ′, t ′ + θ(z, I )). Set t ′ :=
t ′ + θ(z, I ), E := E ∪{t ′} andz := xc(t

′−). If t ′ ≥ Te the algorithm terminates.
Otherwise, go to step one.

�

The algorithm can be visualized by the flow diagram as given by Figure 3.2.

Remark 3.7.2 Algorithm 3.7.1 produces a solution on[0, Te) if the following condi-
tions are satisfied.

1. The algorithm does not get into a situation witht ′ < Te andS(z) = ∅. Such a
situation is called “deadlock.”

2. All encountered event times have a finite multiplicity. Stated otherwise, the
algorithm does not end up in an infinite loop consisting of only re-initializations
and mode selections, where a limiting operation is required.

3. The event times do not have a finite accumulation point strictly smaller thanTe.
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Continuous phaseContinuous phase

Event detectionEvent detection

Mode selectionMode selection

Re-initialisation

z:=x (t -)c eventz:=x (t -)c event

NoYes

z:=PzIz:=PzI
z

z,I

Is smooth

continuation possible
in the selected mode

without
re-initialisation ?

Figure 3.2: Schematic description of complete dynamics

�

Theorem 3.7.3 Let a system (A, B, C, D) be given satisfying the conditions of The-
orem 3.6.3. Algorithm 3.7.1 produces a solution on [0, Te) if and only if accumulation
of events does not occur on the interval [0, Te]. �

Proof. By Theorem 3.6.3 the first two conditions mentioned in Remark 3.7.2 are sat-
isfied (deadlock cannot occur and the maximal multiplicity of an event time is one).
Therefore the result follows. 2

Returning to the two-carts system of Section 3.2, we suppose that the initial state
equals

x0 = e−A(0 − 1 − 1 0)> ≈ (0.3202, −0.4335, 0.3716, −1.0915)>

andTe = 3. Note that for this system the Markov parameters are given byH 0 =
H 1 = 0 andH 2 = M = N = 1. Hence, the two-carts system satisfies the suf-
ficient conditions for local well-posedness presented in this chapter. Consequently,
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Algorithm 3.7.1 can only fail if the set of event times contains a finite accumulation
point τ < 3. According to Algorithm 3.7.1, we start by settingE := {0}, z := x0 and
t ′ := 0.

Step oneThis step selects the unconstrained mode (I = ∅ ∈ S(z)), because the
only initial solution for initial statez is (u, x , y) given by(0, eAt z, CeAtz). Note that
y is initially nonnegative, becausey(0+) = x01 ≈ 0.3202 is equal to the distance of
the cart to the stop which is strictly positive.

Step twoThis step leads to the decision that smooth continuation in the selected
mode is possible, becausez ∈ V∅ = R

4 (every state is consistent for the unconstrained
mode).

Step fourThe unconstrained dynamics is specified by a linear ordinary differential
equation; the solution is equal touz,I (t) = 0, xz,I (t) = eAtz, yz,I (t) = CeAtz.

Step five Determining the zero crossing ofyz,I gives θ(z, I ) := 1. The cor-
responding state is equal to(0, −1, −1, 0)>, which is not regular for the uncon-
strained mode. Note thatyz,I

reg(1) = 0, ẏz,I
reg(1) < 0, so continuing in the uncon-

strained mode would violate the inequality constrainty(t) ≥ 0. Hence,uc(t) = 0,
xc(t) = eA(t−1)(0 −1 −1 0)>, yc(t) = CeAt (0 −1 −1 0)> for t ∈ (0, 1), E = {0, 1},
t ′ := 1 andz := (0 − 1 − 1 0)>. Sincet ′ < Te, we go to step one.

Step oneFor the purpose of illustrating mode selection by RCP, the dynamical
system is transformed to the Laplace domain:

(s4 + 3s2 + 1)y(s) = (
s(s2 + 1), s, s2 + 1, 1

)



x10
x20
x30
x40


 + (s2 + 1)u(s).

(3.62)

Substitutingz for (x10, x20, x30, x40)
> results in

(s4 + 3s2 + 1)y(s) = −s − s2 − 1 + (s2 + 1)u(s).

Sincey(s) or u(s) should be zero, there are only two possibilities:

unconstrained mode:u(s) = 0; y(s) = −s2 − s − 1

s4 + 3s2 + 1

constrained mode:y(s) = 0; u(s) = 1 + s

s2 + 1
.

Since the RCP requires nonnegativity for sufficiently large values of the indeterminate
s, the combinationy(s) = 0, u(s) = 1 + s

s2+1
is the unique solution to RCP(z); so

S(z) = SRCP(z) = {{1}}. Hence, the constrained mode must be selected (I := {1}).
Step two Since the solution to RCP(z) is not strictly proper, the answer to the

question in the decision block in Figure 3.2 is negative, so we have to re-initialize.
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Step threeUsing (3.4) and (3.7), we can compute the consistent states and the
jump space:

T{1} = Im




0 1
0 0
1 0
0 0


 ; V{1} = Ker

(
1 0 0 0
0 0 1 0

)
= Im




0 0
1 0
0 0
0 1


 .

To re-initialize we have to projectz ontoV{1} alongT{1}, which results in

z := P{1}z = P
T{1}
V{1} z = (0, −1, 0, 0)>.

Step oneWe have to solve RCP(z):

(s4 + 3s2 + 1)y(s) = −s + (s2 + 1)u(s)

together with the complementarity conditions. The only solution isy(s) = 0, u(s) =
s

s2+1
resulting inI := {1}.

Step twoSince the solution to RCP(z) is strictly proper, smooth continuation in
the selected mode is possible. The physical interpretation is clear: the left cart hits the
stop. Instantaneously, the velocity is put to zero and the right cart keeps the left cart
pushed against the stop.

Step four The dynamics of the constrained mode is given by a set of DAEs. How-
ever, these can easily be translated into an ODE (note that there must exist a linear map-
pingF{1} such thatu(t) = FIx(t) satisfies the mode dynamics; see Subsection 3.4.1).
The inputu must be chosen in such a way, that it keepsy identically zero. Sincey = x1,
ẏ = x3, ÿ = 2x1 + x2 + u, u should equal−2x1 − x2. (Note thatFI = (−2 − 1 0 0)
is a possible choice, but is not the only choice.FI = (α − 1 β 0) is an alternative
for everyα andβ, becausex1 = x3 = 0 for consistent states.) Hence, the dynamics
in the constrained mode is given byx1 = x3 = 0, ẍ2 = −x2, u = −x2. Solving this
set of equations for initial statez givesuz,I (t) = cost , xz,I

1 (t) = 0, xz,I
2 (t) = − cost

andyz,I (t) = 0. Note that we could also have concluded this by taking the inverse
Laplace transform of the solution(u(s), y(s)) to the RCP in the last mode selection.

Step fiveAn event is detected atθ(z, I ) = inf {t ≥ 0 | cos(t) < 0} = π
2 . The piece

of (uc(t), xc(t), yc(t)) on(1, 1+ π
2 ) is given by the initial solution above as described

in Algorithm 3.7.1. E := {0, 1, 1 + π
2 }, t ′ := 1 + π

2 andz := (0, 0, 0, 1)>. Since
t ′ < 3 = Te, we proceed with step one.

Step oneThis time LDCP will be demonstrated as a mode selection tool. Since the
conditions of Theorem 3.6.12 are satisfied, a finite version of the LDCP can be used
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for mode selection: LDCP4(z) reads

y−3 = 0

y−2 = 0

y−1 = u−3

y0 = u−2

y1 = u−1 − 2u−3

y2 = u0 − 2u−2 + u−3

y3 = u1 − 2u−1 + u−2 + 3u−3

y4 = 1 + u2 − 2u0 + u−1 + 3u−2 − 3u−3,

together with complementarity conditions (3.35) and (3.36). Settingyi = 0, i ∈
{−3, . . . , 4} leads to(u−3, . . . , u1, u2) = (0, . . . , 0, −1) ≺ 0. Hence, (3.35) does not
hold. It is obvious that settingui = 0, i ∈ {−3, . . . , 4} leads to(y−3, . . . , y3, y4) =
(0, . . . , 0, 1) � 0 so that (3.36) holds. Hence,S4

LDCP(z) = {∅} and the unconstrained
mode must be selected (I := ∅).

Step twoSince the impulsive part ofu is zero, i.e.u−3 = u−2 = u−1 = u0 =
0, smooth continuation is possible. This can also be observed from the fact that
(0, 0, 0, 1)> is a consistent state for the unconstrained mode. In terms of the physical
system: the right cart is on the right of its equilibrium and pulls the left cart away from
the stop.

Step four and fiveDetermining a new piece of(uc(t), xc(t), yc(t)) leads touc(t) =
0, xc(t) = eA(t−1− π

2 )(0, 0, 0, 1)> andyc(t) = CeA(t−1− π
2 )(0, 0, 0, 1)> in the same

way as before. The next event time 1+ π
2 + θ(z, I ) is strictly larger thanTe = 3 so

that the algorithm halts with a complete solution on[0, 3).
The computed trajectory is plotted in figure 3.3. Note the complementarity between

u andx1 and the discontinuity in the derivative ofx1 at timet = 1.

To show that the particular mode transition mentioned in Section 3.2 can be handled
properly by the proposed algorithm, we take the initial statez0 = x0 = (0, 1, −1, 0)>
(labeling ofz0 as in (3.21)). Substituting this initial condition in (3.62) results in

(s4 + 3s2 + 1)y(s) = s − s2 − 1 + (s2 + 1)u(s).

Solving RCP(z0) (step one) leads toy(s) = 0 andu(s) = 1 − s
s2+1

and so
SRCP(z0) = {{1}}. We select the constrained mode (I1 = {1}). Smooth continua-
tion is not possible in the selected mode (step two), because the solution to RCP is
not strictly proper. Re-initialization (step three) leads toz1 := P{1}z0 = (0, 1, 0, 0)>.
RCP(z1) has to be considered (step one):

(s4 + 3s2 + 1)y(s) = s + (s2 + 1)u(s).

Notice that settingy(s) equal to zero results inu(s) = − s
s2+1

, the strictly proper part
of the solution of RCP(x0). This is not a valid choice. The only solution isu(s) = 0
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Figure 3.3: Solution trajectory of two-carts system.

andy(s) = s
(s4+3s2+1)

, which corresponds to the unconstrained mode, i.e.I2 = ∅.
Since the solution of RCP(z1) is strictly proper, smooth continuation is possible in the
unconstrained mode (step two) and we can go to step four and five to compute the
smooth continuation.

3.8 Mechanical Systems

In this section, it will be shown that the proposed mode selection rule coincides with
the one of Moreau [139,144] when these rules are applied to the class of systems that
are covered by both frameworks, to wit, linear mechanical systems.

We will focus on linear mechanical systems whose dynamics in free motion is given
by the differential equations

Mq̈(t) + Dq̇(t) + Kq(t) = 0 (3.63)

whereq denotes the vector of generalized coordinates. Furthermore,M denotes the
generalized mass matrix, which is assumed to be positive definite,D denotes the
damping matrix andK is the elasticity matrix. The system is subject to unilateral
constraints given by

Eq(t) ≥ 0, (3.64)
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whereE has full row rank. Furthermore, we assume that impacts are purely inelastic.
To obtain a complementarity formulation, we introduce the constraint forcesE>u

with u the corresponding Lagrange multiplier needed to satisfy the unilateral con-
straints. Moreover, define the state vectorx as col(q, q̇). According to the rules of
classical mechanics, the system can then be written as follows (with omission of all
time arguments)

ẋ =
(

0 I

−M−1K −M−1D

)
︸ ︷︷ ︸

A

x +
(

0
M−1E>

)
︸ ︷︷ ︸

B

u (3.65a)

y = (E 0)︸ ︷︷ ︸
C

x (3.65b)

0 ≤ y ⊥ u ≥ 0 (3.65c)

for all i. This systems satisfiesρi = ηi = 2, i ∈ k̄; note thatM = N = EM−1E> is
positive definite and hence a P-matrix (Theorem 3.3.5). Hence, the system is locally
well-posed (Theorem 3.6.3).

We consider only initial statesx0 = col(q0, q̇0) with Eq0 ≥ 0. We call these points
feasible. In the two-carts system, this means that we do not consider initial states for
which the left cart starts on the left of the stop. In [139,144] no jumps occur inq itself,
but jumps occur in the velocitieṡq. These jumps are governed in the inelastic impact
case by the following minimization problem, whereJ := {i ∈ k̄ | Ei•q0 = 0}.
Minimization Problem 3.8.1 Let an initial statex0 = col(q0, q̇0) be given. The new
state after re-initialization, denoted byx(0+) = col(q(0+), q̇(0+)), is determined by

q(0+) = q0

q̇(0+) = arg min{w|EJ•w≥0}
1
2(w − q̇0)

>M(w − q̇0).

�

The notation “arg min” denotes the set of vectors in the constrained set that mini-
mize the criterion over the constrained set. Note that the minimization problem has
a unique solution. The problem reflects a kind of “principle of economy”: among
the kinematically admissible right velocities, the one is chosen that is nearest in the
kinetic metric [139, p. 75]. Observe that if we prove that jumps in our formulation
correspond to the above minimization problem, then it follows that the feasible set
{x ∈ R

n | Cx ≥ 0} is invariant under the dynamics as introduced in Section 3.4, since
the smooth dynamics do not take the solution outside this set.

The Kuhn-Tucker conditions [115] for the minimization problem give necessary
conditions for optimality. The vectoṙq(0+) is the minimizing argument only if there
exists a Lagrange multiplierλ such that

M(q̇(0+) − q̇0) − E>
J•λ = 0 (3.66)
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0 ≤ λ ⊥ EJ•q̇(0+) ≥ 0. (3.67)

The equality (3.66) is equivalent to

q̇(0+) = q̇0 + M−1E>
J•λ (3.68)

and thereforėy(0+) = Eq̇(0+) andλ satisfy the following LCP witḣy0 := Eq̇0:

ẏJ (0+) = ẏ0 + EJ•M−1E>
J•λ (3.69)

0 ≤ ẏJ (0+) ⊥ λ ≥ 0. (3.70)

According to Theorem 3.3.4, this LCP has a unique solution, becauseEJ•M−1E>
J•

is a P-matrix. Since the minimization problem 3.8.1 is convex, the Kuhn-Tucker
conditions are even sufficient for optimality. Hence, the LCP (3.69)-(3.70) is equivalent
to the minimization problem for determining the jumps. This observation was also
made in [178]. Notice that once this LCP is solved, the required jumps are known,
becausėq(0+) then follows from (3.68).

We will prove now that LDCPn(x0) (and hence LDCP∞(x0) and RCP(x0)) are
equivalent to the optimization problem in the sense that both methods produce the
same state jumps and select the same mode.

Theorem 3.8.2 For linear mechanical systems of the form (3.65) with M positive
definite and E of full row rank, the re-initialization by means of LDCPn(x0) (or
LDCP∞(x0) or RCP(x0)) agrees with Moreau’s rule for the inelastic impact case [139],
[144] for feasible initial states. Linear mechanical complementarity systems are locally
well-posed. �

Proof. Since the row coefficient matrix and the column coefficient matrix are P-
matrices, local well-posedness follows from Theorem 3.6.3. Furthermore, Theo-
rem 3.6.8 states thatu−2 = u−3 = . . . = u−n = 0. Because we start from a feasible
statex0, it follows that alsou−1 = 0. Indeed, the first relevant LCP in the LDCPn(x0)

(as in the proof of Theorem 3.6.7) is given by

y1 = Cx0 + CABu−1

with the corresponding complementarity conditions. Since this LCP has a unique
solution, the solution must satisfyu−1 = 0, becauseCx0 ≥ 0. Hence,y−n+1 =
y−n+2 = . . . = y0 = 0 andy1 = Cx0. The next relevant equality in (3.34) is

y2 = CAx0 + CABu0. (3.71)

We defineJ again as{i ∈ k̄ | Cix0 = 0}. Since one of the expressions (3.35) or (3.36)
has to be satisfied fori ∈ J , the conditions

y2
i ≥ 0, u0

i ≥ 0, y2
i ⊥ u0

i , i ∈ J
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have to hold. Becausey1
i > 0 for elementsi ∈ J c, 0 = u0

i = u1
i = . . . = un

i must
hold to satisfy (3.36). Considering onlyi ∈ J , we can write down the LCP following
from (3.71) and the above complementarity conditions:

y2
J = CJ•Ax0 + CJ•AB•J u0

J (3.72)

0 ≤ y2
J ⊥ u0

J ≥ 0. (3.73)

This LCP is identical to the LCP (3.69) and (3.70). This shows that the re-initialization
by means of LDCPn(x0) leads to the same result as minimization problem 3.8.1.2

From this proof, we see that for feasible initial states only proper rational solutions
to RCP occur, i.e. jumps only take place along ImB.

Example 3.8.3 To illustrate the equivalence of Moreau’s rule and the complementarity
rule, consider the two-carts system of Section 3.2 extended with a hook. See figure 3.4.

aaaaaa
aaaaaa
aaaaaa
aaaaaa
aaaaaa
aaaaaa
aaaaaa
aaaaaa
aaaaaa
aaaaaa
aaaaaa
aaaaaa

Figure 3.4: Two-carts system with hook.

The complementarity description is given by

ẋ1(t) = x3(t)

ẋ2(t) = x4(t)

ẋ3(t) = −2x1(t) + x2(t) + u1(t) + u2(t)

ẋ4(t) = x1(t) − x2(t) − u2(t)

y1(t) := x1(t)

y2(t) := x1(t) − x2(t)

whereu1, u2 denote the reaction forces exerted by the stop and hook, respectively.
These equations are completed by the complementarity conditions (3.13c). Taking

M =
(

1 0
0 1

)
; D =

(
0 0
0 0

)
; K =

(
2 −1

−1 1

)
; E =

(
1 0
1 −1

)
(3.74)

leads to a description as in the beginning of this section.
Using the minimization problem to determine the re-initialization and mode se-

lection in case of an initial state(x10, x20, x30, x40)
> with x10 = x20 = 0 results in
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hook-constrained

hook/stop

stop-constrained

unconstrained

x
3

x
4

Figure 3.5: Re-initialization scheme

the alternatives shown in figure 3.5. Note that the minimization problem consists of
finding the minimal distance to the feasible set (area indicated by “unconstrained”).
The arrows denote the re-initialization directions.

To illustrate that RCP(x0) gives the same results, the equations corresponding to
(3.25) are given below:

(s4 + 3s2 + 1)y1(s) = (s2 + 1)x30 + x40 + (s2 + 1)u1(s) + s2u2(s)

(s4 + 3s2 + 1)y2(s) = s2x30 − (s2 + 1)x40 + s2u1(s) + (2s2 + 1)u2(s).

To determine the continuous statesx0 for which the stop-constrained mode (I = {1})
is selected,y1(s) ≡ 0 andu2(s) ≡ 0 are inserted in the equations above. Next we
solve foru1(s) andy2(s), which leads to

u1(s) = −x30 − 1

s2 + 1
x40

y2(s) = 1

s4 + 3s2 + 1
[−s2 − 1 − −s2

s2 + 1
]x40.

Entering the stop-constrained mode is only allowed if for sufficiently large values
of the indeterminates the above two expressions are nonnegative (see (3.26)). This
requiresx30 ≤ 0 andx40 ≤ 0. This indeed corresponds to the indicated area for
the stop-constrained mode in figure 3.5. Note that the polynomial parts ofu1 andu2
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equal−x30 and 0, respectively. Hence,uimp = (−x30, 0)>δ for the corresponding
initial solution(u, x , y). According to (3.10), the state jump equalsB(−x30, 0)> =
(0, 0, −x30, 0)>. This agrees with the direction of the arrows in figure 3.5. Similarly,
the other modes and re-initialization directions can be verified.

This example shows also that the mode selection procedure that was suggested
in [177] does not always agree with Moreau’s impact rule for the inelastic case. This
fact has already been mentioned in [178] without giving an explicit example. It is
proposed there that ifI is the current mode and violation of (3.17) occurs at timeτ in
statex(τ), the new mode is given by

J := (I \ 02) ∪ 01,

where

01 := {i ∈ I c | yx(τ),I
reg,i < 0, t ∈ (τ, τ + ε) for someε > 0}

02 := {i ∈ I | ux(τ),I
reg,i < 0, t ∈ (τ, τ + ε) for someε > 0}.

In words, this means that constraints that are active or inactive according to modeI

will become inactive or active, respectively, if their corresponding inequalities would
be violated by continuation of the solution in modeI . In the example, this means that if
we are in the unconstrained mode (I = ∅) and we arrive inx(τ) = (0, 0, −1, 2)>, the
selected mode should beJ = {1, 2}, the hook/stop constrained mode. This does not
agree with the minimization problem illustrated in figure 3.5, which indicates the hook-
constrained mode. A physical argument against the choice in [177] in the indicated
situation, might be that removing the stop does not lead to violation ofy1(t) ≥ 0.

The above example also illustrates the fact that the solutions of linear complemen-
tarity systems do not always depend continuously on the initial state. The discontinuous
dependence is caused by the sensitivity of solutions to the order in which constraints
become active. Consider the initial statesx0(ε) = (ε, ε,−2, 1)>, ε ≥ 0. Forε = 0 the
solution is a jump to(0, 0, 0, 0)>, after which the system stays in its equilibrium posi-
tion. Forε > 0, first the hook becomes active, resulting in a jump to(ε, ε,−1

2, −1
2)>.

This is followed by a regular continuation in the hook-constrained mode until the left
cart hits the stop. The state just before the impact is(0, 0, −1

2 +g(ε), −1
2 +g(ε))> for

some continuous functiong(ε) with g(0) = 0. Re-initialization yields the new state
(0, 0, 0, −1

2 + g(ε))>, which converges to(0, 0, 0, −1
2)> if ε ↓ 0. Obviously, the

system has a discontinuity in(0, 0, −2, 1)>. One may also note that the sequence of
initial statesx0(ε) = (0, −ε, −2, 1), ε ≥ 0 leads after two re-initializations forε ↓ 0
to the limit state(0, 0, 1

2, 1
2). This alternative limit corresponds to a situation in which

first the stop-constrained and then the hook-constrained mode is active. �

3.9 Conclusions

The main purpose of this chapter has been to define a new class of dynamical sys-
tems called “linear complementarity systems”. The definition builds on ideas from
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linear system theory and from mathematical programming, and is motivated in part by
systems of differential equations and algebraic inequalities that have been studied in
mechanics and in electrical network theory. Applications are envisaged for instance
in the modelling of power converters and other electrical networks that depend on
controlled switching, in linear-quadratic control problems subject to linear inequality
constraints, and in the study of piecewise linear systems.

A linear complementarity system can be viewed as a dynamical system that switches
between several operating modes, and behaves as a linear system within each mode.
The state spaces corresponding to different modes are in general not all of the same di-
mension, although they are naturally embedded in one encompassing space; in relation
to this, state trajectories may exhibit discontinuities when a mode switch takes place.
To give a precise definition of what is to be understood by a solution of a comple-
mentarity system, one has to be precise about the conditions under which a transition
from one given mode to another given mode can take place, and one has to specify the
associated jumps of the state variable. For mode selection, we have used ideas from
mathematical programming, in particular from the theory of the linear complemen-
tarity problem [47]; for the determination of jumps we have relied on linear system
theory, more specifically the geometric theory of linear systems [83].

When a class of dynamical systems is introduced, a first concern should be to give
conditions for existence and uniqueness of solutions. We have given such conditions
in terms of leading row and column coefficient matrices. Several methods for mode
selection have been discussed, and a method for generating solutions has been pre-
sented. Also, we have shown that our notion of solution agrees with the one proposed
by Moreau [139] for the class of systems that both solution concepts apply to.

In spite of the length of this chapter, it is clear that many issues remain to be
investigated. The method that we have shown for constructing solutions only allows
us to establish existence of solutions on intervals that do not contain accumulation
points of the set of event times. To overcome this problem it seems necessary to work
with sequences of approximating solutions, which may be generated for instance by
time-stepping methods; compare the work by Stewart and Trinkle [192,194]. A related
issue is to provide conditions under which numerical solution methods for piecewise
linear systems (see for instance [121]) can be shown to be consistent. The rational
complementarity problem that has been discussed only briefly here is expected to play
a crucial role in such investigations; see Chapter 4 for a more extensive treatment of
the RCP.

Of course, all of the well-known topics of interest in dynamical systems theory can
also be addressed in the context of complementarity systems: conditions for stability,
existence of limit cycles, occurrence of chaos, and so on. Control of mechanical
systems with unilateral constraints is discussed by Brogliato [31]. Perhaps the main
challenge is to effectuate the interaction between the various fields of research that find
a common meeting ground in complementarity systems.
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The Rational Complementarity Problem

4.1 Introduction
4.2 Notation
4.3 Complementarity Problems
4.4 Relation between RCP and LCP

4.5 Relation between RCP and
linear complementarity systems

4.6 Well-posedness results
4.7 Conclusions

This chapter has been published in Linear Algebra and its Applications [93]. Parts
of the chapter have been presented in an abridged form at the American Control Con-
ference in Philadelphia (USA), June 1998 [88] and the Conference on Decision and
Control in Tampa (USA), December 1998 [89].

4.1 Introduction

The classicallinear complementarity problem (LCP) can be formulated as follows.
Given a realk-dimensional vectorq and a realk × k matrix M, find k-dimensional
vectorsy andu such thaty = q +Mu and for all indicesi we haveyi ≥ 0,ui ≥ 0, and
at least one ofyi andui is zero. The LCP and various ramifications and generalizations
of it play an important role in many optimization and equilibrium problems, and for this
reason the LCP has been studied extensively in mathematical programming; see [47]
for a comprehensive treatment. The rational complementarity problem (RCP), which
is the main subject of this chapter, is a variation of the LCP in which the field of
real numbers is replaced by the fieldR(s) of rational functions with real coefficients.
To formulate a complementarity problem overR(s), we equip the field of rational
functions with a suitable order to be defined below.

The RCP is motivated by its relations to a class of discontinuous dynamical sys-
tems, called linear complementarity systems (LCS) as studied in [87, 92, 177, 179].
Linear complementarity systems are specified by linear differential equations and in-
equalities similar to those appearing in the linear complementarity problem. Typical
examples of such systems include mechanical systems subject to unilateral constraints,
electrical networks with diodes, systems subject to relays and saturation characteristics,
optimization problems with state constraints and systems with Coulomb friction. The
dynamics of the complementarity class consists of continuous-time phases separated
by state-events resulting in re-initializations of the continuous state of the system. In
fact, in each continuous-time phase (called ‘modes’) the system is governed by its own
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characteristic dynamic laws. The RCP plays a crucial role for LCS as it couples the
continuous state to a corresponding mode. Systems in which continuous dynamics
and switching rules are connected are called ‘hybrid dynamical systems.’ Hybrid sys-
tems have recently drawn much attention, see e.g. [7, 162]. In this field of research
existence and uniqueness of solutions are often assumed, and sufficient conditions are
rarely given. In previous papers [87,92,177,179] well-posedness results for LCS were
obtained based on the so-calledlinear dynamic complementarity problem, a version
of the complementarity problem based on taking derivatives of the LCS. The RCP
has only been mentioned without exploiting its possibilities. In establishing a rela-
tionship between RCP and LCS, conditions for existence and uniqueness of solutions
to LCS are derived in this chapter. These conditions are more general than the ones
in [87,92,177,179].

There is a connection between the RCP and a parameterized form of the LCP;
this relation is explored in detail in this chapter. There are also relations between
the RCP and certain generalizations of the LCP. Specifically, we discuss theorder
complementarity problem (OCP) that was defined in [22] as well as a version of the
LCP defined over a general totally ordered field. We illustrate that certain results can
be derived on an abstract level; however for the main part of the chapter we opt for a
concrete treatment heading directly towards establishing the connection between RCP
and a parameterized LCP. It is this connection (plus the body of knowledge already
available for LCP) which enables us to establish well-posedness results for LCS. As
specific applications we discuss linear mechanical systems with unilateral inelastic
constraints, passive linear electrical networks with ideal diodes (and more generally
linear dissipative systems with complementarity conditions), and linear systems with
relays (based on LCP-results in [123]). The earlier well-posedness results in [87, 92,
177,179] do not cover these special subclasses of complementarity systems.

The outline of the chapter is as follows. In the next two sections, we introduce some
notational conventions and several complementarity problems: LCP, RCP, OCP and
an ‘abstract linear complementarity problem.’ In section 4.4 necessary and sufficient
conditions guaranteeing existence and uniqueness of solutions to RCP will be presented
in terms of LCPs. In section 4.5 LCS will be introduced together with its solution
concept. The connection between solutions to RCP and initial solutions to LCS will
be stated. In the next section three physically relevant subclasses of complementarity
systems are considered for which well-posedness results are obtained.

4.2 Notation

In this chapter, the following notational conventions will be in force.N denotes the
natural numbers{0, 1, 2, . . . }, R the real numbers,R+ the nonnegative real numbers
andC the complex numbers. For a positive integerl, l̄ denotes the set{1, 2, . . . , l}.
If a is a (column) vector withk components, we denote itsi-th component byai .
Given two vectorsa ∈ R

k andb ∈ R
l , then col(a, b) denotes the vector inRk+l
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that arises from stackinga over b. The support of a vectora ∈ R
k is defined as

suppa := {i ∈ k̄ | ai 6= 0}. M> is the transpose of the matrixM ∈ C
m×n and

M∗ denotes the complex conjugate transpose. A matrixM ∈ C
m×m is called positive

semi-definite if 2 Rex∗Mx = x∗(M + M∗)x ≥ 0 for all x ∈ C
m. This is denoted by

M ≥ 0. In case strict inequality holds for all nonzero vectorsx, we call the matrix
positive definite and writeM > 0. ByI we denote the identity matrix of any dimension.

GivenM ∈ R
k×l and two subsetsI ⊆ k̄ andJ ⊆ l̄, the (I, J )-submatrix ofM

is defined asMIJ := (Mij )i∈I,j∈J . In caseJ = l̄, we also writeMI• and if I = k̄,
we writeM•J . The(I, I )-submatrices are sometimes called the principal submatrices.
For a vectora, aI := (ai)i∈I . A matrix M ∈ R

k×l generates a convex cone, denoted
by posM, obtained by taking nonnegative linear combinations of the columns ofM.
Formally,

posM := {q ∈ R
k | q = Mv for somev ∈ R

l+}.

By R(s) we denote the field of real rational functions in one variable. For reasons
of clarity and cohesion, we shall systematically use a notation in which vectors over
R(s) are written with an arguments and (vectors of) time functions appear with an
argumentt . Vectors overR are written without argument; distributions are also written
without an argument, but in a different font. Ifp(s) = 0 for all s, we write (to avoid
misunderstandings)p(s) ≡ 0. If p(s) is not the zero polynomial, we writep(s) 6≡ 0.
M(s) ∈ R

k×l (s) means thatM(s) is ak × l matrix with entries inR(s). Furthermore,
the kernel of a rational matrixM(s) ∈ R

k×l (s) overR(s) is denoted by kerR(s) M(s).
The dimension of a linear subspaceL of R

k(s) overR(s) is denoted by dimR(s) L. A
rational matrix is called (strictly) proper, if for all entries the degree of the numerator
is smaller than or equal to (strictly smaller than) the degree of the denominator.

A vectoru ∈ R
k is called nonnegative, and we writeu ≥ 0, if ui ≥ 0 for all i ∈ k̄

and positive (u > 0), if ui > 0 for all i ∈ k̄. If two vectorsu, y ∈ R
k satisfy that for

all i at least one ofui andyi is zero, we writeu⊥y. Similarly, we writeu(s)⊥y(s)

for two rational vectorsu(s), y(s) ∈ R
k(s), if for all i at least one ofui(s) ≡ 0 and

yi(s) ≡ 0 is satisfied.
The set of arbitrarily often differentiable functions fromR to R

m is denoted by
C∞(R; R

m).

4.3 Complementarity Problems

In this section, we introduce several instances of the complementarity problem. One of
the fundamental results in the literature on complementarity problems will be examined
for all versions of the complementarity problem considered here.

The linear complementarity problem (LCP) [47] is defined as follows.

Definition 4.3.1 (Linear complementarity problem) Given a matrixM ∈ R
k×k and
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a vectorq ∈ R
k. LCP(q, M) amounts to findingu, y ∈ R

k such that

y = q + Mu (4.1)

y ≥ 0, u ≥ 0 (4.2)

y⊥u (4.3)

�

Recall that (4.3) implies that for alli ∈ k̄ yi = 0 or ui = 0. Furthermore,
it is evident that (4.2)-(4.3) can be replaced byu ∧ y = 0, where∧ denotes the
componentwise minimum of two vectors.

LCP(q, M) is calledsolvable, if there existu, y ∈ R
k satisfying (4.1), (4.2) and

(4.3). LCP(q, M) is calledfeasible, if there existu, y ∈ R
k that satisfy (4.1) and (4.2).

In [47], a wealth of theoretical and algorithmical results have been gathered con-
cerning this fundamental problem in mathematical programming. We recall some
notations and concepts from [47].

If we rewrite (4.1) as

q = −Mu + Iy = (−M I)

(
u

y

)
, (4.4)

we see that we have to expressq as an element of the cone pos(−M I). However,
this has to be done in a special way. In general, whenq = Az with zi 6= 0, we say
that the representation uses the columnA•i of A. The conditiony⊥u requires that in
expressingq as an element of the cone pos(−M I) not both−M•i andI•i may be
used.

Definition 4.3.2 GivenM ∈ R
k×k, J ⊆ k̄, K ⊆ k̄, J ∩ K = ∅ we define the matrix

CM(J, K) ∈ R
k×card(J∪K) as1

CM(J, K) := (−M•J I•K). (4.5)

We define thecomplementarity matrix CM(J ) ∈ R
k×k (relative toM) by

CM(J ) := CM(J, J c)

with J c := k̄ \ J := {i ∈ k̄ | i 6∈ J }. The associated cone posCM(J ) is called a
complementarity cone (relative toM). �

If M ∈ R
k×k, there are 2k complementarity cones. From the discussion above

Definition 4.3.2, it follows that if for someq ∈ R
k a solution to LCP(q, M) exists,

thenq has to be an element of a complementarity cone posCM(J ) for someJ ⊆ k̄.

1“card” denotes the cardinality of a set. For a finite set the cardinality is equal to the number of elements
in the set.
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Hence, the collection of vectorsq for which a solution to LCP(q, M) exists is exactly
the union of all complementarity cones ofM, i.e.

LCP(q, M) has a solution iffq ∈
⋃
J⊆k̄

posCM(J ). (4.6)

Hence, the existence of solutions to LCP(q, M) for all q ∈ R
k is equivalent to the

union in (4.6) being equal toRk.
If we assume that all complementarity matrices ofM are invertible, a necessary

and sufficient condition for existence and uniqueness of solutions to LCP(q, M) for
all q is that the 2k complementarity cones ofM form a ‘partition’ of the spaceRk. We
call such a set of 2k cones a partition of the vector spaceR

k, if the union of the cones is
the whole vector space and the intersection of any pair of cones is a lower dimensional
cone (called ‘face’ or ‘edge’) [171].

For index setsI , J ⊆ k̄ with the same number of elements the(I, J )-minor of M

is the determinant of the square matrixMIJ := (Mij )i∈I,j∈J . The(I, I )-minors are
also known as the principal minors.M is called aP-matrix, if all principal minors are
strictly positive.

The following result is classical.

Theorem 4.3.3 For given M ∈ R
k×k , the problem LCP(q, M) has a unique solution

for all vectors q ∈ R
k if and only if M is a P-matrix. �

Proof. See [47,171]. 2

In this chapter we shall be motivated to consider a problem in which the role of the
real numbers in the LCP is taken over by the fieldR(s) of rational functions with real
coefficients. To formulate the “rational complementarity problem” it is convenient to
first introduce a total ordering onR(s). One can define many orderings onR(s), but
we shall be particularly interested in the following one.

Definition 4.3.4 A rational functionf (s) ∈ R(s) will be said to benonnegative if

∃σ0 ∈ R ∀σ ∈ R { σ > σ0 ⇒ f (σ) ≥ 0 }.
If this condition holds we writef (s) � 0. �

In other words, a rational functionf (s) is nonnegative if and only iff (σ) is nonnegative
for all sufficiently large realσ . It is easily verified that the binary relation� so defined
is indeed a total ordering onR(s). Indeed, a nonzero rational function must be either
eventually positive or eventually negative, since a rational function can have only
finitely many poles and zeros. The ordering defined above can also be described
as the one induced by the lexicographic ordering of the coefficients of the Laurent
series around infinity. On the rational vectorsR

k(s) a partial ordering induced by the
ordering in Definition 4.3.4 can be introduced as follows. We write forf (s) ∈ R

k(s)



Page 103 of 240

94 The Rational Complementarity Problem

thatf (s) � 0 if and only iffi(s) � 0 for i = 1, . . . , k. After these preparations, the
RCP can now be stated as follows.

Definition 4.3.5 (Rational complementarity problem)Let a rational vectorq(s) ∈
R

k(s) and a rational matrixM(s) ∈ R
k×k(s) be given. Therational complementarity

problem with data q(s) andM(s), denoted by RCP(q(s), M(s)), is the problem of
finding rationalk-vectorsu(s) ∈ R

k(s) andy(s) ∈ R
k(s) such that

y(s) = q(s) + M(s)u(s) and 0� u(s) ⊥ y(s) � 0. (4.7)

Any pair of rational vectors satisfying the above conditions is said to be asolution of
RCP(q(s), M(s)). �

Writing out the RCP explicitly in terms of the ordering yields: findrational vector
functionsu(s) andy(s) such that

y(s) = q(s) + M(s)u(s) andy>(s)u(s) = 0 (4.8)

hold for all s ∈ R and there exists aσ0 ∈ R such that for allσ ≥ σ0 we have

y(σ ) ≥ 0, u(σ ) ≥ 0. (4.9)

The latter formulation of the RCP(q(s), M(s)) is used in [179].
Clearly, RCP is strictly analogous to LCP and one may expect that results like

Theorem 4.3.3 willmutatis mutandis be valid for RCP. We shall prove below that
this is indeed the case, but we shall also establish a relation between RCP and a
parameterized version of LCP. Since a large body of results on LCP is available, it will
prove to be convenient to have such a relation. First let us discuss how RCP fits into
various possible generalizations of LCP.

Firstly, we note thatR(s) can be looked at as an (infinite-dimensional) vector
space overR, and hence the same holds forR

k(s). Obviously the partial order� is
compatible with the vector space structure ofR

k(s) as a vector space overR; moreover,
for each two elementsf (s) andg(s) there is a maximumf (s) ∨ g(s) and a minimum
f (s) ∧ g(s) (coinciding with the componentwise maximum and minimum), so that
R

k(s) is actually a (real)vector lattice [159]. Therefore, RCP can be looked at as a
special case of theorder complementarity problem which is defined in [22]. This fact
was pointed out to us by Kanat Çamlibel.

Definition 4.3.6 (Order complementarity problem)Let X be a vector lattice. Let a
vectorq ∈ X and a linear mappingM : X → X be given. Theorder complementarity
problem with data given byq andM (denoted by OCP(q, M)) is the problem of finding
vectorsu andy in X such that

y = q + Mu andu ∧ y = 0. (4.10)

Any pair of vectors(u, y) satisfying the above conditions is said to be asolution to
OCP(q, M). �
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To formulate a statement analogous to Theorem 4.3.3 for OCP, first the notion of
a mapping of type (P ) has to be introduced. In the definition below (taken from [22,
Def. 2.10.b]) the notationsx+ := x ∨ 0 andx− := −(x ∧ 0) are used for the positive
and the negative parts ofx.

Definition 4.3.7 Let X be a vector lattice. A linear mappingM : X → X is said to
be of type (P ) if the conditions

(Mx)+ ∧ x+ = 0 and(Mx)− ∧ x− = 0 (4.11)

hold only forx = 0. �

The definition could be summarized as:M is a mapping of type (P ) if it does not
reverse the sign of any nonzero vector. The result for OCP that is most closely to
Theorem 4.3.3 is now the following [22, Thm. 2.14].

Theorem 4.3.8 Let X be a vector lattice. A linear mapping M : X → X is of type
(P ) if and only if for each q ∈ X the problem OCP(q, M) has at most one solution. �

A real matrix is of type (P ) if and only if it is a P-matrix (cf. [66], [47, Thm. 3.4.4]).
In the general context of OCP, however, the type-(P ) property is not strong enough to
guarantee existence of solutions, as is shown by an example in [22].

Of course, it would be possible to consider a generalized OCP with vector lattices
over R(s) rather than overR. However, in this way we would not make use of the
fact that in the rational complementarity problem we are dealing with a space that is
finite-dimensional as a vector space overR(s). So, rather than looking at RCP as a
special case of an OCP formulated overR(s), we will look at it as a special case of
an abstract version of the standard LCP. This abstract version can be formulated as
follows.

Definition 4.3.9 (Abstract linear complementarity problem)Consider a totally or-
dered field(F, ≥). Let q be a vector inFk and letM be a matrix overF of sizek × k.
Thelinear complementarity problem over F with data given byq andM (LCPF(q, M))
is the problem of finding vectorsu andy in Fk such that

y = q + Mu andu ∧ y = 0. (4.12)

Any pair of vectors(u, y) satisfying the above condition is said to be asolution to
LCPF(q, M). �

Obviously, RCP is the same as LCPR(s), while LCPR is the standard LCP. So if we
can prove that Theorem 4.3.3 and related results can be generalized to LCPF, then we
get immediate corollaries for the rational complementarity problem. Unfortunately
it appears that the proofs of Theorem 4.3.3 that are available in the literature (for
instance [47,171]) do not readily extend to the abstract case because of their dependence
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on geometric intuition and/or topological properties of the real line. Below we shall
present a proof of the abstract analogue of Theorem 4.3.3 on the basis of an indirect
argument using a result from mathematical logic known as “Tarski’s principle”. Further
on in the chapter we shall however use a different approach, using more concrete
reasoning to obtain results that are formulated only for RCP; this will suffice for the
intended applications to certain dynamical systems.

First we establish that in the context of an arbitrary totally ordered field, a matrix
is a P-matrix if and only if it is of type (P ) in the sense of Def. 4.3.7. The standard
proof of this fact (see [47,66]) makes use of eigenvalues in a way that does not extend
to general ordered fields.

Lemma 4.3.10 Let (F, ≥) be a totally ordered field. The following properties are
equivalent for matrices M ∈ Fk×k .

(i) All principal minors of M are positive.

(ii) If x ∈ Fk satisfies (Mx)ixi ≤ 0 for all i ∈ {1, . . . , k}, then x = 0.

�

Proof. The proof of the implication from (i) to (ii) as given in [66] is directly applicable
to the case in which the real line is replaced by an arbitrary totally ordered field, so we
only need to prove the implication in the reverse direction. The proof will be given by
induction with respect to the size of the principal submatrices ofM. So suppose that (ii)
holds, and consider first the minors corresponding to principal submatrices ofM of size
1, i. e. the diagonal elements ofM. Letep denote thep-th unit vector. Since obviously
(Mep)i(ep)i = 0 for i 6= p, condition (ii) impliesMpp = (Mep)p(ep)p > 0. Assume
now that all minors of principal submatrices of sizes up toj−1 are positive, and suppose
that there is a principal submatrixMII of sizej such that detMII is nonpositive. Take
p ∈ I and defineĨ := I \ {p}. Let N be the matrix defined by

N = λepe>
p , λ = −detMII

detM
ĨĨ

. (4.13)

Note that by our assumptionsλ ≥ 0. Since(M +N)II is obtained fromMII by adding
λ times thep-th unit vector with card(I ) components to thep-th column ofMII , and
since the determinant of a matrix is linear as a function of each of its columns, we have

det(M + N)II = detMII + λ detM
ĨĨ

= 0.

Therefore, there exists a nonzero vectorxI such that(M +N)II xI = 0. Let x be
the vector defined byxi = (xI )i for i ∈ I andxi = 0 for i 6∈ I . Write y = Mx,
and note thatyI = MIIxI = −NII xI . Consequently, fori 6∈ I we haveyixi = 0
becausexi = 0, for i ∈ Ĩ the relationyixi = 0 holds becauseyi = 0, and finally
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ypxp = −λx2
p ≤ 0. Therefore condition (ii) is violated and we have reached a

contradiction. 2

To get the analogue of Theorem 4.3.3 for the abstract version of LCP we shall appeal
to some ideas in mathematical logic, in particular a result known asTarski’s principle.
We briefly review the most pertinent facts; see [167] for a complete treatment. A totally
ordered field(F, ≥) is said to bereal closed if its ordering≥ is unique and there is no
proper algebraic extension field ofF that has an ordering extending≥. It can be shown
that a totally ordered field is real closed if and only ifF(

√−1) is algebraically closed.
For example,R is real closed butR(s) is not. It follows from Zorn’s lemma that every
totally ordered field admits an algebraic order extension that is real closed; by a theorem
of Artin and Schreier [8], the real closure is unique up to isomorphism. Anelementary
property of a totally ordered field is one that can be stated in first-order logic (allowing
quantification over individual elements but not over sets) using the algebraic operations
and the order relation. Tarski’s principle [167, Cor. 5.3] asserts that real closed fields
are indistinguishable fromR on the basis of elementary properties; so any elementary
property that can be shown to hold inR is true in every real closed field.

Theorem 4.3.11Let (F, ≥) be a totally ordered field. The following statements are
equivalent for matrices M in Fk×k .

(i) For all q ∈ Fk , the problem LCPF(q, M) has a unique solution.

(ii) All principal minors of M are positive.

�

Proof. We have already shown in the foregoing lemma that (ii) is equivalent to the
statement thatM is of type (P ). The implication from (i) to (ii) then follows as in [16,
p. 274] (see also [22, Thm. 2.14]), since the argument given there, which proceeds from
the assumption thatM is of type (P ), is valid over an arbitrary totally ordered field. It
remains to prove the reverse implication. For this, note that the property expressed in
the theorem is (for each givenk) an elementary property. Since the statement is true
for R by Theorem 4.3.3, it follows from Tarski’s principle that the statement is also
true for the real algebraic closurēF of F. In particular, if all principal minors ofM
are positive, then there exists for each givenq ∈ Fk a unique pair of vectorsy and
u in F̄k such thaty = q + Mu andy ∧ u = 0. Let I ⊂ k̄ be the set of indicesi
for which yi = 0, and letM̃ be the matrix of sizek × k whosej -th column equals
thej -th column of−M if j ∈ I , and is equal to thej -th unit vector ifj 6∈ I . Note
that M̃ is invertible, since its determinant is (up to a sign) a principal minor ofM.
Definev = M̃−1q ∈ Fk. BecauseuI = 0 andyIc = 0 we must havevI = yI and
vIc = uIc , and in particular it follows that bothy andu must actually belong toFk.
So we have constructed a solution to LCPF(q, M). Since the solution is unique over
F̄, it is certainly also unique overF. 2

In particular it follows that the rational complementarity problem RCP(q(s), M(s))
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has a unique solution for allq(s) if and only if all principal minors ofM(s) are positive
in the ordering that we defined onR(s). A corollary that is specific to RCP is the
following.

Corollary 4.3.12 For a rational matrix M(s) ∈ R
k×k(s), the problem

RCP(q(s), M(s)) has a unique solution for all q(s) ∈ R
k(s) if and only if there exists

a σ0 ∈ R such that for all σ ≥ σ0 the problem LCP(q, M(σ)) is uniquely solvable for
all q ∈ R

k . �

Proof. According to Theorem 4.3.11, the first statement is true if and only if

∀I ⊂ k̄ ∃σ0 ∈ R ∀σ ∈ R {σ ≥ σ0 ⇒ detMII (σ ) > 0} (4.14)

whereas the second statement can be reformulated as (Theorem 4.3.3)

∃σ0 ∈ R ∀σ ∈ R ∀I ⊂ k̄ {σ ≥ σ0 ⇒ detMII (σ ) > 0}. (4.15)

Since the first quantification in (4.14) is over a finite set, the two statements are equiv-
alent.
2

Note that the corollary is actually equivalent to Theorem 4.3.11 as applied to RCP.
The connection between RCP and LCP as given in the corollary will be of crucial
importance below to show well-posedness results for certain dynamical systems. Ac-
tually, we shall need some refinements of the corollary. Not in all cases does an
“abstract” approach lead directly to a statement relating RCP and a parameterized
LCP. Interchanging quantifiers is involved and this is not always as easy as in the proof
above. Below we shall follow a “concrete” approach, in which we aim directly for
connections between results connected to RCP and corresponding results connected to
a parameterized LCP.

4.4 Relation between RCP and LCP

Letq(s) ∈ R
k(s) andM(s) ∈ R

k×k be given. For any particularσ ∈ R the data of RCP
(4.8)-(4.9) defines a standard LCP(q(σ ), M(σ)). So, a connection between the RCP
and the corresponding parameterized set of LCPs must exist, especially considering
Corollary 4.3.12.

The first refinement of Corollary 4.3.12 is concerned with the question of existence
of solutions to RCP independently of uniqueness. Note that the theorem below applies
to RCP(q(s), M(s)) for a specificq(s) and does not state a result for all possible
q(s) ∈ R

k(s) as in Corollary 4.3.12. Therefore, the result below is much stronger. The
proof is given in a direct way and not via the abstract route that was indicated in the
previous section.
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Theorem 4.4.1 Let q(s) ∈ R
k(s) and M(s) ∈ R

k×k(s) be given. RCP(q(s), M(s))

has a solution if and only if there exists a σ0 ∈ R such that LCP(q(σ ), M(σ)) has a
solution for all σ ≥ σ0. �

We would like to stress that the solvability of RCP(q(s), M(s)) is not completely
characterized by the solvability of LCP(q(∞), M(∞)) whereq(∞) andM(∞) denote
the limits ofq(σ ) andM(σ) for | σ |−→ ∞, if they exist2.

Example 4.4.2 Take

q(s) = (−1 − 1

s
1)> andM(s) =

(
1 −1

−1 1

)
.

Then RCP(q(s), M(s)) has no solutions, while LCP(q(∞), M(∞)) has uncountably
many.

Conversely, RCP(q(s), M(s)) with

q(s) = (−1 −1)> andM(s) =
(

1 + 1
s

−1
−1 1+ 1

s

)

admits a solution (note thatM(σ) is a P-matrix for all nonnegative realσ ), although
LCP(q(∞), M(∞)) is unsolvable. 2

�

Before we prove Theorem 4.4.1, we introduce some auxiliary concepts and results.
Consider the equation

w = Mz, z ≥ 0 (4.16)

for given vectorw ∈ R
k and matrixM ∈ R

k×l . The solution set, defined asS := {z ≥
0 | w = Mz}, is a convex polyhedron (i.e. the intersection of finitely many closed
halfspaces).

Definition 4.4.3 A solutionz to (4.16) is said to bebasic if M•suppz has full column
rank. �

Remark 4.4.4 By convention, the matrix with no columns has full column rank. In
this way,z = 0 is a basic solution to (4.16) withw = 0. �

Lemma 4.4.5 If a solution to (4.16) exists, then there exists a basic solution as well.
�

2If the limits do not exist or are zero, one could perform some scaling on the equations of the RCP. Solv-
ability of RCP(q(s), M(s)) is equivalent to solvability of RCP(D1(s)q(s), D1(s)M(s)D2(s)) for diagonal
rational matricesDi(s) where the diagonal elements are equal to some (negative, zero or positive) power of
s.
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Proof. See Theorem 2.6.12 in [47]. 2

Definition 4.4.6 Letq ∈ R
k andM ∈ R

k×k be given. A solution(u, y) to LCP(q, M)

is basic, if col(u, y) is a basic solution toq = (−M I)z, z ≥ 0. �

Lemma 4.4.7 Let q ∈ R
k and M ∈ R

k×k be given. If a solution to LCP(q, M) exists,
then there exists a basic solution as well. �

Proof. Let (u, y) be a solution to LCP(q, M). Consider the problemq = (−M I)•J z,
z ≥ 0 with J = supp(col(u, y)). Since this problem has a solution, Lemma 4.4.5
yields that it has a basic solution as well. Since this basic solution uses a subset of the
columns used by col(u, y), it is clear that the complementarity conditions still hold for
the basic solution. 2

The last lemma before we can prove Theorem 4.4.1 is the following. We omit
the proof which can be based on the Smith-McMillan form of rational matrices [132,
Thm.2.3].

Lemma 4.4.8 If G(s) is a rational matrix, then the set of λ ∈ C for which G(λ) has
dependent columns coincides with the zero set of some polynomial. �

Proof of Theorem 4.4.1We divide the pairs(J, K) with J, K ⊆ k̄ andJ ∩K = ∅
in two setsLind andLdep depending on the fact whether the columns ofCM(s)(J, K)

are independent overR(s) or not. By Lemma 4.4.8, there exist polynomialspJ,K(s)

satisfying for allλ ∈ C, pJ,K(λ) = 0 if and only if CM(λ)(J, K) has dependent
columns. ThenLind andLdep are given by

Lind := {(J, K) | J, K ⊆ k̄, J ∩ K = ∅, pJ,K(s) 6≡ 0}
Ldep := {(J, K) | J, K ⊆ k̄, J ∩ K = ∅, pJ,K(s) ≡ 0}.

We takeσ1 ≥ σ0 (σ0 as in the formulation of Theorem 4.4.1) such thatσ1 is larger
than all real zeros of all the polynomialspJ,K(s) that are not identically zero. As
a consequence, if there exists aσ ≥ σ1 such that the real matrixCM(σ)(J, K) has
(in)dependent columns, then the real matrixCM(σ)(J, K) has (in)dependent columns
for all σ ≥ σ1.

Note that for(J, K) ∈ Lind , we haveq(s) ∈ CM(s)(J, K) (for all s) if and only
if the columns of the matrix(q(s) CM(s)(J, K)) are dependent overR(s). Hence, we
can apply Lemma 4.4.8 to get polynomialsrJ,K(s) satisfying for(J, K) ∈ Lind and
for σ ∈ R, σ > σ1, rJ,K(σ ) = 0 if and only ifq(σ ) ∈ CM(σ)(J, K). Since therJ,K(s)

are polynomials, we can find a realσ2 ≥ σ1 (by taking it larger than all real zeros of all
nonzero polynomialsrJ,K(s)) with the property that if for some(J, K) ∈ Lind there
holdsq(σ ) ∈ CM(σ)(J, K) for certain realσ ≥ σ2, thenq(σ ) ∈ CM(σ)(J, K) for all
σ ∈ R. All pairs (J, K) ∈ Lind for which rJ,K(s) ≡ 0 are denoted byLcon

ind .
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Finally, takeσ3 ≥ σ2 such that all components of the solutions of

q(s) = CM(s)(J, K)

(
uJ (s)

yK(s)

)
(4.17)

for (J, K) ∈ Lcon
ind do not change sign anymore fors ≥ σ3. SinceCM(s)(J, K) has

independent columns overR(s) for (J, K) ∈ Lcon
ind , this solution is unique and rational.

Hence,σ3 ≥ σ2 has to be taken larger than all real zeros and poles of all nonzero entries
of all the solutions to (4.17) corresponding to(J, K) ∈ Lcon

ind .
Takeσ ≥ σ3. Sinceσ ≥ σ3 ≥ σ0, we have by the hypothesis of Theorem 4.4.1

that LCP(q(σ ), M(σ)) has a solution(u, y) (by Lemma 4.4.7 we may assume that it
is basic), that results in writing

q(σ ) = CM(σ)(I, I
c)

(
uI

yIc

)
(4.18)

for someI ⊆ k̄ and col(uI , yIc ) ≥ 0. The columns corresponding to indices that are
not contained in supp col(uI , yIc ) are omitted resulting in

q(σ ) = CM(σ)(J, K) col(uJ , yK) (4.19)

with K ⊆ I c, J ⊆ I . Moreover,CM(σ)(J, K) has full column rank, because the
solution (u, y) is basic. Hence,(J, K) ∈ Lind . By definition of σ2, the fact that
(4.19) is true forσ , andσ ≥ σ2, it follows that (J, K) ∈ Lcon

ind . This means that
(4.17) has a solution col(uJ (s), yK(s)) for (J, K). Since col(uJ (σ ), yK(σ )) satisfies
(4.19) andCM(σ)(J, K) has full column rank, it is clear that col(uJ (σ ), yK(σ )) =
col(uJ , yK) ≥ 0. Since col(uJ (s), yK(s)) does not change sign fors ≥ σ3, it is
clear that col(uJ (s), yK(s)) ≥ 0 for all s ≥ σ3. By introducinguI\J (s) = 0 and
yIc\K(s) = 0, (u(s), y(s)) is a solution to RCP(q(s), M(s)).

The other way around is easy. If(u(s), y(s)) is a solution to RCP(q(s), M(s))
satisfyingy(σ ) ≥ 0, u(σ) ≥ 0 for all σ ≥ σ0, then(u(σ ), y(σ )) is a solution to
LCP(q(σ ), M(σ)) for all σ ≥ σ0. 2

Next, the question of uniqueness of solutions to RCP(q(s), M(s)) is considered.
We shall actually prove the following fairly general version.

Theorem 4.4.9 Let E ∈ R
l×k , q(s) ∈ R

k(s) and M(s) ∈ R
k×k(s) be given. The

following statements are equivalent.

1. Any pair of solutions (ui(s), yi(s)), i = 1, 2 to RCP(q(s), M(s)) satisfies
Eu1(s) = Eu2(s) for all s.

2. There exists a real number σ0 such that for all σ ≥ σ0 any pair of solutions
(ui, yi), i = 1, 2 to LCP(q(σ ), M(σ)) satisfies Eu1 = Eu2.

�
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From this it follows easily that uniqueness of solutions to LCP(q(σ ), M(σ)) for all
sufficiently largeσ is equivalent to the uniqueness of the solution to RCP(q(s), M(s)).

Corollary 4.4.10 Let q(s) ∈ R
k(s) and M(s) ∈ R

k×k(s) be given.
RCP(q(s), M(s)) has at most one solution if and only if there exists a real number σ0
such that for all σ ≥ σ0 LCP(q(σ ), M(σ)) has at most one solution. �

Proof. TakeE = I in Theorem 4.4.9 and note thatu(s) determinesy(s) uniquely in
the RCP and thatu determinesy uniquely in the LCP. 2

Note that Corollary 4.4.10 is stronger than Corollary 4.3.12, because it treats
uniqueness independently of existence of solutions and moreover, it states a uniqueness
result forseparate rationalk-vectors instead of for all rationalk-vectors.

Also uniqueness of solutions to RCP(q(s), M(s)) does not follow from uniqueness
properties of solutions to LCP(q(∞), M(∞)) (provided the limits exist).

Example 4.4.11Take

q(s) = (−1 −1)> andM(s) =
(

1 + 1
s

1
1 1

)
.

LCP(q(∞), M(∞)) has multiple solutions, while RCP(q(s), M(s)) has only one so-
lution, becauseM(σ) is a P-matrix for allσ > 0 (see Theorem 4.3.3 and Corol-
lary 4.4.10).
2

�

The remainder of this section is devoted to the proof of Theorem 4.4.9, for which
some preliminary results are needed.

Definition 4.4.12 Let C be a convex set. Thenz ∈ C is called anextreme point of C,
if for all z1, z2 ∈ C and for allλ ∈ [0, 1]

z = λz1 + (1 − λ)z2, z1 6= z2 H⇒ λ ∈ {0, 1}.
�

Lemma 4.4.13 A solution to (4.16) is basic if and only if it is an extreme point of the
solution set S. �

Proof. See Theorem 2.6.13 in [47]. 2

The following Lemma is known as Goldman’s resolution theorem (Theorem 1
in [74], Theorem 2.6.23 in [47]). The vector inRk with all components equal to 1 is
denoted bye.
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Lemma 4.4.14 The solution set S of (4.16) has a finite number of extreme points,
say {p1, . . . , pr}. Define P as the convex hullof the extreme points of S (i.e. P :=
{∑r

i=1 αipi | αi ≥ 0,
∑r

i=1 αi = 1) and define the cone C := {x ≥ 0 | Mx = 0}.
Then it holds that

S = P + C.

Furthermore, if Y := {z ≥ 0 | Mz = 0, e>z = 1} 6= ∅, then Y has a finite number of
extreme points, say {y1, . . . , yl} and C equals pos(y1, . . . , yl). Y = ∅ if and only if
C = {0}. �

Lemma 4.4.15 Let E be a matrix in R
l×k . Suppose that (4.16) has (at least) two

solutions zi , i = 1, 2 with Ez1 6= Ez2, but that any pair of basic solutions zi
bas ,

i = 1, 2 satisfies Ez1
bas = Ez2

bas . Then there exists an index set I such that kerM•I is
nontrivial, no vectors in kerM•I have components of opposite sign and this kernel is
spanned by a vector v ≥ 0 with Ev 6= 0 (in particular, dim kerM•I = 1). �

Proof.According to Lemma 4.4.14 the solution setS of (4.16) can be written asP +C

with P andC as in Lemma 4.4.14. SinceEp1 = . . . = Epr andEz1 6= Ez2, it
is obvious that one of the extreme points ofY , as defined in Lemma 4.4.14, must be
outside the kernel ofE, sayy1. TakeI := suppy1. Note that 06= y1 ∈ kerM•I and
thatEy1 6= 0. Sincey1 is an extreme point ofY (or equivalently,y1 is a basic solution
to Mz = 0, e>z = 1, z ≥ 0), kerM•I ∩ kere>

I = {0} implying that dim kerM•I ≤ 1.
Hence, kerM•I is spanned byy1 which has no components of opposite sign, because
it is contained inY . 2

Remark 4.4.16 If no vectors in a nontrivial subspaceV have components of opposite
sign, then its dimension must be equal to one. Indeed, take two nonzero vectorsz1 ≥ 0
andz2 ≥ 0 contained inV . Considerz1 − αz2. Whenα increases from zero, all
components must change from nonnegative to nonpositive at the same time, i.e. we
must havez1 = αz2 for someα. �

Lemma 4.4.17 Let E be a matrix in R
l×k . Suppose that LCP(q, M) has (at least)

two solutions (ui, yi), i = 1, 2 with Eu1 6= Eu2, but that any pair of basic solutions
(ui

bas, y
i
bas), i = 1, 2 satisfies Eu1

bas = Eu2
bas . Then there exist a particular basic

solution (ubas, ybas) and disjoint index sets J , K such that

• suppubas ⊆ J , suppybas ⊆ K;

• no vectors in kerCM(J, K) have components of opposite sign; and

• there is a vector col(z, w) ≥ 0 with wKc = 0 and zJ c = 0 such that col(zJ , wK)

spans kerCM(J, K) and Ez 6= 0.

�
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Proof. The set of all solutions of LCP(q, M) can be written as the union of the solution
sets ofq = (−M I)col(u, y), uJc = 0, yJ = 0, u ≥ 0 andy ≥ 0 for all index
setsJ ⊆ k̄. Consider an index setJ whose corresponding system of equalities and
inequalities allows at least two solutions col(u1, y1), col(u2, y2) with Eu1 6= Eu2 and
proceed as in the proof of Lemma 4.4.15. Note that such index sets must exist, because
otherwise the hypothesis, that multiple solutions(ui, yi), i = 1, 2 to LCP(q, M) satisfy
Eu1 6= Eu2, is contradicted. 2

Proof of Theorem 4.4.9Suppose multiple solutions(ui(s), yi(s)), i = 1, 2 to
RCP(q(s), M(s)) exist satisfyingEu1(s) 6≡ Eu2(s). Then(ui(σ ), yi(σ )), i = 1, 2
form different solutions to LCP(q(σ ), M(σ)) with Eu1(σ ) 6= Eu2(σ ) for all σ ∈ R

sufficiently large.
To prove the converse, we consider the collection of(J, K)-pairs withJ ∩ K = ∅

satisfying

dimR(s)kerR(s)CM(s)(J, K) = 1.

We denote this set byL1. LetηJ,K(s)be a polynomial vector spanning kerCM(s)(J, K)

for (J, K) ∈ L1. We defineσ4 ∈ R+ such that the components ofηJ,K(σ ) for
(J, K) ∈ L1 do not change sign anymore forσ ∈ R, σ ≥ σ4.

Takeσ5 ∈ R+ such that for all(J, K)-pairs withJ , K ⊆ k̄ andJ ∩ K = ∅ the
following is true:

dim kerCM(σ)(J, K) = dimR(s) kerR(s) CM(s)(J, K) for all σ ≥ σ5.

We defineσ6 := maxi∈5̄ σi with σ1, σ2 andσ3 as defined in the proof of Theo-
rem 4.4.1. We claim that if there exists a real numberσ > σ6 with the property that
LCP(q(σ ), M(σ)) has multiple solutions(ui, yi), i = 1, 2 with Eu1 6= Eu2, then
there exist also multiple solutions(ui(s), yi(s)), i = 1, 2 to RCP(q(s), M(s)) with the
propertyEu1(σ ) 6= Eu2(σ ).

Lemma 4.4.7 claims the existence of a basic solution to LCP(q(σ ), M(σ)). If
there exist two (or more) basic solutions(ui

bas, y
i
bas), i = 1, 2 with Eu1

bas 6= Eu2
bas

the construction of the proof ofTheorem 4.4.7 can be used to find two different solutions
to RCP(q(s), M(s)). Note that the constructed solutions differ ats = σ .

If any pair of basic solutions(ui
bas, y

i
bas), i = 1, 2 satisfiesEu1

bas = Eu2
bas ,

then Lemma 4.4.17 guarantees the existence of disjoint index setsJ , K and a basic
solution(ubas, ybas) with suppubas ⊆ J , suppybas ⊆ K such that kerCM(σ)(J, K)

is nontrivial and no vectors in kerCM(σ)(J, K) have components of opposite sign.
Remark 4.4.16 states that dim kerCM(σ)(J, K) = 1. The definition ofσ5 implies that
dimR(s)kerR(s)CM(s)(J, K) = 1 and the definition ofσ4 implies that the corresponding
null vectorηJ,K(s), as defined above, does not change sign anymore beyondσ4. Since
ηJ,K(σ ) spans kerCM(σ)(J, K), it has no components of opposite sign. Without loss
of generality we may assume that all components are nonnegative resulting inηJ,K(s)

having only nonnegative components fors ≥ σ4. The vector polynomialηJ,K(s) can
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be split in itsJ -part andK-part as col(z̃(s), w̃(s)). We define col(z(s), w(s)) by setting
zJ (s) := z̃(s), zJ c (s) = 0, wK(s) = w̃(s) andwKc(s) = 0. Moreover, according to
Lemma 4.4.17 we haveEz(σ) = E•J η

J,K
J (σ ) 6= 0.

The construction as in the proof ofTheorem 4.4.7 can be applied to the basic solution
(ubas, ybas) of LCP(q(σ ), M(σ)) to find a solution(u(s), y(s)) to RCP(q(s), M(s))
with yi(s) = 0 if i 6∈ suppybas and ui(s) = 0 if i 6∈ suppubas . Looking at
the support of col(z(s), w(s)), it is observed that we can add a nonnegative multi-
ple of (z(s), w(s)) to the solution(u(s), y(s)) without destroying the complemen-
tarity conditions. Furthermore, since col(z(s), w(s)) has only nonnegative compo-
nents fors ≥ σ4 the inequality conditions (4.9) remain valid for(uα(s), yα(s)) :=
(u(s), y(s)) + α(z(s), w(s)), α ≥ 0. Hence, in this way we constructed an infinite
number of solutions to the RCP(q(s), M(s)). Note thatEz(σ) 6= 0 implies that the
constructed RCP-solutions satisfyEuα1(σ ) 6= Euα2(σ ) if α1 6= α2. 2

The importance of the previously presented theorems is that the existence and
uniqueness of solutions to RCP is related to existence and uniqueness of solutions to
LCPs. A wealth of existence and uniqueness results concerning solutions to LCPs is
already available in the literature (see [47]). These results can be applied to prove
existence and uniqueness results for RCPs as is demonstrated by three classes of RCPs
having a relation to dynamical systems. The relationship between RCP and a class of
dynamical systems with discontinuous dynamics and impulsive motions is treated in
the next section.

4.5 Relation between RCP and linear complementarity
systems

In this section the relation of the RCP tolinear complementarity systems will be
discussed.

4.5.1 Linear complementarity systems

A linear complementarity system (LCS) is governed by the simultaneous equations

ẋ(t) = Ax(t) + Bu(t) (4.20a)

y(t) = Cx(t) + Du(t) (4.20b)

0 ≤ y(t) ⊥ u(t) ≥ 0 (4.20c)

The functionsu(t), x(t), y(t) take values inRk, R
n andR

k, respectively;A, B, C

andD are constant matrices of appropriate dimensions. Equation (4.20c) implies that
for all t and for every componenti = 1, . . . , k at least one ofui(t) = 0 andyi(t) = 0
must be satisfied. This results in a multimodal system with 2k modes, where each mode
is characterized by a subsetI of k̄, indicating thatyi(t) = 0 if i ∈ I andui(t) = 0 if
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i ∈ I c with I c = k̄\I . For each such mode the laws of motion are given by Differential
and Algebraic Equations (DAEs). Specifically, in modeI they are given by

ẋ = Ax + Bu (4.21a)

y = Cx + Du (4.21b)

yi = 0, i ∈ I (4.21c)

ui = 0, i ∈ I c. (4.21d)

The mode will vary during the time evolution of the system. The system evolves
in a certain mode as long as the inequality conditions in (4.20c) are satisfied. At the
event of a mode transition, the system may display jumps (re-initialization) of the state
variable. In the next subsection these phenomena will be formalized, which will result
in a mathematically exact solution concept.

4.5.2 Solution concept of LCS

The solution concept of linear complementarity systems is based on a distributional
framework as in [83]. This distributional framework is needed, because we have to be
able to consider “impulsive motions.” To make this plausible, consider a mechanical
systems subject to some unilateral constraint, e.g. a particle moving around in a space
which contains a wall. If the particle hits the wall with a nonzero velocity, a jump ( a
very fast motion) occurs in the velocity that can be modeled as the result of a Dirac pulse
appearing in the reaction force exerted by the wall. Since such mechanical systems
can be modeled as LCS, the previous motivates the choice for a distributional set-up
as in [83] from which we recall some concepts below.

The set of distributions defined onR with support on[0, ∞) is denoted byD ′+
(see e.g. [183]). Particular examples of elements ofD ′+ are the delta distribution (or
“Dirac pulse”) and its derivatives. We denote the delta distribution byδ and itsr-th
derivative byδ(r). Linear combinations of these particular distributions will be called
impulsive distributions, that is, a distributionu ∈ D ′+ is an impulsive distribution,

if it can be written asu = ∑l
i=0 u−iδ(i) for scalarsu−i , i = 0, . . . , l. A special

subclass ofD ′+ is the set of regular distributions inD ′+. These are distributions that
are smooth on[0, ∞). Formally, a distributionu ∈ D ′+ is smooth on [0, ∞), if a
functionv(t) ∈ C∞(R; R) exists such that

u(t) =
{

0 (t < 0)

v(t) (t ≥ 0).

Note that we use a different font for distributions to distinguish between the distribution
u, vectorsu ∈ R

k, (time-)functionsu(t) and rational functionsu(s).

Definition 4.5.1 [83] An impulsive-smooth distribution is a distributionu ∈ D ′+ of
the formu = uimp + ureg, whereuimp is impulsive andureg is smooth on[0, ∞).
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The class of these distributions is denoted byCimp. If the regular part of an impulsive-
smooth distribution is of the form

ureg(t) =
{

0 (t < 0)

FeGtH (t ≥ 0)
(4.22)

for constant real matricesF , G and vectorH of appropriate dimensions, we call the
distribution ofBohl type or aBohl distribution. �

Given an impulsive-smooth distributionu = uimp + ureg ∈ Cimp, we define the
leading coefficient of its impulsive part by

lead(u) :=
{

0, if uimp = 0
u−l if uimp = ∑l

i=0 u−iδ(i) with u−l 6= 0.
(4.23)

Definition 4.5.2 We call a scalar-valued impulsive-smooth distributionv ∈ Cimp ini-
tially nonnegative, if{

lead(v) > 0, in casev imp 6= 0
v reg(t) ≥ 0, for all t ∈ [0, ε) for certainε > 0, otherwise.

A scalar-valued impulsive-smooth distributionv is called initially positive, if v is
initially nonnegative and additionally, if the impulsive partv imp is equal to zero, it is
required thatv reg(t) > 0, for all t ∈ (0, ε) for someε > 0 (note that the interval
is open from the left). An impulsive-smooth distribution inCk

imp is called initially
nonnegative (positive), if each of its components is initially nonnegative (positive).�

The initial nonnegativity or positiveness of a Bohl distribution can completely be
characterized by its Laplace transform. This is not the case for general impulsive-
smooth distributions. The simple proof of the following lemma is omitted.

Lemma 4.5.3 1. Suppose that the Laplace transform of u ∈ Ck
imp, denoted by

û(s), exists3. If u is initially positive, then there exists a σ0 ∈ R such that the
Laplace transform satisfies û(σ ) > 0 for all real σ ≥ σ0. For a Bohl distribution
the reverse statement holds as well.

2. Suppose that u ∈ Ck
imp is of Bohl type and denote its Laplace transform by û(s).

There exists a σ0 ∈ R such that the Laplace transform û(s) satisfies û(σ ) ≥ 0
for all σ ≥ σ0 if and only if u is initially nonnegative.

3. Suppose u(t) is a piecewise continuous function with u(t) = 0, t < 0 such
that the Laplace transform, denoted by û(s), exists. Furthermore, assume the
existence of a constant ε > 0 such that u(t) ≥ 0 for all t ∈ [0, ε] and u(t) > 0
for all t ∈ (tb, tf ) ⊂ [0, δ] with tb < tf . Then there exists a σ0 ∈ R such that
û(σ ) > 0 for all σ ≥ σ0.

�
3We say that the Laplace transform exists, if the Laplace transform can be defined on a nontrivial half

space of the complex plane.
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To show that the reverse of statement 1 and statement 2 is not true for general
impulsive-smooth functions, we consider the following counterexamples.

Example 4.5.4We define forτ ∈ R the functionsfτ (t) ∈ C∞(R; R) as

fτ (t) =
{

0, t ≤ τ

e− 1
t−τ , t > τ.

(4.24)

It can be verified that this defines indeed a class ofC∞-functions with derivatives equal
to zero int = τ . A counterexample for the reverse of statement 1 isf1(t). The function
−f1(t) shows also that statement 2 cannot be generalized toCimp. 2

�

Next, we define the concept of a distributional solution to a system of the form
ẋ = Kx + Lu, y = Mx + Nu with K, L, M andN constant matrices of appropriate
dimensions. Let an initial conditionx0 (at time instant 0) be given. We replace the
system by its distributional equivalent [83]:

ẋ = Kx + Lu + x0δ (4.25a)

y = Mx + Nu, (4.25b)

whereẋ denotes the distributional derivative ofx .

Definition 4.5.5 [83] A triple (u, x , y) ∈ D ′(m+n+r)
+ is a (distributional) solution to

ẋ = Kx + Lu, y = Mx + Nu with initial conditionx(0) = x0, if (u, x , y) satisfies
(4.25) as an equality of distributions. �

In [83], it is shown that for equations of the form (4.25) there is for everyu ∈ Cm
imp

a unique pair(x , y) ∈ D
′(n+r)
+ such that(u, x , y) is a solution to (4.25) for givenx0;

moreover(x , y) ∈ Cn+r
imp . Hence, given an initial statex0, u can be seen as an input,

because it uniquely determines(x , y). An important observation is that a nontrivial
impulsive part ofu may result in a re-initialization (also called “jump” or “impulsive
motion”) of the state. Ifuimp = ∑l

i=0 u−iδ(i) for vectorsu−i ∈ R
m, then a jump will

take place according to

x reg(0+) := lim
t↓0

x reg(t) = x0 +
l∑

i=0

AiBu−i . (4.26)

Next we will consider equations of the form (4.25) with the additional requirement
thaty = 0.
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Definition 4.5.6 A statex0 is said to beconsistent for (K, L, M, N), if there exists a
regular inputu such that

ẋ = Kx + Lu + x0δ

0 = Mx + Nu
(4.27)

is satisfied. V (K, L, M, N) denotes the set of all consistent states for the system
(K, L, M, N) and is called theconsistent subspace.

�

The next lemma specifies a particular form of the regular inputs satisfying (4.27).

Lemma 4.5.7 Consider (4.27) with K , L, M , N constant matrices of appropriate
dimensions and write V = V (K, L, M, N). There exists a matrix F of appropriate
dimensions such that (K + LF)V ⊆ V and (M + NF)V = {0}. �

Proof. See Theorem 3.10 in [83]. 2

The previous lemma shows thatV = V (K, L, M, N) can be madeinvariant by
applying a feedback lawu(t) = Fx(t). By this we mean, that ifx0 ∈ V , then the
solution of the closed-loop dynamics (i.e. after applying the feedback law)ẋ(t) =
Kx(t) + Lu(t) = (K + LF)x(t) with x(0) = x0 satisfiesx(t) ∈ V for all t ∈ R+.
This is a consequence of(K +LF)V ⊆ V . Furthermore, since(M +NF)V = {0}, it
even holds thatMx(t) + Nu(t) = (M + NF)x(t) = 0. Note that the corresponding
open-loop control functionu(t) = Fx(t) = Fe(A+BF)tx0 is a Bohl function.

After these preliminaries we can define an initial solution to (4.20) given an initial
state (see also Chapter 3).

Definition 4.5.8 We call (u, x , y) ∈ Ck+n+k
imp an initial solution to (4.20) with initial

statex0, if there exists anI ⊆ k̄ such that

1. (u, x , y) is a solution to (4.21a)-(4.21b) with initial statex0 in the distributional
sense;

2. u andy satisfy (4.21c)-(4.21d) as equalities of distributions; and

3. u, y are initially nonnegative.

�

Obviously, an initial solution only satisfies the equations (4.20) “temporarily.” In
case an initial solution has a nontrivial impulsive part, only the re-initialization as given
in (4.26) forms a piece of the global solution. If the initial solution(u, x , y) is smooth,
the restriction(u, x , y) |[0,ε) satisfies the equations (4.20) on the interval[0, ε), where
ε is given by

ε := inf {t > 0 | ureg,i(t) < 0 ory reg,i(t) < 0 for somei ∈ k̄} (4.28)
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Only if ε = ∞ (u, x , y) forms a global solution to the LCS (4.20). Ifε < ∞, the global
solution is continued with a part of a different initial solution corresponding to initial
statex reg(ε). Such a definition of a (global) solution to (4.20) based on concatenation
of initial solutions is formalized below. Given a statex0, we defineS(x0) by

S(x0) := {I ⊆ k̄ | there exists an initial solution(u, x , y) to (4.20) that

satisfies(4.21) for modeI }. (4.29)

The setS(x0) denotes the set of possible modes that can be selected fromx0. In
Chapter 3 it has been shown that several other mode selection methods yield the same
set of continuation modes (under some mild assumptions). One of them is the RCP.

Definition 4.5.9 A solution to (4.20) on[0, Te), Te > 0 with initial statex0 consists of
a 6-tuple(D, τ, xe, uc(t), xc(t), yc(t)) whereD is either{0, . . . , N} for someN ≥ 0
or N,

τ : D → [0, Te)

xe : D → R
n

uc(t) : (0, Te) \ τ(D) → R
k

xc(t) : (0, Te) \ τ(D) → R
n

yc(t) : (0, Te) \ τ(D) → R
k,

that satisfies the following.

1. There exists a functionI : D → 2k̄ := {J | J ⊆ k̄} with I (i) ∈ S(xe(i)).

2. On an interval(a, b) ⊆ [0, Te) with a = τ(i) < b for certain i ∈ D and
(a, b)∩τ(D) = ∅, (uc(t), xc(t), yc(t)) is smooth and is equal to a smooth initial
solution(u, x , y) in modeI (i) with initial statexe(i) (i.e. (uc(t), xc(t), yc(t)) =
(u(t − a), x(t − a), y(t − a)) for all t ∈ (a, b)). Furthermore,uc(t) ≥ 0 and
yc(t) ≥ 0 hold for allt ∈ (a, b).

3. (a) τ(0) = 0

(b) If D = N then supi∈D τ(i) = Te.

4. xe(0) = x0.

5. If τ(i + 1) > τ(i), thenxe(i + 1) = lim t↑τ(i+1) xc(t). If τ(i + 1) = τ(i), then
there must exist an initial solution(u, x , y) in modeI (i) with initial statexe(i)

such thatxe(i + 1) = lim t↓0 x reg(t) for all i with i ∈ D , i + 1 ∈ D .

�
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The interpretation of these notions and requirements will briefly be given. The
functionτ specifies the event times: the times at which the active mode changes. The set
I (i) denotes the active mode betweenτ(i) andτ(i +1). The triple(xc(t), uc(t), yc(t))

denotes the trajectories in the continuous phases of the complementarity system (as
imposed by item 2.) andxe(i) denotes the event state at timeτ(i). Items 3(a) and 4
specify the initial conditions. Item 3(b) requires that the 6-tuple defines a solution on
[0, Te) in case thatTe is an accumulation point of event times. The relation between two
successive event states is described in 5. in case of smooth continuation and in case of
re-initialization. In this definition there is some redundancy allowed in the number of
events (size ofD) and the event times. Given a solution(D, τ, xe, uc(t), xc(t), yc(t)),
one could add — without violating the requirements — between any two event times
τ(i) andτ(i + 1) with τ(i) < τ(i + 1) an additional event timẽτ by introducing
xe(τ̃ ) = xc(τ̃ ). Similarly, one could also add a void re-initialization, when a regular
initial solution exists from a certain state.

In Chapter 3 a more general solution concept is given. The extensions are twofold.
The solution as in Definition 4.5.9 allows only finitely many re-initializations at one
time instant, while the solution concept in Chapter 3 may have infinitely many re-
initializations as long as the event states converge. However, sufficient conditions
are known that guarantee that at most one re-initialization is required before smooth
continuation is possible, see Chapter 3. These conditions are formulated in terms of
leading column and row coefficient matrices being P-matrices. The second extension is
concerned with possibly continuing a solution after an accumulation point of events (i.e.
the existence of aτ ∗ < ∞ such that limi→∞ τ(i) = τ ∗). Using the solution concept
above the largest interval on which a solution can be defined is[0, τ ∗). However, in
Chapter 3 the solution concept includes continuation from an accumulation point, if
the state trajectoryxc(t) has a left limit atτ ∗.

In Chapter 3 a method has been proposed to construct analytical solutions to a LCS
(4.20). This method can be used as a first set-up for simulation tools. The method can
briefly be summarized as follows. Starting from an initial statex0 one constructs an
initial solution (see also next subsection for the relation to RCP). If the initial solution
is smooth, there exists an interval[0, ε) with ε > 0 as in (4.28) such that all the
equations in (4.20) are satisfied. To determineε one has to detect when the inequalities
u(t) ≥ 0 andy(t) ≥ 0 are violated. In this way a smooth piece(uc(t), xc(t), yc(t)) is
constructed on[0, ε). Fromxc(ε) one must find a new initial solution.

If the initial solution corresponding tox0 has a nontrivial impulsive part, the re-
initialized state according to (4.26) must be computed. Next one determines a new
initial solution with the re-initialized state as new initial condition and one considers
the two possibilities (impulsive or smooth initial solution) again. This cycle is repeated
till a solution is constructed on the desired interval[0, Te).

Currently numerical simulation techniques based on time-stepping methods as in
[121] (electrical circuits) and [192] (mechanical systems with impacts and friction) are
under study.
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4.5.3 Relation between existence and uniqueness of solutions
to RCP and LCS

A special form of RCP(q(s), M(s)) arises when

q(s) := C(sI − A)−1x0 and M(s) := C(sI − A)−1B + D (4.30)

for A ∈ R
n×n, B ∈ R

n×k, C ∈ R
k×n, D ∈ R

k×k andx0 ∈ R
n. We denote this case of

RCP by RCP(x0) assuming thatA, B, C, D are clear from the context.
We generalize a result presented in Chapter 3. In Chapter 3 the following theo-

rem was proven under an additional constraint on the separate mode dynamics (4.21)
implying that all initial solutions are automatically Bohl distributions. The theorem
below expresses that solvability of the RCP is related to existence ofinitial solution.
Note that this is a local result, since it does not claim existence of a global solution as
in Definition 4.5.9.

Theorem 4.5.10The following statements are equivalent.

1. The equations (4.20)have an initial solution for initial state x0.

2. The equations (4.20)have an initial solution for initial state x0 of Bohl type.

3. RCP(x0) has a solution.

Furthermore, there is a one-to-one correspondence between initial solutions to (4.20)
of Bohl type and solutions to RCP(x0). More specifically, (u, x , y) is an initial solution
to (4.20) of Bohl type if and only if its Laplace transform (û(s), x̂(s), ŷ(s)) is such
that (û(s), ŷ(s)) is a solution to RCP(x0) and

x̂(s) = (sI − A)−1x0 + (sI − A)−1Bû(s). (4.31)

The initial Bohl solution is smooth if and only if the corresponding solution to RCP(x0)
is strictly proper. �

The equivalence between 2 and 3 is proven in Theorem 3.5.2 together with the
one-to-one correspondence between initial solutions of Bohl type with initial statex0
and solutions to RCP(x0) as described above. Evidently, statement 2 implies statement
1. The converse implication is far from trivial and will be a consequence of the proof
of Theorem 4.5.14.

Of course, one may wonder whether a similar statement as in Theorem 4.5.10 can
be made about uniqueness. The next example shows that this is not the case.

Example 4.5.11Consider the complementarity system (4.20) with

A =
(

0 0
0 0

)
; B =

(
1 1
1 1

)
; C =

(
1 0
0 1

)
; D =

(
0 0
0 0

)
.
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The corresponding RCP(x0) with x0 = (0, 0)> has a unique solutionu(s) = y(s) =
(0, 0)> for all s. However, we can construct uncountably many different initial solu-
tions (note that these cannot be Bohl due to the one-to-one correspondence between
initial solutions of Bohl type and solutions to the RCP). For allτ > 0 the functions
u1(t) = fτ (t), u2(t) = −fτ (t) andy1(t) = y2(t) = 0 constitute an initial solution
to (4.20) with initial state(0, 0)>, wherefτ (t) are the functions introduced in Exam-
ple 4.5.4.
2

�

This example demonstrates that multiple initial solutions may exist in certain situa-
tions, although there is only one Bohl initial solution (or equivalently, only one solution
to the corresponding RCP). However, we can introduce an equivalence relation on the
space of impulsive-smooth distributions such that all initial solutions belong to the
same equivalence class, in case there is only one initial solution of Bohl type.

We introduce the following notation. Consider the distributionsg = gimp +greg ∈
D′k+ , h = himp + hreg ∈ D′k+ with gimp, himp impulsive andgreg, hreg piecewise
continuous. These distributions could be calledimpulsive-piecewise continuous. For
anε > 0 we write

g |(0,ε)= h |(0,ε) if greg |[0,ε)= hreg |[0,ε) .

Similarly, we write

g |[0,ε)= h |[0,ε) if greg |(0,ε)= hreg |(0,ε) andgimp = himp.

Definition 4.5.12 Let g, h be twoCk
imp-functions. We shall say thatg is equivalent

to h, g ∼ h, if and only if there exists anε > 0 such thatg |[0,ε)= h |[0,ε). This
is an equivalence relation and the equivalence classes are calledgerms. We say that
two initial solutions(u1, x1, y1), (u2, x2, y2) are in the same germ or areunique up
to germ equivalence if col(u1, x1, y1) ∼ col(u2, x2, y2). �

This definition extends an equivalence relation onC∞-functions and the corre-
sponding equivalence classes (also called germs) as used in differential geometry, see
e.g. [21]. The following lemma states that the Bohl distributions can be embedded in
the space of germs.

Lemma 4.5.13 Each germ contains at most one Bohl distribution. �

Proof. Bohl functions are real-analytic. Hence,g |[0,ε)= h |[0,ε) impliesg = h for
two Bohl distributionsg, h. 2

The set of Bohl distributions can be embedded (using the above lemma) in the set
of germs inCimp. However, not all germs contain a Bohl distribution as can be seen
from the equivalence class containingf0(t) (defined in Example 4.5.4).
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The uniqueness result that we are after is formulated as follows. The proof is given
later in this section.

Theorem 4.5.14Let E ∈ R
l×k be given. The following statements are equivalent.

1. The relation Eu1 ∼ Eu2 holds for any pair of initial solutions (uj , x j , y j ),
j = 1, 2 to (4.20) with initial state x0.

2. The relation Eu1(s) ≡ Eu2(s) holds for any pair of solutions (uj (s), yj (s)),
j = 1, 2 to RCP(x0).

�

Remark 4.5.15 Consider a linear complementarity system (4.20) with parameters
(A, B, C, D). Suppose that kerE ⊆ kerB. Then it is evident, that statement 1 in
Theorem 4.5.14 implies that for any pair of initial solutions(uj , x j , y j ), j = 1, 2 to
(4.20) with initial statex0, alsox1 ∼ x2 is true. If in addition, kerE ⊆ kerD, then
alsoy1 ∼ y2 holds. �

An immediate corollary is the following (takeE equal to the identity matrix).

Theorem 4.5.16All initial solutions to (4.20) with initial state x0 are unique up to
germ equivalence if and only if RCP(x0) has a unique solution. �

Remark 4.5.17 Returning to example 4.5.11, it is obvious that all the indicated initial
solutions are contained in one germ with as a representative the initial solution of Bohl
type (as stated in Theorem 4.5.16). �

One may wonder if each germ of initial solutions contains a Bohl initial solution.
The above theorem implies that this is true (due to the one-to-one correspondence
between Bohl initial solutions and solutions to RCP), when there is only one Bohl
initial solution. However, the following counterexample shows that the collection of
germs of initial solutions can not be identified by the Bohl initial solutions in general.

Example 4.5.18Consider the complementarity system (4.20) with

A =
(

0 0
0 0

)
; B =

(
1 −1
1 −1

)
; C =

(
1 0
0 1

)
; D =

(
0 0
0 0

)
.

For initial statex0 = (0, 0)> the functionu1(t) = u2(t) = f0(t) (see Example 4.5.4),
y1(t) = y2(t) = 0 is an initial solution. However, this function is not equivalent to a
Bohl distribution as noted before. �

To prove Theorem 4.5.14 one technical result is needed. It is possible that the
Laplace transform of an initial solution does not exist. The next lemma shows that the
initial solution can be modified for large time-values such that the Laplace transform
exists and satisfies the conditions of RCP except the rationality.
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Lemma 4.5.19 If there exists an initial solution (u, x , y) to (4.20) with initial state
x0, then there exists an impulsive-piecewise continuous distribution (ũ, x̃ , ỹ) and an
ε > 0 such that

1. (ũ, x̃ , ỹ) is Laplace transformable with Laplace transform (û(s), x̂(s), ŷ(s));

2. (ũ, x̃ , ỹ) |[0,ε)= (u, x , y) |[0,ε);

3. The relations (with q(s) and M(s) as in (4.30))

ŷ(s) = q(s) + M(s)û(s) and ŷ(s)⊥û(s) (4.32)

hold for all s ∈ C and there exists a σ0 ∈ R such that for all σ ≥ σ0 we have
ŷ(σ ) ≥ 0, û(σ ) ≥ 0.

�

Proof. Let (u, x , y) be an initial solution to (4.20). Fori such thatuimp,i = 0 define
τu
i = inf {t > 0 | ureg,i(t) < 0} and defineτ y

i similarly if y imp,i = 0. Note that the
definedτu

i andτ
y
i are strictly positive due to initial nonnegativity ofu andy . Take

ε > 0 such thatε is smaller than all definedτu
i andτ

y
i .

We introduce the index setsJ , K by

J := {i ∈ k̄ | ui |[0,ε]= 0} K := {i ∈ k̄ | y i |[0,ε]= 0}.
We defineV := V (A, B•J c , CK•, DK,J c ) (see Definition 4.5.6). It is clear that

x reg(t) ∈ V for t ∈ (0, ε) and hencex reg(ε) = lim t↑ε x reg(t) ∈ V . We now take a
feedback lawF as in 2 of Lemma 4.5.7 making the subspaceV invariant under the
closed-loop dynamicṡξ = (A + B•J cF )ξ (note the discussion after Lemma 4.5.7).

We introduce a new distributioñu by ũ = uimp + ũreg (note that the impulsive
part is unchanged) with

ũreg,j (t) =




ureg,j (t), t ∈ [0, ε]
0, t > ε andj ∈ J

Fj•ξ, t > ε andj ∈ J c,

whereξ(t) is the solution tȯξ(t) = (A+B•J cF )ξ(t) with initial conditionξ(ε) = x(ε).
Note thatξ(t) is a Bohl function.

The existence of the Laplace transforms denoted by(û(s), x̂(s), ŷ(s)) is easily
established, becauseũ is at most exponentially increasing. Furthermore, the second
statement in the formulation of the lemma follows by construction.

Taking ỹ as the corresponding output of (4.20a)-(4.20b) with initial statex0, it
is obvious that the first part of (4.32) is satisfied for alls. That the second part of
(4.32) holds for alls follows from the construction which is such thatũJ = 0 and
ỹK = 0. Note that the union of the index setsJ andK is equal tok̄ because of the
complementarity satisfied by the initial solution(u, x , y). It is clear that for alli with
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ũimp,i 6= 0 the Laplace transform satisfiesûi (σ ) > 0 for sufficiently largeσ ∈ R.
Indeed, the impulsive part̃uimp,i is equal touimp,i , which has a positive leading
coefficient. In casẽuimp,i = 0 the definitions ofε andJ imply that for all i ∈ J c

ureg,i(t) ≥ 0 for all t ∈ [0, ε] and there exists a nonempty interval(tb, tf ) ⊆ [0, ε]
such thatureg,i(t) > 0 for t ∈ (tb, tf ). Applying statement 3 of Lemma 4.5.3 yields
û(σ ) ≥ 0 for all σ sufficiently large. Similar remarks can be made forŷ(s). 2

Proof of Theorem 4.5.14If RCP(x0) has multiple solutions(uj (s), yj (s)), j =
1, 2 with Eu1(s) 6≡ Eu2(s), the inverse Laplace transforms result in initial solutions
(uj , x j , y j ), j = 1, 2 of Bohl type such thatEu1 andEu2 are different. According
to Lemma 4.5.13 this implies thatEu1 andEu2 are contained in different germs.

Suppose there exist initial solutions(u1, x1, y1), (u2, x2, y2) with Eu1 andEu2 in
different germs. According to the previous lemma there exist anε > 0 and impulsive-
piecewise continuous distributions(ũj , x̃ j , ỹ j ), j = 1, 2 satisfying the conditions
1 − 3 of Lemma 4.5.19 with respect to(uj , x j , y j ).

Two cases can be distinguished: eitherEu1
imp 6= Eu2

imp or Eu1
imp = Eu2

imp

andEu1
reg(t) 6= Eu2

reg(t) for somet ∈ (0, ε). In the latter case the continuity of
both functions implies thatEu1

reg(t) 6= Eu2
reg(t) for all t ∈ (tb, tf ) ⊆ [0, ε] for

certaintb 6= tf . Hence, the same holds for the related impulsive-piecewise continuous
distributionsũ1 and ũ2. It is clear that the Laplace transforms of these impulsive-
piecewise continuous distributions, denoted by(ûj (s), x̂ j (s), ŷ j (s)), j = 1, 2 are
not rational in general and thus(ûj (s), ŷ j (s)) do not form solutions to RCP(x0).
However, since(ûj (s), ŷ j (s)), j = 1, 2 satisfy (4.8) for alls and (4.9) for allσ ≥ σ0,
(ûj (σ ), ŷ j (σ )), j = 1, 2 satisfy LCP(q(σ ), M(σ)) with q(s) andM(s) as in (4.30).

We intend to invoke Theorem 4.4.9 to find multiple solutions(uj (s), yj (s)), j =
1, 2 to RCP(x0). Suppose that the conditions of this theorem are not satisfied, i.e.
assume that there exists anσ0 ∈ R such that for allσ ≥ σ0

Eû1(σ ) − Eû2(σ ) = 0. (4.33)

We reconsider the two cases above. In the first case we haveEũ1
imp 6= Eũ2

imp. It is

clear that this contradicts (4.33). Similarly, in the second case (i.e.Eũ1
imp = Eũ2

imp)
(4.33) becomes ∫ ∞

0
[Eũ1

reg(t) − Eũ2
reg(t)]e−σ tdt = 0

for all σ ≥ σ0. Since in the second case the regular parts differ on the interval
(tb, tf ), the above equation cannot hold for allσ ≥ σ0. Hence, the conditions of
Theorem 4.4.9 are satisfied and multiple solutions(uj (s), yj (s)), j = 1, 2 to RCP(x0)

with Eu1(s) 6≡ Eu2(s) do exist. 2

Remark 4.5.20 The proof of Theorem 4.5.10 can easily be derived from the proof
above. Similarly, we can construct a solution to LCP(q(σ ), M(σ)) for all sufficiently
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large σ by taking the Laplace transform of the corresponding impulsive-piecewise
continuous distribution satisfying the conditions of Lemma 4.5.19. Instead of invoking
Theorem 4.4.9, one has to use Theorem 4.4.1 to prove the relation between existence
of initial solutions and the existence of solutions to the corresponding RCP. �

The following corollary shows how the equivalence relation for initial solutions
can be used to establish ‘global’ uniqueness of the global solution. The proof is based
on the fact that only the ‘nonnegative part’ of the initial solution returns in the global
solution.

Theorem 4.5.21Let Te > 0 and E ∈ R
l×k be such that kerE ⊆ kerB with B as

in (4.20). Suppose that Eu1(s) ≡ Eu2(s) for all initial states x0 and any pair of
solutions (uj (s), yj (s)), j = 1, 2 to RCP(x0). Then each pair of global solutions
(Dj , τ j , x

j
e , u

j
c (t), x

j
c (t), y

j
c (t)), j = 1, 2 on [0, Te) to (4.20) for equal initial state

satisfies Eu1
c(t) = Eu2

c(t) and x1
c (t) = x2

c (t) for all t ∈ [0, Te) with t 6∈ τ1(D1) ∪
τ2(D2). If in addition, kerE ⊆ kerD with D as in (4.20), then y1

c (t) = y2
c (t) for all

t ∈ [0, Te) with t 6∈ τ1(D1) ∪ τ2(D2). �

The relevance of the assumption kerE ⊆ kerB is mentioned in Remark 4.5.15 and
will also become clear in the proof. Situations in which kerB is nontrivial occur for
instance in the mechanical systems treated in the next section.

Proof. The proof is based on the following observations. According to the hypoth-
esis of the theorem, Theorem 4.5.14 and Remark 4.5.15, we must have that any pair of
initial solutions(uj , x j , y j ), j = 1, 2 with the same initial state, satisfiesEu1 ∼ Eu2

andx1 ∼ x2. This will be called thesimilarity property in the proof. Secondly, note
that for a global solution as in Definition 4.5.9,(uc(t + t̃ ), xc(t + t̃ ), yc(t + t̃ )) for
somet̃ 6∈ τ(D) is equal to a smooth initial solution with initial statexc(t̃) on a closed
interval of positive length with left end-point zero.

Define

t∗ := inf {t ∈ [0, Te) \ (τ1(D1) ∪ τ2(D2)) | Eu1
c(t) 6= Eu2

c(t) or x1
c (t) 6= x2

c (t)}
with the convention inf∅ = ∞. In caset∗ = ∞, we are finished, because then the
claim of the theorem is true. Hence, supposet∗ < ∞. Without loss of generality we
may assume that no void re-initializations occur meaning thatτ(i) = τ(i + 1) and
xe(i) = xe(i + 1). It is clear that in these casesτ(i + 1) can be removed from the set
of event times without essentially changing the global solution.

We can distinguish three cases.

1. t∗ ∈ τ1(D1) ∩ τ2(D2). Let j i
min andj i

max be the minimal and maximal integer
j in D i , respectively, such thatτ i(j) = t∗ for i = 1, 2. In caset∗ = 0, it is
clear thatx1

e (j1
min) = x2

e (j2
min). If t∗ > 0, Definition 4.5.9 (item 5.) and the

definition oft∗ imply thatx1
e (j1

min) = lim t↑t∗ x1
c (t) = lim t↑t∗ x2

c (t) = x2
e (j2

min).
The definition of re-initializations (item 5.) and the similarity property yield by
induction thatx1

e (j1
min+r) = x2

e (j2
min+r) for all 0 ≤ r ≤ min(j1

max−j1
min, j

2
max−
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j2
min). Since no void re-initializations occur, the similarity property implies that

j1
max − j1

min = j2
max − j2

min. Hence, for both global solutions we have that
τ i(j i

max + 1) > τ i(j i
max) = t∗ with the same initial statex1

e (j1
max) = x2

e (j2
max).

Recall the way that(ui
c(t), x

i
c(t), y

i
c(t)) is defined on(τ i(j i

max), τ
i(j i

max + 1))

as a piece of an initial solution (see item 2. of Definition 4.5.9). According to
the similarity property, it is then clear that

Eu1
c(t) = Eu2

c(t) andx1
c (t) = x2

c (t)

for all t ∈ [t∗, t∗ + ε) for someε > 0. This contradicts the definition oft∗.

2. t∗ ∈ τ1(D1) \ τ2(D2) (or t∗ ∈ τ2(D2) \ τ1(D1)). Note thatt∗ > 0, because 0
is always an event time. Letj be the smallest integer inD1 such thatτ1(j) =
t∗. According to Definition 4.5.9,x1

e (j) = lim t↑τ1(j) x1
c (t) = lim t↑t∗ x2

c (t) =
x2
c (t∗). Sincet∗ 6∈ τ2(D2), (u2

c(t + t∗), x2
c (t + t∗), y2

c (t + t∗)) is equal to a
smooth initial solution with initial statex1

e (j) on a closed interval of positive
length with left end-point equal to zero. The similarity property implies that the
state of any other initial solution fromx1

e (j) must be equivalent to the state of
this smooth one. This implies thatτ1(j + 1) > τ1(j), because otherwise a void
re-initialization would take place. Due to (again) the similarity property,

Eu1
c(t) = Eu2

c(t) andx1
c (t) = x2

c (t)

for all t ∈ [t∗, t∗ + ε) for someε > 0. This contradicts the definition oft∗.

3. t∗ 6∈ τ1(D1) ∪ τ2(D2). Note thatt∗ > 0. Both(u
j
c (t + t∗), xj

c (t + t∗), yj
c (t +

t∗)), j = 1, 2 are equal to smooth initial solutions with the same initial state
x1
c (t∗) = x2

c (t∗) on a closed interval with positive length and left end-point zero.
The similarity property guarantees

Eu1
c(t) = Eu2

c(t) andx1
c (t) = x2

c (t)

for all t ∈ [t∗, t∗ + ε) for someε > 0. This contradicts the definition oft∗.

Hence,t∗ = ∞ and thus the proof is complete.
The case in which additionally kerE ⊆ kerD holds can be proven analogously.

The similarity property includes then alsoy1 ∼ y2 as in Remark 4.5.15. 2

Particular choices ofE lead to uniqueness of the complete global solution or the
state trajectory of the global solution.

Definition 4.5.22 We say that (4.20) has theunique flow part property, if every pair
of global solutions(Dj , τ j , x

j
e , u

j
c (t), x

j
c (t), y

j
c (t)), j = 1, 2 to (4.20) on an ar-

bitrary time-interval[0, Te) with arbitrary initial statex0 satisfiesu1
c(t) = u2

c(t),
x1
c (t) = x2

c (t) andy1
c (t) = y2

c (t) for all t ∈ [0, Te) with t 6∈ τ1(D1) ∪ τ2(D2).
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We say that (4.20) has theunique state part property, if any pair of global solu-
tions (Dj , τ j , x

j
e , u

j
c (t), x

j
c (t), y

j
c (t)), j = 1, 2 to (4.20) on an arbitrary interval

[0, Te) with arbitrary initial statex0 satisfiesx1
c (t) = x2

c (t) for all t ∈ [0, Te) with
t 6∈ τ1(D1) ∪ τ2(D2). �

Corollary 4.5.23 Consider a linear complementarity system given by the quadruple
(A, B, C, D).

• Suppose that Bu1(s) ≡ Bu2(s) is true for any pair of solutions (uj (s), yj (s)),
j = 1, 2 to RCP(x0) for all initial states x0. Then the LCS (4.20) has the unique
state part property.

• Suppose that u1(s) ≡ u2(s) is true for any pair of solutions (uj (s), yj (s)),
j = 1, 2 to RCP(x0) for all initial states x0. Then the LCS (4.20) has the unique
flow part property.

�

4.6 Well-posedness results

By combining the results of the sections 4.4 and 4.5, existence and uniqueness of initial
solutions can be related to solvability properties of parameterized sets of LCPs. This
will now be exploited to obtain well-posedness results for linear mechanical systems
subject to unilateral constraints, linear relay systems and electrical networks containing
ideal diodes. Establishing (unique) solvability of the LCPs can be a nontrivial task in
certain situations, as we will see.

4.6.1 Well-posedness results of linear mechanical systems

We consider linear mechanical systems given by

Mq̈ + Dq̇ + Kq = 0, (4.34)

whereq denotes the vector of generalized coordinates. Moreover,M denotes the
generalized mass matrix (or inertia matrix), which is assumed to be positive definite,
D denotes the damping matrix andK the stiffness matrix. Suppose now that the system
is subject to frictionless unilateral constraints given by

Fq ≥ 0 (4.35)

with F some matrix of appropriate dimensions. Furthermore, we assume that impacts
are purely inelastic. Then (4.34) is replaced by

Mq̈ + Dq̇ + Kq = F>u (4.36)
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together with complementarity conditions onu andFq. F>u are the constraint forces
andu are the multipliers corresponding to the unilateral constraints. This formulation
can be cast into a linear complementarity system by introducing the state vectorx =
col(q, q̇) resulting in

ẋ =
(

0 I

−M−1K −M−1D

)
︸ ︷︷ ︸

A

x +
(

0
M−1F>

)
︸ ︷︷ ︸

B

u (4.37a)

y = (F 0)︸ ︷︷ ︸
C

x (4.37b)

together with the complementarity conditions (4.20c) on the reaction forceu and the
displacementy. Note that theB-matrix has full column rank if and only ifF has full
row rank; hence, if the unilateral constraints are dependent, kerB is nontrivial. This is
for instance the case if an equality constraint is described by two inequalities in (4.35).
Note that such a dependence was taken into account in Theorem 4.5.21.

Of course, the linear setting chosen here is quite restrictive in comparison with
recent advances in the field of nonlinear mechanical systems with inequality constraints
[72, 131, 192]. In fact, results as in Theorem 4.6.6 below were proven already in
[124,142] for nonlinear mechanical systems by differentiation of the relevant system’s
variables. The purpose of this section is merely an illustration of the general theory
developed in this chapter. We will show that Theorem 4.6.6 can be obtained quite
easily by using the RCP.

RCP(x0) for a linear mechanical system as above is equal to RCP(q(s), M(s)) with

M(s) := C(sI − A)−1B = F(s2M + sD + K)−1F> (4.38a)

q(s) := C(sI − A)−1x0 = F(s2M + sD + K)−1[(sM + D)q0 + Mq̇0] (4.38b)

with col(q0, q̇0) = x0. To prove solvability of the corresponding LCP(q(σ ), M(σ))
for sufficiently largeσ ∈ R, we use the following lemma from [46].

Lemma 4.6.1 [46] If G = NPN> for some positive definite (not necessarily sym-
metric) matrix P and some matrix N and c ∈ Im G, then the problem

y = c + Gu, 0 ≤ y ⊥ u ≥ 0

has solutions. If (u1, y1) and (u2, y2) are two solutions, then y1 = y2 and Gu1 = Gu2.
�

We also need the following.
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Lemma 4.6.2 Let P ∈ R
k×k and N ∈ R

l×k be matrices with P positive definite (but
not necessarily symmetric). Then the following holds:

kerNPN> = kerN>

Im NPN> = Im N = Im NP.

�

Proof. If NPN>v = 0, thenv>NPN>v = 0 is true implying thatN>v = 0. This
proves the first identity above, because the converse is trivial. The second statement
follows by duality. 2

Remark 4.6.3 Note that all matricesG = NPN> for some matrixN and some
positive definite matrixP are nonnegative definite (but not necessarily symmetric).
However, the converse statement that all nonnegative matrices can be written in the

above form, is not true. A counterexample is provided byG =
(

1 −2
0 1

)
. Indeed,

if G = NPN>, then Lemma 4.6.2 implies that kerN> = kerG = {0}. However, for
v = col(1, 1) we havev>Gv = 0 and hence (see proof of Lemma 4.6.2)N>v is equal
to 0, which contradicts the triviality of the kernel ofN>. 2

�

Theorem 4.6.4 RCP(q(s), M(s)) with q(s) and M(s) as in (4.38) (or equivalently
RCP(x0) with the matrices A, B, C as in (4.37)) has for each x0 a solution. �

Proof. Obviously, we have for sufficiently largeσ that(σ 2M +σD +K)−1 is positive
definite, becauseM is positive definite. According to Lemma 4.6.1 and Theorem 4.4.1,
left to prove is that for sufficiently largeσ , q(σ ) as in (4.38b) belongs to ImM(σ).
However, this is immediate from Lemma 4.6.2, because

q(σ ) ∈ Im F(σ 2M + σD + K)−1 = Im F(σ 2M + σD + K)−1F> = Im M(σ)

(4.39)

for sufficiently largeσ . 2

Theorem 4.6.5 Consider a linear mechanical system of the form (4.37) with initial
state x0. The corresponding RCP(x0) may have multiple solutions, say (u1(s), y1(s))

and (u2(s), y2(s)). However, these solutions satisfy Bu1(s) ≡ Bu2(s). �

Proof. Takeσ0 such thatR(σ) := (σ 2M + σD + K)−1 is positive definite for all
σ ≥ σ0. Suppose that there exist two solutions(ui, yi), i = 1, 2 to LCP(q(σ ), M(σ))

for someσ ≥ σ0. According to Lemma 4.6.1, we have

M(σ)u1 = M(σ)u2(s). (4.40)
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Lemma 4.6.2 states that kerM(σ) = kerFR(σ)F> = kerF> holds for allσ ≥ σ0.
Hence,F>(u1 − u2) = 0. The form of the matrixB as in (4.37) now implies that
Bu1 = Bu2. Invoking Theorem 4.4.9 completes the proof. 2

For linear mechanical systems the following well-posedness result follows from
Theorem 4.6.4, Theorem 4.6.5, Theorem 4.5.10 and Corollary 4.5.23.

Theorem 4.6.6 Consider a constrained mechanical system given by (4.37) and (4.20c).
For each initial state x0 there exists an initial solution. Furthermore, the constrained
mechanical system has the unique state part property (as defined in Definition 4.5.22).

�

For the case ofindependent unilateral constraints (i.e.F has full row rank), it has
already been proven in Chapter3, that after at most one nonsmooth initial solution, a
smooth initial solution occurs, i.e. for each initial state there exists anε > 0 such
that a solution in the sense of Definition 4.5.9 exists on[0, ε) with τ(1) > τ(0) or
τ(2) > τ(1) = τ(0). It is also shown that the initial solutions with possible jumps agree
with the jump rules as proposed by Moreau in the case of inelastic collisions [139,144].

4.6.2 Well-posedness of linear relay systems

In this subsection, we consider a system given by

ẋ(t) = Ax(t) + Bu(t) (4.41a)

y(t) = Cx(t) + Du(t) (4.41b)

with u(t) ∈ R
k, x(t) ∈ R

n, y(t) ∈ R
k andA, B, C, D are matrices of appropriate

dimensions. Each pair(ui, yi) is connected by an ideal relay (or Coulomb friction
characteristic) with a relation as given in figure 4.1 (note the minus sign in front ofui).
The vectorsd1 andd2 ∈ R

k in this figure are constant vectors with

d1 ≥ 0, d2 ≥ 0, d1 + d2 > 0. (4.42)

Several approaches are known that cast the relay/Coulomb friction characteris-
tic into a complementarity description by introducing several auxiliary variables, see
e.g. [112, 123, 160]. In [123] a corresponding rational complementarity problem
RCP(q(s), M(s)) has been formulated with

M(s) =
(

G−1(s) −G−1(s)

−G−1(s) G−1(s)

)
(4.43a)

q(s) =
( −G−1(s)T (s)x0 + 1

s
d1

G−1(s)T (s)x0 + 1
s
d2

)
, (4.43b)

wherex0 is the initial condition of (4.41) and

T (s) := C(sI − A)−1

G(s) := C(sI − A)−1B + D.



Page 132 of 240

4.6. Well-posedness results 123

Figure 4.1: Thei-th relay characteristic.

We assume thatG(s) is invertible as a rational matrix. Similarly as for a standard
LCS, the RCP(q(s), M(s)) has a solution if and only if the system (4.41) with initial
conditionx0 has an initial solution. All initial solutions corresponding to the same
initial state are unique up to germ equivalence if and only if this RCP admits at most
one solution.

We consider an LCP(q, M) with M andq of the following structure.

M =
(

G−1 −G−1

−G−1 G−1

)
(4.44a)

q =
( −G−1v + d1

G−1v + d2

)
, (4.44b)

whereG is an invertible matrix,v is some vector andd1 andd2 are vectors satisfying
(4.42).

The assumptions in the following theorem do not requireM to be a P-matrix. Ac-
cording to Theorem 4.3.3 this implies that LCP(q, M) does not have a unique solution
for all arbitrary vectorsq. In [123] the special structure ofq andM in (4.44) is exploited
to prove the following result.

Theorem 4.6.7 [123] If G is a P-matrix, then the LCP(q, M) with q and M as in
(4.44) has a unique solution for each x0 and each d1, d2 satisfying (4.42). �

As a corollary of the theorems 4.4.1 and 4.4.9, we get the following statement.

Lemma 4.6.8 If there exists a σ0 ∈ R such that G(σ) is a P-matrix for all σ ≥ σ0,
then RCP(q(s), M(s)) with q(s) and M(s) as in (4.43) has a unique solution for all
x0. �
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As a consequence of Theorem 4.5.10, Theorem 4.5.16, and Corollary 4.5.23, we
get the main result of this subsection.

Theorem 4.6.9 Consider the linear relay system given by (4.41) and k ideal relay
characteristics. If G(σ) := C(σI − A)−1B + D of (4.41) is a P-matrix for all σ ≥ σ0
for some σ0 ∈ R, then for all x0 there exist initial solutions of the relay system (4.41)
with initial state x0, and all these initial solutions are unique up to germ equivalence.
Furthermore, the linear relay system has the unique flow part property (as defined in
Definition 4.5.22). �

In [123], it has been shown that all initial solutions are regular distributions and
hence the state trajectoryxc(t) of the global solution as in Definition 4.5.9 is continuous
in the sense that limt↑τ(i) xc(t) = lim t↓τ(i) xc(t). Between event timesxc(t) is even
smooth.

4.6.3 Well-posedness of dissipative systems with complemen-
tarity conditions

Let us consider a linear complementarity system (4.20), in which the dynamical system
given by (4.20a)-(4.20b) isdissipative in the following sense.

Definition 4.6.10 [206] The system(A, B, C, D) given by (4.20a)-(4.20b) with sup-
ply rateu>y is said to bedissipative, if there exists a nonnegative functionS : R

n → R+
such that for allt0 ≤ t1, and all locally square integrable functions(u(t), x(t), y(t))

from R to R
k+n+k satisfying (4.20a)-(4.20b) the inequality

S(x(t0)) +
∫ t1

t0

u>(t)y(t)dt ≥ S(x(t1))

holds. A functionS satisfying the conditions above is called astorage function. �

The above inequality is called thedissipation inequality. We shall also use the
assumption of minimality of the system description, which is standard in the literature
on dissipative dynamical systems, see e.g. [206]. The triple(A, B, C) in (4.20a)-
(4.20b) is calledminimal, if it is controllable and observable. In algebraic terms this
means that

rank(B AB . . . An−1B) = n and rank(C> C>A> . . . C>(A>)n−1) = n. (4.45)

We state the following results from [206].

Theorem 4.6.11 [206] Consider the system (A, B, C, D) as in (4.20a)-(4.20b) and
assume that (A, B, C) is minimal. Then (A, B, C, D) is dissipative with respect to
the supply rate u>y if and only if the transfer matrix M(s) := C(sI − A)−1B + D

is positive real, i.e. the poles of the entries of M(s) have nonpositive real parts and
M(s) + M∗(s) ≥ 0 for all s with Res > 0. �
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Theorem 4.6.12 [206] Consider the system (A, B, C, D) as in (4.20a)-(4.20b) and
assume that (A, B, C) is minimal. The system is dissipative with respect to the supply
rate u>y if and only if there exists a symmetric positive definite matrix K such that
S(x) = x>Kx defines a storage function. �

Now we are in a position to prove the main result of this subsection.

Theorem 4.6.13 If the linear complementarity system given by (4.20) is such that
(A, B, C, D) is dissipative with respect to the supply rate u>y and the triple (A, B, C)

is minimal, then the corresponding RCP(x0) has for each x0 a solution. RCP(x0) may
have multiple solutions. However, we have Bu1(s) ≡ Bu2(s) for all pairs of solutions
(uj (s), yj (s)), j = 1, 2 to RCP(x0). �

Proof. SinceM(s) is positive real,M(σ) is positive semi-definite for each nonneg-
ative realσ . According to [47, Thm. 3.1.2] this implies that if the LCP(C(σI −
A)−1x0, M(σ)) is feasible (see Section 4.3) for a definition), then it is solvable. So,
if we can show that for allσ > 0 LCP(C(σI − A)−1x0, M(σ)) is feasible, then we
proved according to Theorem 4.4.1 that RCP(x0) has a solution.

Suppose that there exists aσ > 0 such that LCP(C(σI − A)−1x0, M(σ)) is not
feasible. This means that the set of inequalitiesy = C(σI − A)−1x0 + M(σ)u ≥ 0,
u ≥ 0 does not have a solutiony ∈ R

k, u ∈ R
k. Rewriting this in the standard form

used in Farkas’ lemma [135] yields that

(−M(σ) I)

(
u

y

)
= C(σI − A)−1x0,

(
u

y

)
≥ 0

does not have a solution. Then, Farkas’ lemma [135] implies that there exists a vector
u0 such that

0 ≤ u0; (4.46)

0 ≥ u>
0 M(σ); (4.47)

0 > u>
0 C(σI − A)−1x0. (4.48)

Observe that the following trajectories

u(t) = u0e
σ t (4.49)

x(t) = (σI − A>)−1C>u0e
σ t (4.50)

y(t) = M>(σ )u0e
σ t (4.51)

form a solution of

ẋ(t) = A>x(t) + C>u(t)

y(t) = B>x(t) + D>u(t).

Note that the system with parameters(A>, C>, B>, D>) results in the transfer
matrix M>(s). Furthermore, note that(A>, C>, B>) is minimal, because(A, B, C)
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is minimal and thatM>(s) is positive real, becauseM(s) is positive real. Hence, the
system(A>, C>, B>, D>) is dissipative according to Theorem 4.6.11.

Substituting (4.49)-(4.51) in the dissipation inequality of(A>, C>, B>, D>), we
get fort0 < t1

S(x(t0)) +
∫ t1

t0

u>
0 M>(σ )u0e

2σ tdt ≥ S(x(t1)), (4.52)

where we takeS(x) = x>Kx as a storage function for(A>, C>, B>, D>) with K

symmetric and positive definite as in Theorem 4.6.12. Note thatu>
0 M>(σ )u0 = 0 due

to the fact thatM>(σ ) is positive semi-definite and (4.46)-(4.47). Hence, the integral
in (4.52) is zero resulting in 0≤ S(x(t1)) ≤ S(x(t0)). Since limt0→−∞ x(t0) = 0 (see
(4.50) and recall thatσ > 0), we getx>(t1)Kx(t1) = S(x(t1)) = 0 for all t1 ∈ R.
But this means thatx(t1) = 0 for all t1 ∈ R, becauseK is positive definite. Since
(σI − A>) is invertible for everyσ > 0, (4.50) impliesC>u0 = 0 which contradicts
(4.48). This proves the existence part of the theorem.

To prove the uniqueness part, we use similar reasoning as for the existence part.
Suppose LCP(C(σI−A)−1x0, M(σ)) has for someσ > 0 multiple solutions(u1, y1)

and (u2, y2). According to [47, Thm.3.1.7], then we must have that[M>(σ ) +
M(σ)](u1−u2) = 0. Observing thatu(t) = eσ t (u1−u2), x(t) = (σI−A)−1B(u1−
u2)eσ t , y(t) = M(σ)(u1 − u2)eσ t are trajectories of the system(A, B, C, D), we can
conclude analogously as above by using the dissipation inequality for(A, B, C, D) that
B(u1 − u2) = 0. According to Theorem 4.4.9 this implies that any pair of solutions to
RCP(x0) (uj (s), yj (s)), j = 1, 2 satisfiesBu1(s) ≡ Bu2(s). 2

The main theorem of this subsection is now a consequence of Theorem 4.5.10 and
Theorem 4.5.23.

Theorem 4.6.14A linear complementarity system (4.20) with (A, B, C, D) dissipa-
tive with respect to the supply rate u>y and (A, B, C) minimal, has for each initial
state x0 an initial solution. Moreover the corresponding LCS has the unique state part
property (as defined in Definition 4.5.22). �

An example of a linear complementarity system with(A, B, C, D) dissipative
with respect to the supply rateu>y is a linear electrical network consisting of resis-
tors, capacitors, inductors, gyrators, transformers andk ideal diodes. To model such a
network as a complementarity system, we first extract the diodes and replace them by
ports with two terminals. Associated with these two terminals are two variables: the
current entering one terminal and leaving the other and the voltage across these termi-
nals. The resulting multiport network can be described by a state space representation
(A, B, C, D) [3] with input/output (u/y) variables representing the port variables. For
the i-th port, we have that eitherui is the current entering the port andyi the voltage
across the port or vice versa. To include the ideal diodes in the electrical network, we
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add the ideal diode characteristics to the port variables. These are (with a sign change
with respect to the usual conventions in circuit theory)

0 ≤ y(t) ⊥ u(t) ≥ 0. (4.53)

Together with the(A, B, C, D)-system this constitutes an example of the systems
considered in this subsection.

4.7 Conclusions

The main results in this chapter can be split in two categories. The first category
deals with the existence and uniqueness of solutions to the RCP. Both existence and
uniqueness are completely characterized in terms of properties of corresponding pa-
rameterized LCPs for large parameter values. The proofs rely on convexity theory and
properties of rational functions. Since a wealth of theoretical and numerical results is
known for LCPs, this provides many methods to answer solvability issues of RCPs.

The second part of the chapter has shown the relation of the RCP to a class of hybrid
dynamical systems: the linear complementarity class. A relation has been established
between the existence of initial solutions to a linear complementarity system and the
existence of solutions to the RCP. It appears that a similar relation for uniqueness is less
trivial, because an example shows that it is possible that multiple initial solutions exist
for a fixed initial state, although there is only one solution to the corresponding RCP.
This has led to the introduction of an equivalence relation among the initial solutions. In
terms of this equivalence relation, a uniqueness relation between solutions of RCP and
initial solutions has been stated. The results on initial solutions have been translated
to the global solution of a complementarity system.

The obtained results have been exploited to prove existence and uniqueness results
of physical processes like mechanical systems subject to unilateral constraints, dissi-
pative systems with complementarity conditions like electrical networks with diodes,
and systems with relays and/or Coulomb friction. The set of examples presented here
gives a flavor of the systems that can be modeled as complementarity systems and
indicates the relevance of the complementarity class and the results presented here.

The proofs of the well-posedness results that we have obtained are constructive in
nature, in the sense that they present specific algorithms which determine the status
(“active” or “inactive”) of all complementarity conditions given an initial condition.
In other words, these algorithms solve the “mode selection problem”. Algorithms of
this type are important in thesimulation of hybrid systems. In this chapter we have
not considered the numerical issues related to mode selection problems; this is an
important subject for further research.
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Linear passive complementarity systems:
well-posedness

5.1 Introduction
5.2 Linear passive networks with

ideal diodes
5.3 Dynamics in a given mode

5.4 Rational complementarity
problem

5.5 Solution concept and global
well-posedness

5.6 Conclusions

This chapter is based on the paper [84], which has been submitted for publication.
A preliminary version [36] of this chapter has been presented at the Conference on
Decision and Control 1999 in Phoenix (USA). Kanat Çamlıbel acted as one of my
co-authors in these papers, and these papers are also part of his PhD-work.

5.1 Introduction

Nowadays switches like thyristors and diodes are used in electrical networks for a
great variety of applications in both power engineering and signal processing. For the
simulation of the transient behavior of such networks the switches are often modeled
ideally [13,136,154,197,203]. It is well-known that ideal modeling causes the network
model to be of a mixed discrete and continuous nature. In particular, the circuit evolves
through multiple topologies (modes) depending on the (discrete) states of the diodes.
The mode transitions are triggered by inequalities and may result in discontinuities and
Dirac impulses in the network’s variables, see e.g. [56, 136, 146, 154, 175, 197, 203].
Several numerical methods have been proposed to deal with these phenomena and
simulation of circuits with nonsmooth characteristics is well established by now [13,
20,41,42,63,120,121,136,172].

However, little attention has been paid to the question if and in what sense the
computed time functions converge to the true solution of the network model. The
simulation methods can be distinguished in two categories depending on whether or
not the software attempts to find the exact times at which events take place. The
convergence of “event tracking” methods might be inferred from a combination of
standard results on the convergence of numerical algorithms for root finding and for
simulation of smooth dynamical systems. For “time stepping” methods, which are a
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popular alternative to event tracking methods in a number of applications [20,120,172],
the issue of convergence is less clear. It is the objective of this chapter and of chapter 7
to provide a rigorous basis for the use of time stepping methods in the simulation of
internally switched electrical circuits.

Before we are able to prove consistency of a numerical routine, we have to establish
what is meant by a transient “true solution” of a dynamical network with ideal diodes. In
this chapter we provide a mathematical framework that allows the precise formulation
of a solution concept for these continuous/discrete networks. The framework will be
borrowed from the theory of linear complementarity systems [92, 93, 123, 177, 179].
These systems can be seen as dynamical extensions of thelinear complementarity
problem [47], which (together with a number of variants) has been used extensively in
the study of piecewise-linear electrical networks [20,53,63,111,120,121,191,201].

The definition of true solutions is coupled to the question of existence and unique-
ness of solutions of the network model (called well-posedness). Much effort has been
invested in considering existence and uniqueness of solutions tostatic (DC) models of
electrical networks [40, 45, 69, 70, 75, 150, 152, 165, 166, 173, 174]. However, studies
of the dynamic equivalent are rare. The only papers known to the authors dealing with
existence and uniqueness of (dynamic) RLC-networks are [58, 153]. Since an ideal
diode cannot be reformulated as a current or voltage-controlled resistor, the obtained
results in [58,153] do not cover the networks considered here.

The main purposes of the chapter are the following.
(i) Define a mathematically precise solution concept for linear passive networks with
diodes.
(ii) Prove (global) existence and uniqueness of solutions.
(iii) Establish regularity properties of the solutions. In particular, it will be rigorously
proven that derivatives of Dirac impulses do not occur (even for inconsistent initial
states) and Dirac impulses occur only at the initial time. Moreover, it will turn out
that the set of switching times is a right-isolated set, meaning that for all time instants
there exists a positive length time interval in which the diodes do not change their state.
Chapter 7 will use these results to prove consistency of a transient simulation technique
based on time-stepping.

The outline of the chapter is as follows. In Section 5.2 linear passive networks
with diodes will be reformulated as linear complementarity systems. In Section 5.3,
we describe the evolution of the network model within a given mode (i.e. with a
fixed state of the diodes). Next, an extension of the linear complementarity problem
will be introduced, which will play an important role in the proof of well-posedness.
In Section 5.5 the solution concept is introduced. Finally, the proof of global well-
posedness is presented.

The following notations will be in force.N denotes the set of natural numbers
{0, 1, 2, . . . }, R the real numbers,R+ the nonnegative real numbers (including zero)
andC the complex numbers. For a positive integerl, l̄ denotes the set{1, 2, . . . , l}. If a

is a (column) vector withk components, we denote itsi-th component byai . M> is the
transpose of the matrixM ∈ C

m×n andM∗ denotes the complex conjugate transpose.
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A matrixM ∈ C
m×m is called nonnegative definite if Rex∗Mx = 1

2x∗(M+M∗)x ≥ 0
for all x ∈ C

m. This is denoted byM ≥ 0. In case strict inequality holds for all nonzero
vectorsx, we call the matrix positive definite and writeM > 0. By I we denote the
identity matrix of any dimension. GivenM ∈ R

k×l and two subsetsI ⊆ k̄ andJ ⊆ l̄,
the(I, J )-submatrix ofM is defined asMIJ := (Mij )i∈I,j∈J . In caseJ = l̄, we also
write MI•. If I = k̄, the notationM•J is sometimes used.

By R(s) we denote the field of real rational functions in one variable.M(s) ∈
R

k×l (s) means thatM(s) is ak × l matrix with entries inR(s). A rational vector or
matrix is called (strictly) proper, if for all entries the degree of the numerator is smaller
than or equal to (strictly smaller than) the degree of the denominator.

A vector u ∈ R
k is called nonnegative, and we writeu ≥ 0, if ui ≥ 0 for all

i ∈ k̄ and positive (u > 0), if ui > 0 for all i ∈ k̄. If two vectorsu, y ∈ R
k are

orthogonal, i.e.u>y = 0, we writeu⊥y. We writeu(s)⊥y(s) for two rational vectors
u(s), y(s) ∈ R

k(s), if for all i at least one ofui(s) ≡ 0 andyi(s) ≡ 0 is satisfied.
The set of arbitrarily often differentiable functions fromR to R

m is denoted by
C∞(R; R

m). Lk
2(t0, t1) denotes the set of all measurable functionsv from (t0, t1) to

R
k for which the integral

∫ t1
t0

‖v(τ)‖2dτ is finite.

5.2 Linear passive networks with ideal diodes

Linear electrical networks consisting of (linear) resistors, inductors, capacitors, gyra-
tors, transformers (RLCGT) and ideal diodes can be described in a complementarity
formulation as mentioned in e.g. [20, 121]. Indeed, the RLCGT-network can be de-
scribed by the state space model

ẋ(t) = Ax(t) + Bu(t) (5.1a)

y(t) = Cx(t) + Du(t) (5.1b)

with A ∈ R
n×n, B ∈ R

n×k, C ∈ R
k×n and D ∈ R

k×k matrices of appropriate
dimensions [3]. The state variablex(t) usually represents the voltages across capacitors
and currents through inductors at timet . The pair(ui, yi) denotes the voltage-current
variables at the connections to the diodes, i.e.

ui = −Vi, yi = Ii or ui = Ii, yi = −Vi,

whereVi andIi are the voltage across and current through thei-th diode, respectively.
The ideal diode characteristics are given by Figure 5.1 and described by the relations

Vi ≤ 0, Ii ≥ 0, {Vi = 0 or Ii = 0}. (5.2)

The top branch of the characteristic corresponds to the conducting mode and the left
branch to the blocking mode.
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Figure 5.1: The ideal diode characteristic.

By suitable substitutions the following system description is obtained.

ẋ(t) = Ax(t) + Bu(t) (5.3a)

y(t) = Cx(t) + Du(t) (5.3b)

0 ≤ y(t) ⊥ u(t) ≥ 0. (5.3c)

In this formulationt ∈ R+ denotes the time variable,x(t) the state, andu(t) and
y(t) the complementarity variables at timet . The system (5.3) is called alinear
complementarity system as introduced in [177] and further studied in [92,93,123,179].
We use the notation LCS(A, B, C, D) to indicate the system given by (5.3). Note that
(5.3c) is equivalent to

yi(t) ≥ 0, ui(t) ≥ 0, {yi(t) = 0 orui(t) = 0}
for all i ∈ k̄.

Since (5.3a)-(5.3b) is a model for the RLCGT-multiport network consisting of
resistors, capacitors, inductors, gyrators and transformers, the quadruple(A, B, C, D)

has special properties (see [3]). To be precise, the square system(A, B, C, D) is
passive (or in the terms of [206],dissipative with respect to the supply rateu>y) as
defined below.

Definition 5.2.1 [206] A system(A, B, C, D) given by (5.1) is calledpassive, or
dissipative with respect to the supply rateu>y, if there exists a nonnegative function
V : R

n → R+, called astorage function, such that for allt0 ≤ t1 and all time functions
(u, x, y) ∈ Lk+n+k

2 (t0, t1) satisfying (5.1) the following inequality holds:

V (x(t0)) +
∫ t1

t0

u>(t)y(t)dt ≥ V (x(t1)).

�

The above inequality is called thedissipation inequality. The storage function
represents a notion of “stored energy” in the network.

A standing technical assumption throughout the remainder of the chapter will be
the following.
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Assumption 5.2.2 B has full column rank and(A, B, C) is a minimal representation,
i.e. the matrices[B AB . . . An−1B] and[C> A>C> . . . (A>)n−1C>] have full rank.

�

The minimality of the system description(A, B, C) is standard in the literature
on dissipative dynamical systems, see e.g. [206]. The following lemma gives several
equivalent characterizations for passivity.

Proposition 5.2.3 [206] Consider a system (A, B, C, D) with (A, B, C) a minimal
representation. The following statements are equivalent.

• (A, B, C, D) is passive.

• The transfer matrix G(s) := C(sI−A)−1B +D is positive real, i.e. x∗[G(λ)+
G∗(λ)]x ≥ 0 for all complex vectors x and all λ ∈ C with Re λ > 0 and λ no
eigenvalue of A.

• The matrix inequalities( −A>K − KA −KB + C>
−B>K + C D + D>

)
≥ 0 (5.4a)

and

K = K> ≥ 0 (5.4b)

have a solution K .

Moreover, in case (A, B, C, D) is passive, all solutions to the linear matrix inequalities
(5.4) are positive definite and K is a solution to (5.4a) if and only if V (x) = 1

2x>Kx

defines a storage function of the system (A, B, C, D). �

5.3 Dynamics in a given mode

Equation (5.3c) implies that for allt and for everyi = 1, . . . , k ui(t) = 0 oryi(t) = 0
must be satisfied (diode is conducting or blocking). This results in a multimodal system
with 2k modes, where each mode is characterized by a subsetI of k̄, indicating that
yi(t) = 0 if i ∈ I andui(t) = 0 if i ∈ I c with I c = k̄ \ I . For each such mode (also
called “topology,” “configuration,” or “discrete state”) the laws of motion are given by
differential and algebraic equations (DAEs). Specifically, in modeI they are given by

ẋ = Ax + Bu (5.5a)

y = Cx + Du (5.5b)

yi = 0, i ∈ I (5.5c)

ui = 0, i ∈ I c. (5.5d)
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Hence, a mode complies with the circuit, where the states of the diodes are fixed and
replaced by short and open connections.

The mode will vary during the time evolution of the system (diodes go from con-
ducting to blocking or vice versa). The system evolves in a certain mode as long
as the inequality conditions in (5.3c) are satisfied. At the event of a mode transi-
tion, the system may display jumps of the state variablex. Jumping phenomena
are well-known in the theory of unilaterally constrained mechanical systems [31],
where at impacts the velocities of the colliding bodies change instantaneously. These
discontinuous and impulsive motions are also observed in electrical networks (see
e.g. [56, 136, 146, 154, 175, 197, 203]) and consequently, a distributional framework
will be needed to obtain a mathematically precise solution concept. We restrict our-
selves to the Dirac distribution denoted byδ and its derivatives, whereδ(i) denotes the
i-th (distributional) derivative ofδ.

Definition 5.3.1 [83] An impulsive-smooth distribution is a distributionu of the form
u = uimp + ureg, where

• uimp is a linear combination ofδ and its derivatives, i.e.

uimp =
l∑

i=0

u−iδ(i)

for vectorsu−i ∈ R
k, i = 0, . . . , l and

• ureg is an arbitrarily often differentiable function from[0, ∞) to R
k such that

u(m)
reg (0+) = lim t↓0

dmureg

dtm
(t) is defined and finite for allm = 0, 1, 2, . . . .

The class of these distributions is denoted byCk
imp. For a distributionu ∈k

imp, uimp is
called the impulsive part andureg is called the smooth part. In caseuimp = 0 we call
u a regular or smooth distribution. If the Laplace transform of an impulsive-smooth
distribution is rational, we call the distribution ofBohl type or aBohl distribution. For
a smooth Bohl distribution, we will use the termBohl function. �

Lemma 5.3.2 Consider the matrices A ∈ R
n×n, B ∈ R

n×k , C ∈ R
k×n and D ∈ R

k×k

such that Assumption 5.2.2 is satisfied and (A, B, C, D) represents a passive system.
Then the following holds.

1. For all I ⊆ k̄ and for all initial states x0, there exists a unique solution (u, x , y) ∈
Ck+n+k

imp satisfying (the dynamics for mode I given by)

ẋ = Ax + Bu + x0δ (5.6a)

y = Cx + Du (5.6b)

y i = 0, i ∈ I (5.6c)

ui = 0, i ∈ I c (5.6d)

in the distributional sense. We denote this solution by (ux0,I , xx0,I , yx0,I ).
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2. For all modes I there exist matrices FI and KI such that the smooth parts
(u, x, y) := (ux0,I

reg , xx0,I
reg , yx0,I

reg ) of (ux0,I , xx0,I , yx0,I ) for arbitrary initial state
x0 are Bohl functions and satisfy

ẋ = FIx (5.7)

u = KIx (5.8)

y = Cx + Du. (5.9)

The matrices FI and KI only depend on the mode I and not on the particular
x0 at hand.

�

Proof.
1. The existence and uniqueness of a solution for (5.6) for all initial statesx0 is
equivalent to the transfer matrixGII := CI•(sI − A)−1B•I + DII being invertible
as a rational matrix [83, Prop. 3.23, Thm. 3.24, Thm. 3.26] (see also Lemma 3.3.3
in the thesis). This can also be seen from (5.14)-(5.15) below. Hence, suppose that
detGII (s) ≡ 0. Then there exists a rational vectorv(s) 6≡ 0 such thatGII (s)v(s) ≡ 0.
Takeσ > 0 such thatv(σ ) 6= 0 andσI − A is invertible. Definēu as

ūi :=
{

0 if i 6∈ I

vi(σ ) if i ∈ I

The triple

u(t) = ūeσ t (5.10)

x(t) = (σI − A)−1Būeσ t (5.11)

y(t) = G(σ)ūeσ t (5.12)

satisfies the system equations (5.1), whereG(s) = C(sI − A)−1B + D. Since
(A, B, C, D) is passive, there exists aK > 0 such that the dissipation inequality

x>(t0)Kx(t0) +
∫ t1

t0

u>(t)y(t)dt ≥ x>(t1)Kx(t1) (5.13)

holds for allt0 andt1 with t1 ≥ t0. It can be verified thatu>(t)y(t) = e2σ t ū>G(σ)ū =
e2σ tv(σ )>GII (σ )v(σ ) = 0 for all t . By letting t0 tend to−∞, (5.13) results in

0 ≥ x>(t1)Kx(t1)

for all t1. Due toK > 0, this implies thatx(t1) = 0 for all t1. From (5.11) it follows
thatBū = 0. SinceB is of full column rank,ū = 0 and hence alsov(σ ) = 0. We
reached a contradiction and hence proved the first statement.

2. This statement follows from [83, Thm. 3.10]. 2
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Remark 5.3.3 From the proof of Lemma 5.3.2 it can be inferred that there exists
a σ0 ∈ R such that for allσ ≥ σ0 the principal minors ofG(σ) are positive, i.e.
detGII (σ ) > 0 for all I ⊆ k̄. In terms of [47, Def. 3.3.1]G(σ) is a P-matrix for
all sufficiently largeσ . This is most easily seen from the positive realness ofG(s),
which implies thatG(σ) is nonnegative definite for allσ > 0. Since a nonnegative
definite matrix has only nonnegative principal minors [47, p. 153] and detGII (s) 6≡ 0
(as shown in the proof of Lemma 5.3.2), the statement follows. �

The solutions(ux0,I , xx0,I , yx0,I ) haverational Laplace transforms, denoted by
(ûx0,I (s), x̂x0,I (s), ŷx0,I (s)), which satisfy

sx̂x0,I (s) = Ax̂x0,I (s) + Bûx0,I (s) + x0 (5.14a)

ŷx0,I (s) = Cx̂x0,I (s) + Dûx0,I (s) (5.14b)

ŷx0,I
I (s) = 0 (5.14c)

ûx0,I
I c (s) = 0. (5.14d)

We introduceG(s) = C(sI−A)−1B +D andR(s) = C(sI−A)−1. SinceGII (s) is
invertible as a rational matrix (see proof of Lemma 5.3.2), the equations (5.14) can be
explicitly solved. This yields that the Laplace transforms(ûx0,I (s), x̂x0,I (s), ŷx0,I (s))

are given by

ûx0,I
I (s) = −G−1

II (s)RI•(s)x0 (5.15a)

ûx0,I
I c (s) = 0 (5.15b)

x̂x0,I (s) = (sI − A)−1Bx0 + (sI − A)−1Bûx0,I (s) (5.15c)

ŷx0,I
I c (s) = [RIc•(s) − GIcI (s)G

−1
II (s)RI•(s)]x0 (5.15d)

ŷx0,I
I (s) = 0. (5.15e)

Hence, the solutions of the mode dynamics (5.6) are one-to-one related (by the Laplace
transform and its inverse) to solutions satisfying (5.14). On the basis of this relation,
we can prove that only Dirac impulses (and not its derivatives) show up in passive
electrical networks with diodes.

Theorem 5.3.4 Consider matrices A ∈ R
n×n, B ∈ R

n×k , C ∈ R
k×n and D ∈ R

k×k

such that Assumption 5.2.2 is satisfied and (A, B, C, D) represents a passive system.
Then for each x0 ∈ R

n and I ⊆ k̄ the Laplace transform ûx0,I (s) is proper. �

Proof. Denoteûx0,I (s) by u(s) for brevity. The triple

ū(t) = u(σ)eσ t (5.16)

x̄(t) = (σI − A)−1Bu(σ)eσ t (5.17)

ȳ(t) = G(σ)u(σ )eσ t (5.18)
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satisfies (5.1) for allσ ∈ R such thatσI − A is nonsingular. It follows from passivity
that there exists aK > 0 such that for allt1 andt0 with t1 ≥ t0

x̄>(t1)Kx̄(t1) − x̄>(t0)Kx̄(t0) ≤
∫ t1

t0

ū>(t)ȳ(t)dt. (5.19)

By substituting (5.16)-(5.18) into the dissipation inequality (5.19), one obtains

u>(σ )B>(σI − A)−>K(σI − A)−1Bu(σ) ≤ 1

2σ
u>(σ )G(σ)u(σ ). (5.20)

SinceK > 0, B has full column rank, and(σI − A)−1 is strictly proper, there exists
anα > 0 such that

α

σ 2‖u(σ)‖2 ≤ u>(σ )B>(σI − A)−>K(σI − A)−1Bu(σ) (5.21)

for all sufficiently largeσ . We know from (5.14) thatu>(s)y(s) = 0, wherey(s) :=
ŷx0,I = C(sI − A)−1x0 + G(s)u(s). Hence, the right-hand side of (5.20) satisfies

1

2σ
u>(σ )G(σ)u(σ ) = − 1

2σ
u>(σ )C(σI − A)−1x0

≤ 1

2σ
‖C(σI − A)−1x0‖‖u(σ)‖

≤ β

2σ 2‖u(σ)‖‖x0‖ (5.22)

The last inequality follows from the existence of aβ > 0 such that‖C(σI−A)−1‖ ≤ β
σ

for all sufficiently largeσ . Thus, (5.20), (5.21) and (5.22) yield

‖u(σ)‖ ≤ β

2α
‖x0‖ (5.23)

for all sufficiently largeσ . Hence,u(s) must be proper. 2

The fact that solutions of linear passive networks with ideal diodes do not contain
derivatives of Dirac impulses is widely believed true, but the authors are not aware of
any previous rigorous proof. The framework proposed here makes it possible to prove
this intuition.

To summarize the discussion so far, it has been shown that instead of considering
impulsive-smooth distributions as the solution space within a mode, we can restrict
ourselves to Bohl distributions with impulsive part containing only Dirac impulses and
not its derivatives (i.e. Bohl distributions withproper Laplace transforms).

Consider a solution to (5.6) for modeI and initial statex0. An important observation
is that a nontrivial impulsive part ofux0,I will result in a re-initialization (jump) of the
state. Ifuimp = u0δ, then a jump will take place according to

x reg(0+) := lim
t↓0

x reg(t) = x0 + Bu0. (5.24)

The proof can be found in [83].
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5.4 Rational complementarity problem

In the previous section the dynamics within a mode (i.e. with a fixed state of the diodes)
has been considered, while the inequality conditions have been neglected. However,
a solution(ux0,I , xx0,I , yx0,I ) within a mode (5.6) will only be valid on an “initial”
interval due to a change of mode (diode going from conducting to blocking or vice
versa) triggered by the inequality constraints. Therefore, we would like to express some
kind of “local nonnegativity.” We call a (smooth) Bohl functionv initially nonnegative
if there exists anε > 0 such thatv(t) ≥ 0 for all t ∈ [0, ε). Note that a Bohl function
v is initially nonnegative if and only if there exists aσ0 ∈ R such that its Laplace
transformv̂(σ ) ≥ 0 for all σ ≥ σ0. Hence, there is a connection between small
time values for time functions and large values for the indeterminates in the Laplace
transform. This fact is closely related to the well-known initial value theorem (see
e.g. [59]). The definition of initial nonnegativity for Bohl distributions will be based
on this observation (see also Chapters 3 and 4).

Definition 5.4.1 We call a Bohl distributionv initially nonnegative, if its Laplace
transformv̂(s) satisfiesv̂(σ ) ≥ 0 for all sufficiently large realσ . �

Remark 5.4.2 To relate the definition to the time domain, note that a scalar-valued
Bohl distributionv without derivatives of the Dirac impulse (i.e.v imp = v0δ for some
v0 ∈ R) is initially nonnegative if and only if

1. v0 > 0, or

2. v0 = 0 and there exists anε > 0 such thatvreg(t) ≥ 0 for all t ∈ [0, ε).

�

Definition 5.4.3 We call a Bohl distribution(u, x , y) ∈ Ck+n+k
imp an initial solution to

(5.3) with initial statex0, if there exists anI ⊆ k̄ such that

1. (u, x , y) satisfies (5.6) for modeI and initial statex0 in the distributional sense
(i.e. (u, x , y) = (ux0,I , xx0,I , yx0,I )) and

2. u, y are initially nonnegative.

�

Example 5.4.4 Consider the systeṁx(t) = u(t), y(t) = x(t) together with (5.3c).
This represents a system consisting of a capacitor connected to a diode. The current in
the network is equal tou and the voltage across the capacitor is equal toy = x. For
initial statex(0) = x0 = 1, (u, x , y) with u = 0 (no current) andy(t) = x(t) = 1 for
all t ∈ R is an initial solution. This corresponds to the case that the diode is always
blocking and there is no (nonzero) current in the network. To demonstrate that the
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distributional framework is needed, consider initial statex0 = −1 for which(u, x , y)

with u = δ, x(t) = y(t) = 0, t > 0 is the unique initial solution. This corresponds
to an instantaneous discharge of the capacitor at time instant 0. Note that a state jump
occurs at time 0 from−1 toP{1}(−1) = 0. �

We emphasize that an initial solution only satisfies the equations (5.3) in the fol-
lowing temporary sense. In case an initial solution has a nontrivial impulsive part, only
the re-initialization as given in (5.24) forms a piece of the “global solution.” If the
initial solution(u, x , y) is smooth, the largest interval on which(u, x , y) satisfies the
equations (5.3) is equal to[0, ε), whereε is given by

ε := inf {t > 0 | ureg,i(t) < 0 ory reg,i(t) < 0 for somei ∈ k̄}. (5.25)

Example 5.4.5 Consider the network depicted in Figure 5.2 withR1 = 2�,R2 = 1�,
L = 1H and C = 1F . We introduce the variablesx1 as the voltage across the
capacitor,x2 the current through the inductor,−u the voltage across the diode andy

the current through the diode. The system is governed by the equations

ẋ1 = x2

ẋ2 = −x1 − 2x2 + u

y = x2 + u

together with the complementarity conditions (5.3c). For initial conditionx1(0) = −1,

Figure 5.2: A simple network.

x2(0) = 2, it can be verified that the unique initial solution (in the conducting mode)
is given byu = 0, x1(t) = (t − 1)e−t , y(t) = x2(t) = (2 − t)e−t , t > 0. This initial
solution forms a part of the (global) solution on the interval[0, ε) = [0, 2). The time
t = 2 is determined by the violation of the inequality constrainty(t) ≥ 0 corresponding
to the current through the diode becoming negative. This causes the diode to go from
conducting to blocking. To determine the next part of the global solution, we have
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to find a continuation from initial statex(2) = (e−2, 0)>, i.e. determining an initial
solution with initial state(e−2, 0)> (after a suitable shift of the time axis). �

As a solution within a mode exists and is unique given an initial state, it still might
be possible that there is more than one initial solution. Since there are 2k (k the number
of diodes) modes, the maximum number of initial solutions is equal to 2k. The other
extreme is that there is no initial solution at all, i.e. no solution within a mode satisfies
the initial nonnegativity conditions. We will start our investigation of well-posedness
for linear passive complementarity systems by studying existence and uniqueness of
initial solutions. An important tool in existence and uniqueness of initial solutions is
therational complementarity problem (RCP).

Definition 5.4.6 (Rational complementarity problem)Let the vectorx0 ∈ R
n and

matricesA ∈ R
n×n, B ∈ R

n×k, C ∈ R
k×n andD ∈ R

k×k be given. Therational
complementarity problem RCP(x0, A, B, C, D) is the problem of finding rationalk-
vectorsu(s) ∈ R

k(s) andy(s) ∈ R
k(s) such that

1. for all s ∈ C

y(s) = C(sI − A)−1x0 + [C(sI − A)−1B + D]u(s) andu(s) ⊥ y(s),

(5.26)

and

2. there exists aσ0 ∈ R satisfying for allσ > σ0

y(σ ) ≥ 0 andu(σ) ≥ 0. (5.27)

Any pair of rational vectors(u(s), y(s)) satisfying the above conditions is said to be
a solution to RCP(x0, A, B, C, D). If A, B, C andD are clear from the context, we
also write RCP(x0) for brevity. �

From the definition of initial nonnegativity and (5.14), the following important
relation is clear from Chapter 3.

Theorem 5.4.7 Consider the matrices A ∈ R
n×n, B ∈ R

n×k , C ∈ R
k×n and D ∈

R
k×k and assume that all modes of LCS(A, B, C, D) are autonomous. Then the

following statements hold.

• All initial solutions are of Bohl type.

• There is a one-to-one correspondence between initial solutions to (5.3) and so-
lutions to RCP(x0). More specifically, (u, x , y) is an initial solution to (5.3) if
and only if its Laplace transform (û(s), x̂(s), ŷ(s)) is such that (û(s), ŷ(s)) is a
solution to RCP(x0) and

x̂(s) = (sI − A)−1x0 + (sI − A)−1Bû(s). (5.28)
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• The following statements are equivalent.

1. There exists a unique initial solution to LCS(A, B, C, D) for initial state
x0.

2. RCP(x0) has a unique solution.

• The initial solution is smooth if and only if the corresponding solution to RCP(x0)
is strictly proper. Similarly, the initial solution has an impulsive part containing
only Dirac distributions (and not its derivatives) if and only if the corresponding
solution to RCP(x0) is proper.

�

As a consequence, studying existence and uniqueness of initial solutions is equiva-
lent to studying existence and uniqueness of solutions to RCPs. In Chapter 4 necessary
and sufficient conditions for existence and uniqueness of solutions to RCPs have been
presented in terms of families oflinear complementarity problems (cf. Definition 5.4.10
below). Based on this relation and the literature on linear complementarity problems
the following result has been proven in Chapter 4.

Theorem 5.4.8 Consider matrices A ∈ R
n×n, B ∈ R

n×k , C ∈ R
k×n and D ∈ R

k×k

such that Assumption 5.2.2 is satisfied and (A, B, C, D) represents a passive system.
Then RCP(x0) has a unique solution for all x0. �

Theorem 5.4.7 yields now the following corollary.

Theorem 5.4.9 Consider matrices A ∈ R
n×n, B ∈ R

n×k , C ∈ R
k×n and D ∈ R

k×k

such that Assumption 5.2.2 is satisfied and (A, B, C, D) represents a passive system.
From each initial state x0 there exists exactly one initial solution to LCS(A, B, C, D).

�

According to Theorem 5.4.7 there exists a one-to-one relation between initial solu-
tions and solutions to RCP. Properties of the solutions to RCP (e.g. strict properness)
translate directly to properties of initial solutions. In the next theorem we will therefore
study the solutions to RCPs. We need the following concepts to formulate the theorem.

Definition 5.4.10 Let a real vectorq ∈ R
k and a real matrixM ∈ R

k×k be given.
LCP(q, M) is the problem of finding a real vectorz ∈ R

k such that 0≤ z⊥(q +Mz) ≥
0 or show that no suchz exists. �

For an extensive survey on LCPs, we refer to [47]. The set of all solutionsz to
LCP(q, M) will be denoted by SOL(q, M).

Remark 5.4.11 If (u(s), y(s)) is a solution to RCP(x0, A, B, C, D), thenu(σ) is
a solution to LCP(C(σI − A)−1x0, G(σ)) for all sufficiently large (real)σ , where
G(s) = C(sI − A)−1B + D. �
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Remark 5.4.12 We shall employ the following standard observation on LCP-solutions
several times. Ifzi ∈ SOL(qi, Mi) with i ∈ {1, 2} then

(z1 − z2)
>((q1 + M1z1) − (q2 + M2z2))

= −z>
1 (q2 + M2z2) − z>

2 (q1 + M1z1) ≤ 0

�

Finally, adual cone is defined as follows [47].

Definition 5.4.13 Let Q be a nonempty set inRk. Thedual cone of Q, denoted by
Q∗, is defined as the set

Q∗ = {w ∈ R
k | w>v ≥ 0 for all v ∈ Q}.

�

Theorem 5.4.14Consider matrices A ∈ R
n×n, B ∈ R

n×k , C ∈ R
k×n and D ∈

R
k×k such that Assumption 5.2.2 is satisfied and (A, B, C, D) represents a passive

system. Denote the solution set of LCP(0, D) by Q := SOL(0, D). Furthermore, let
(ux0(s), yx0(s)) be the (unique) solution to RCP(x0). The following assertions hold:

1. For all x0 ∈ R
n, C(x0 + Bu0) ∈ Q∗ where u0 = lims→∞ ux0(s).

2. ux0(s) is strictly proper if and only if Cx0 ∈ Q∗.

3. lims→∞ ux0(s) ∈ Q.

�

Proof.
1: In view of Remark 5.4.11 and Remark 5.4.12, we have for eachv ∈ Q := SOL(0, D)

that

(ux0(σ ) − v)>(C(σI − A)−1x0 + G(σ)ux0(σ ) − Dv) ≤ 0

for all sufficiently largeσ . SinceD ≥ 0 ((5.4a) yieldsD + D> ≥ 0) andG(σ) =
C(σI − A)−1B + D, we obtain

(ux0(σ ) − v)>(C(σI − A)−1x0 + C(σI − A)−1Bux0(σ )) ≤ 0 (5.29)

for all sufficiently largeσ . Multiplying this relation byσ and lettingσ tend to infinity
give

(u0 − v)>(Cx0 + CBu0) ≤ 0

SinceQ is a cone, we have for allλ ≥ 0 and allv ∈ Q

(u0 − λv)>(Cx0 + CBu0) ≤ 0
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and hence,
λv>(Cx0 + CBu0) ≥ u0>(Cx0 + CBu0).

It follows thatv>(Cx0 + CBu0) ≥ 0 for all v ∈ Q and thusC(x0 + Bu0) ∈ Q∗.

2: “only if”: Suppose that the solution(ux0(s), yx0(s)) to RCP(x0) is such thatux0(s)

is strictly proper. According to statement1, Cx0 ∈ Q∗, becauseu0 = 0.

“if”: Suppose thatCx0 ∈ Q∗. We know thatux0(s) is proper. Take the power series
expansion ofux0(s) around infinity as

ux0(s) = u0 + u1s−1 + u2s−2 + · · · (5.30)

By substituting (5.30) into

u>
x0

(s)yx0(s) = u>
x0

(s)(C(sI − A)−1x0 + G(s)ux0(s)) = 0,

we obtain by considering the coefficients corresponding tos0 ands−1

u0>Du0 = 0 (5.31)

u0>Cx0 + u0>Du1 + u1>Du0 + u0>CBu0 = 0 (5.32)

Since(ux0(s), yx0(s)) is the solution to RCP(x0), u0 ≥ 0 andDu0 ≥ 0. Together with
(5.31), this givesu0 = lims→∞ ux0(s) ∈ Q (this proves statement3). The relation
(5.31) also implies

(D + D>)u0 = 0 (5.33)

According to Theorem 5.2.3, passivity of the system implies the existence of a sym-
metricK > 0 such that [

A>K + KA KB − C>
B>K − C −(D + D>)

]
≤ 0 (5.34)

Premultiplying (5.34) by(γ z> u0>) and postmultiplying by(γ z> u0>)> for arbitrary
z ∈ R

n andγ ∈ R, yields (use (5.33))

γ 2z>(A>K + KA)z + 2γ z>(KB − C>)u0 ≤ 0

Considering this expression as an inequality for a quadratic form inγ , yields that
z>(KB − C>)u0 ≤ 0. Sincez is arbitrary, we obtain

(KB − C>)u0 = 0 (5.35)

Now, (5.32) and (5.33) give

u0>Cx0 + u0>CBu0 = 0 (5.36)
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On the other hand, from (5.35), we obtainu0>CBu0 = u0>B>KBu0. Sinceu0 ∈ Q
andCx0 ∈ Q∗, (5.36) gives

0 ≥ −u0>Cx0 = u0>CBu0 = u0>B>KBu0 ≥ 0

Finally, positive definiteness ofK and the full column rank ofB imply u0 = 0,
i.e.ux0(s) is strictly proper.

3: This has already been shown in the proof of statement2. 2

Theorem 5.4.14 has several immediate consequences.

Definition 5.4.15 A statex0 is calledregular for LCS(A, B, C, D), if the correspond-
ing initial solution is smooth. The collection of regular states is denoted byR. �

Since strictly proper Laplace transforms correspond to smooth Bohl distributions
(i.e. Bohl functions), statement2 in Theorem 5.4.14 gives a characterization of the
regular states:x0 ∈ R if and only if Cx0 ∈ Q∗ with Q = SOL(0, D). As we shall
see, this characterization plays a key role in the proof of global existence of solutions
as the set of such initial states will be proven to be invariant under the dynamics.

According to [47, Cor. 3.8.10 and Thm 3.1.7 (c)] and becauseD ≥ 0 one has
Cx0 ∈ Q∗ if and only if LCP(Cx0, D) is solvable. Hence, a test for deciding the
regularity of an initial state consist of determining whether or not a certain LCP has a
solution. In [13] it is stated that a well-designed circuit does not contain Dirac impulses.
As a consequence, the characterization ofR forms a verification of the synthesis of
the network containing diodes.

To give an idea about the structure of the coneQ∗ andR, a few examples are in
order.

Example 5.4.16Consider the following situations.
(a) If D = 0, thenQ = R

k+ andQ∗ = R
k+. Hence,R = {x0 ∈ R

n | Cx0 ≥ 0}.
(b) If D =

(
0 −1
1 0

)
, thenQ = {

(
u1
u2

)
| u1 ≥ 0 andu2 = 0}. Consequently,

Q∗ = {
(

y1
y2

)
| y1 ≥ 0} and thusR = {x0 ∈ R

n | C1•x0 ≥ 0}.
(c) If D is positive definite, it follows thatQ = {0}, which implies thatQ∗ = R

k and
thusR = R

n. �

A direct implication of the statements1 and2 in Theorem 5.4.14 is that, if smooth
continuation is not possible forx0, it is possible after one re-initialization. Indeed, by
(5.24) the state after re-initialization is equal tox0 + Bu0, if the impulsive part of the
(unique) initial solution is equal tou0δ. According to the fact that the Laplace transform
of an initial solution is a solution to the corresponding RCP (which is automatically
proper), it follows that lims→∞ ux0(s) = u0 is indeed the coefficient determining the
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impulsive part. SinceC(x0 + Bu0) ∈ Q∗, it follows from statement2 thatx0 + Bu0

is a regular state. Hence, fromx0 + Bu0 there exists a smooth initial solution. To
summarize this discussion, we formulate a local existence result.

Theorem 5.4.17Consider matrices A ∈ R
n×n, B ∈ R

n×k , C ∈ R
k×n and D ∈ R

k×k

such that Assumption 5.2.2 is satisfied and (A, B, C, D) represents a passive system.
For all initial states x0, there exists a unique local solution. To be specific, for all x0
there exists a unique Bohl distribution (u, x, y) defined on [0, ε) for some ε > 0 such
that

1. There exists an initial solution (ū, x̄ , ȳ) such that

(uimp, ximp, yimp) = (ūimp, x̄ imp, ȳ imp)

with uimp = u0δ for some u0 ∈ R
k ,

2. x(0+) = x0 + Bu0, and

3. for all t ∈ (0, ε)

x(t) = x(0+) +
∫ t

0
[Ax(τ) + Bu(τ)]dτ

y(t) = Cx(t) + Du(t)

0 ≤ u(t)⊥y(t) ≥ 0.

�

5.5 Solution concept and global well-posedness

In the Chapters 3 and 4 a (global) solution concept has been introduced that is based
on concatenation of initial solutions. In principle, this allows impulses at any mode
transition time (necessary for e.g. unilaterally constrained mechanical systems). In the
context of linear passive electrical networks with diodes, such a general notion of solu-
tion will not be needed. In fact, the solution concept as formulated in Theorem 5.4.17
will be extended such that mode changes are possible. This will be achieved by drop-
ping the Bohl requirement and allowingL2 functions as regular parts. The function
spaceLδ(0, T ) consists of the distributions of the formu = uimp + ureg, where
uimp = u0δ with u0 ∈ R andureg ∈ L2(0, T ).

Definition 5.5.1 Consider matricesA ∈ R
n×n, B ∈ R

n×k, C ∈ R
k×n andD ∈ R

k×k

such that Assumption 5.2.2 is satisfied and(A, B, C, D) represents a passive system.
Let a time horizonT > 0 and initial statex0 be given. (u, x, y) ∈ Lk+n+k

δ (0, T ) is
called a solution to LCS(A, B, C, D) on [0, T ], if
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1. There exists an initial solution(ū, x̄ , ȳ) such that

(uimp, ximp, yimp) = (ūimp, x̄ imp, ȳ imp)

with uimp = u0δ for someu0 ∈ R
k,

2. x(0+) = x0 + Bu0, and

3. for almost allt ∈ (0, T )

x(t) = x(0+) +
∫ t

0
[Ax(τ) + Bu(τ)]dτ

y(t) = Cx(t) + Du(t)

0 ≤ u(t)⊥y(t) ≥ 0.

�

We have already proven local well-posedness (Theorem 5.4.17). The question
arises whether global well-posedness is also guaranteed.

5.5.1 Global existence

We now come to the main existence result of this chapter.

Theorem 5.5.2 Consider matrices A ∈ R
n×n, B ∈ R

n×k , C ∈ R
k×n and D ∈ R

k×k

such that Assumption 5.2.2 is satisfied and (A, B, C, D) represents a passive system.
Then, for all initial states x0 and all T > 0 the system LCS(A, B, C, D) has a solution
on [0, T ] in the sense of Definition 5.5.1. �

Proof.The construction of a solution will be based on concatenation of initial solutions.
Theorem 5.4.17 implies that a solution(u, x, y) exists on[0, τ1) (takeτ1 as large as
possible, i.e. equal toε as in (5.25)) from initial statex0. Note thatx(0+) ∈ R
and that(u, x, y) is part of a smooth initial solution with initial statex(0+). Since
t → (u, x, y)(t + ρ) forms a smooth initial solution for anyρ ∈ (0, ε), we have that
x(ρ) ∈ R for all ρ ∈ (0, ε). Since(u, x, y) is a Bohl function, the limit limt↑ε x(t) =
x(ε) exists. The closedness ofR (follows from statement2 in Theorem 5.4.14) implies
thatx(ε) ∈ R. Due to local existence of solutions andx(ε) ∈ R, there exists a smooth
continuation (a smooth initial solution) fromx(ε) that defines a solution on[0, τ2)

with τ2 > τ1. This construction can be repeated as long as the limit limt↑τ x(t) exists,
where[0, τ ) is the time-interval on which a solution has been generated so far. The
reason that a global solution (on[0, T ]) does not exist might be that the intervals of
continuation[τi, τi+1) are getting smaller and smaller such that limi→∞ τi = τ ∗ < T

and limt↑τ∗ x(t) does not exist. To complete the proof we will show the existence of
the latter limit in any circumstances.



Page 156 of 240

5.5. Solution concept and global well-posedness 147

Suppose the maximal interval on which a solution(u, x, y) can be defined is[0, τ∗),
τ ∗ < T . According to Lemma 5.3.2 there is at most exponential growth (ẋ = FIx)
between mode changes. Sincex is continuous on(0, τ ∗), this implies thatx is bounded
(say‖x(t)‖ ≤ M for all t ∈ [0, τ ∗)) On an interval(s, t) ⊆ [0, τ ∗) where(u, x, y) is
governed by the dynamicṡx = FIx of modeI , the following estimate holds

‖x(t) − x(s)‖ = ‖eFI (t−s)x(s) − x(s)‖ ≤ cI | t − s | ‖x(s)‖ ≤ cIM | t − s |
(5.37)

Note that the matrix functiont → etFI −I
t

is bounded (bycI ) on [0, τ ∗). Hence, for
(s, t) ⊆ [0, τ ∗) with x possibly evolving through several modes we get from (5.37)
that

‖x(t) − x(s)‖ ≤ M max
I⊆k̄

cI | t − s | .

This implies thatx is Lipschitz continuous on[0, τ ∗) and thus also uniformly con-
tinuous. A standard result in mathematical analysis [169, ex. 4.13] states thatx∗ :=
lim t↑τ∗ x(t) exists. From the construction above it can be derived thatx(t) ∈ R for
all t ∈ [0, τ ∗) and hence,x∗ ∈ R, which implies that smooth continuation is possible
(local existence) fromx∗ beyondτ ∗. This contradicts the definition ofτ ∗. Hence,
existence of a solution on[0, T ] is guaranteed. 2

5.5.2 Uniqueness

It can easily be seen that the solutions obtained by the construction in Theorem 5.5.2
must be unique, because the initial solutions are unique (see Chapter 4). However, it
might be possible that a different construction yields other solutions. The following
theorem states that this is not the case.

Theorem 5.5.3 Consider matrices A ∈ R
n×n, B ∈ R

n×k , C ∈ R
k×n and D ∈ R

k×k

such that Assumption 5.2.2 is satisfied and (A, B, C, D) represents a passive system.
Then for all initial states x0 and all final times T > 0 there exists at most one solution
(u, x, y) ∈ Lk+n+k

δ [0, T ] to LCS(A, B, C, D) in the sense of Definition 5.5.1. �

Proof. Suppose that two solutions(u, x, y) and(u′, x′, y′) exist in the sense of Defini-
tion 5.5.1. According to Corollary 5.4.9 there exists exactly one initial solution from
the initial statex0. This implies that the impulsive parts of(u, x, y) and(u′, x′, y′)
must be the same and moreover, that the re-initialization fromx0 must be unique such
thatx(0+) = x′(0+). Clearly,(u − u′, x − x′, y − y′) satisfies (5.1) from initial state
0. The dissipation inequality yields∫ t

0
[u(τ) − u′(τ )]>[y(τ) − y′(τ )]dτ ≥

[x(t) − x′(t)]>K[x(t) − x′(t)]
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for all t ∈ (0, ∞). From the fact thatu, u′, y, y′ are nonnegative almost everywhere
and the complementarity of(u, y) and(u′, y′), we obtain∫ t

0
[u(τ) − u′(τ )]>[y(τ) − y′(τ )]dτ ≤ 0.

Hence,

[x(t) − x′(t)]>K[x(t) − x′(t)] ≤ 0

for all t ∈ (0, ∞). SinceK > 0, we obtainx(t) = x′(t) for all t . SinceB is of full
column rank, this givesu = u′ andy = y′ almost everywhere. 2

Since the global solution is unique, the solution must be equal to the one constructed
in the proof of Theorem 5.5.2. This characterizes the nature of solutions to linear
passive complementarity systems. Between mode changes the trajectories are of Bohl
type and thus real-analytic. Moreover, the setE of mode transition times is right-
isolated, meaning that for allτ ∈ E there exists anα > 0 such that(τ, τ + α) ∩ E is
empty.

Remark 5.5.4 Note that the uniqueness of solutions to LCS(A, B, C, D) would not
be lost, if jumps are allowed for time instantsτ > 0 satisfying item1 and 2 of
Definition 5.5.1. The reason is the invariance of the regular statesR, that implies
thatx(t) ∈ R for all t ∈ (0, T ]. �

Remark 5.5.5 Since the set of mode transition timesE is right-isolated, there do no
exist left-accumulation points1 of mode transition times. However, we cannot exclude
the existence of right-accumulation points in general on the basis of this chapter. Using
a result in [94] it can be proven that for a linear passive network with one diode satisfying
assumption 5.2.2 andD = 0 also right-accumulations do not occur. �

5.6 Conclusions

Linear passive electrical circuits with ideal diodes have been studied in the context
of linear complementarity systems, with the aim of establishing a rigorous base for
the analysis of numerical methods for the transient simulation of switched electrical
networks. Chapter 7 will deal with the question whether the solutions approximated by
a time-stepping method [20,120,172] converge as a function of time to the true solution
of the network model. To answer such a question, one needs of course a definition of
what should be understood by the transient true solution. This question has been dealt
with in this chapter and formal proofs were given for the existence and uniqueness of

1A point τ is called a left-accumulation point ofE ⊆ R, if there exists a sequence{τi }i∈N such that
τi > τ andlimi→∞τi = τ . A right-accumulation point is defined by changing “>” into “ <”.
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solutions. Moreover, several regularity properties of the solutions have been proven of
which Chapter 7 will benefit. In particular, it has been shown that derivatives of Dirac
impulses do not occur, Dirac impulses happen only at the initial time instant and the
set of regular states has been exactly characterized.

Networks with internally triggered switches have discrete as well as continuous
characteristics. From this point of view, the chapter proposes a systematic modeling
framework and a precise notion of solution for a class of networks of such a mixed
nature. Systems consisting of continuous dynamics (differential equations) and switch-
ing logic are sometimes called “hybrid systems” and receive currently much attention
from both control theorists [7,145] and computer scientists [162]. Hybrid systems are
encountered in various research programs ranging from switching controllers, unilat-
erally constrained mechanical systems, piecewise linear systems, switched electrical
networks to hydraulic systems with valves. Since the underlying problems for these
systems are essentially the same, all these research programs may benefit from a general
theory as is currently being developed for complementarity systems.
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6

Projected dynamical systems in a
complementarity formalism

6.1 Introduction
6.2 Projected dynamical systems
6.3 Complementarity systems

6.4 Projected dynamical systems
as complementarity systems

6.5 Proof of the main result
6.6 Conclusions

This chapter is based on the report [86], which has been submitted for publication
in Operations Research Letters.

6.1 Introduction

In this chapter, we connect two classes of discontinuous dynamical systems. One is
the class ofprojected dynamical systems introduced by Dupuis and Nagurney [62] and
further developed in [147]. These systems are described by differential equations of
the form

ẋ(t) = 5K(x(t), −F(x(t))), (6.1)

whereF is a vector field,K is a closed convex set, and5K is a projection operator
that prevents the solution from moving outside the constraint setK (cf. section 6.2
below for a precise definition). These systems are used for studying the behavior
of oligopolistic markets, urban transportation networks, traffic networks, international
trade, agricultural and energy markets (spatial price equilibria). Their stationary points
can be characterized by means of variational inequalities; one may therefore say that
projected dynamical systems provide a dynamic extension of variational inequalities.

We shall compare projected dynamical systems withcomplementarity systems,
which may be considered as dynamical extensions of complementarity problems(cf.
section 6.3). Applications of complementarity systems include (see Chapter 2) elec-
trical networks with diodes, mechanical systems subject to unilateral constraints or
Coulomb friction, control systems with relays, saturation characteristics or deadzones,
variable structure systems, dynamical systems with static piecewise linear relations, hy-
draulic systems with one-way valves and optimal control problems with state or control
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constraints. Complementarity systems are nonsmooth dynamical systems; they switch
between several dynamical regimes and may show impulsive motions resulting in dis-
continuities of some system variables. Since complementarity systems are subject
to both continuous dynamics and discrete switching, one may also consider them as
a subclass ofhybrid dynamical systems [7, 162]. Because of the nonsmoothness of
trajectories, the formulation of a solution concept for complementarity systems is non-
trivial (see [92,177,179]). Questions of (local) existence and uniqueness of solutions
have been studied under various assumptions in [37,92,93,123,177,179].

It is well known that variational inequalities and complementarity problems are
closely related; see for instance [79]. It is therefore reasonable to expect that projected
dynamical systems and complementarity systems are also related. In this chapter we
show that there is indeed a natural relationship. Specializing to the stationary points,
we obtain as a corollary the classical result which states that, under mild conditions,
variational inequalities may be rewritten as mixed nonlinear complementarity prob-
lems [79, Prop. 2.2]. Moreover, we obtain a proof of existence and uniqueness of
solutions of projected dynamical systems that is independent of the original proof by
Dupuis and Nagurney [62] and in particular does not use the Skorokhod problem [188].
Complementarity systems have already been used extensively in the engineering lit-
erature (see for instance [124, 160, 179]) and the establishment of a relation between
the domains of projected dynamical systems and of complementarity systems makes
it possible to compare and transfer analytic and computational techniques between the
two.

The following notational conventions and terminology will be used. Ifk is a positive
integer,k̄ denotes the set{1, . . . , k}. For an index setI ⊆ k̄, we denote its complement
with respect tōk by I c := {i ∈ k̄ | i 6∈ I }. The cardinality of a setI will be denoted by
|I |. A vectoru ∈ R

k is said to be nonnegative (nonpositive) ifui ≥ 0 (ui ≤ 0) for all
i ∈ k̄, and in this case we writeu ≥ 0 (u ≤ 0). Given a matrixM ∈ R

k×l and subsets
I ⊆ k̄ andJ ⊆ l̄, we denote the submatrix(Mij )i∈I,j∈J by MIJ . In caseI = k̄ we
write M•J rather thanMk̄J , and similarly ifJ = l̄ we useMI•. The transpose of a
matrixM is denoted byM>. In the Euclidean spaceRk the standard inner product is
denoted by〈·, ·〉 and foru, v ∈ R

k we writeu⊥v if 〈u, v〉 = u>v = 0. We denote
the restriction of a functionf : [0, T ] → R to an interval(a, b) ⊆ [0, T ] by f |(a,b).
A functionf : R

n → R
p will be said to be real-analytic and convex if its component

functionsfi : R
n → R are real-analytic and convex.

6.2 Projected dynamical systems

In this section we recall the definition of projected dynamical systems (PDS) [62,147].
The defining ingredients are a closed convex setK, which usually corresponds to the
constraint set of a particular application, and a vector fieldF whose domain contains
K. The projected dynamics is described by the equationẋ(t) = −F(x(t)) on the
interior of K, but on the boundary a modification is applied to prevent the solution
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from leaving the constraint set.
To be more precise, let a closed and convex setK ⊆ R

n be given. The cone of
inward normals atx ∈ K is defined by

n(x) = {γ | 〈γ, x − k〉 ≤ 0 for all k ∈ K}. (6.2)

Note thatn(x) = {0}, whenx is contained in the interior ofK. Givenx ∈ K and
v ∈ R

n, define the projection of the vectorv atx with respect toK by

5K(x, v) = v − 〈v, n∗(x)〉n∗(x), (6.3a)

where

n∗(x) ∈ arg max
n∈n(x), ‖n‖≤1

〈v, −n〉. (6.3b)

Note that5K(x, v) is well-defined even thoughn∗(x) may not be uniquely specified by
(6.3b). Theprojected dynamical system PDS(F, K) corresponding to a closed convex
setK and a vector fieldF onK is defined by

ẋ(t) = 5K(x(t), −F(x(t))). (6.4)

The ordinary differential equation (6.4) has a discontinuous right hand side and is
therefore not covered by the standard theory of differential equations. The following
notion of solution is proposed in [147].

Definition 6.2.1 [147]An absolutely continuous functionx : [0, T ] → K is asolution
to PDS(F, K) on [0, T ] with initial statex0 ∈ K if x(0) = x0 and (6.4) holds almost
everywhere in[0, T ].

The definition (6.3) of the projection operator5K is convenient for the development
below. An alternative definition is the following one. Forx ∈ K andv ∈ R

n define

5K(x, v) = lim
δ→0

PK(x + δv) − x

δ
, (6.5)

wherePK is the projection operator that assigns to each vectorx in R
n the vector inK

that is closest tox in the Euclidean norm‖ · ‖ (i. e.PKx = arg mink∈K‖x − k‖). It has
been proven in [61] that the formulations in (6.3) and (6.5) are equivalent whenK is
convex and compact with nonempty interior. In [62] the same result is stated under the
assumption thatK is a convex polyhedron (i. e. an intersection of finitely many closed
half-spaces). �

6.3 Complementarity systems

A complementarity system may be specified (in “semi-explicit affine form”, see [177])
by functionsf : R

n → R
n, gi : R

n → R
n andh : R

n → R
p. The defining equations
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for the complementarity system corresponding tof , gi andh are

ẋ(t) = f (x(t)) + ∑p
i=1gi(x(t))ui(t) (6.6a)

y(t) = h(x(t)) (6.6b)

0 ≤ y(t) ⊥ u(t) ≥ 0 (6.6c)

The relation (6.6c) implies that for alli at least one of the equalitiesui(t) = 0 and
yi(t) = 0 must be satisfied. Hence, for all timest there exists an index setJ such that
ui(t) = 0, i 6∈ J andyi(t) = 0, i ∈ J . In the engineering literature this index set is
sometimes called theactive index set, mode or discrete state of the system at timet .
The mode may change during the time evolution of the system. The times at which
this happens are calledevent times.

In general a complementarity system may not have a continuous solution, even
when the defining functionsf , g andh are smooth, and so one needs to introduce
larger function spaces to define solutions (cf. [92,93,177,179]). Although the solution
concept below is not the most general one, it suffices for the purpose of the chapter.
We need the notion ofright-isolated sets. A subsetE of R is said to be right-isolated
if for eacht ∈ E there exists anε > 0 such that(t, t + ε) ∩ E = ∅.

Definition 6.3.1 A continuous functionx : [0, T ] → R
n is called asolution to (6.6)

with initial statex0 on the interval[0, T ], if x(0) = x0 and there exist a right-isolated
setE ⊂ [0, T ] and two functionsu : [0, T ] → R

p, y : [0, T ] → R
p such that for any

interval(a, b) ⊆ [0, T ] with (a, b) ∩ E = ∅ the following conditions hold:

1. the restriction(u, x, y)|(a,b) is real-analytic and satisfies (6.6a–6.6b) for allt ∈
(a, b);

2. there exists an index setJ ⊆ p̄ such thatuJc (t) = 0, yJ (t) = 0, uJ (t) ≥ 0 and
yJc (t) ≥ 0 for all t ∈ (a, b).

�

This definition allows solutions that exhibit accumulations of event times (“Zeno
solutions”). SinceE is right-isolated, such accumulations only take place forward in
time. Note that a similar restriction is not present in Def. 6.2.1.

By considering several types of dynamics in (6.6a–6.6b), one may define several
classes of complementarity systems such aslinear complementarity systems [92,177]
and Hamiltonian complementarity systems [177]. For the purpose of this chapter
we shall be particularly interested ingradient-type complementarity systems; these
systems are related to thegradient systems that have been studied in [176]. To specify
a gradient-type complementarity system, take functionsF : R

n → R
n andh : R

n →
R

p. Let the gradients of the component functionshi(x) of h(x) be denoted by∇hi(x)

(taken to be row-vectors) and letH(x) denote the matrix whosei-th row is equal to
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∇hi(x) (i.e. the Jacobian matrix ofh atx). The gradient-type complementarity system
GTCS(F, h) is given by the equations (6.6):

ẋ(t) = −F(x(t)) + ∑p
i=1[∇hi(x(t))]>ui(t) (6.7a)

y(t) = h(x(t)) (6.7b)

0 ≤ y(t) ⊥ u(t) ≥ 0 (6.7c)

which is a special case of (6.6). Equation (6.7a) can compactly be written in terms of
the JacobianH of h as

ẋ(t) = −F(x(t)) + [H(x(t))]>u(t). (6.8)

The above definition makes implicit use of the standard inner product ofR
n, but it

would also be possible to use a coordinate-free treatment as in [176]. There is a closer
analogy with the gradient systems studied by Van der Schaft when in (6.7) the function
F is defined as the gradient of some potential function. In that case (6.7) is referred to
as agradient complementarity system.

6.4 Projected dynamical systems as complementarity
systems

In this section we consider projected dynamical systems specified by a vector field
F and a convex setK, and we provide conditions under which these systems can be
rewritten as gradient-type complementarity systems. It will be assumed that the convex
setK can be represented by means of finitely many inequalities.

Assumption 6.4.1 The setK allows a representation in the form

K = {x ∈ R
n | h(x) ≥ 0} (6.9)

whereh : R
n → R

p is real-analytic and convex. �

If h representsK as in (6.9), we define forx ∈ K theactive index set I (x) as

I (x) := {i ∈ p̄ | hi(x) = 0}. (6.10)

To prevent technical complications that would obscure the main line of reasoning, we
shall use the following constraint qualification in conjunction with Assumption 6.4.1.

Assumption 6.4.2 Forh as in (6.9) andH the Jacobian ofh, the matrixHI(x)•(x) has
full row rank for allx ∈ K. �

Concerning the vector fieldF , we shall use the following assumptions.
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Assumption 6.4.3 The vector fieldF is real-analytic. �

Assumption 6.4.4 There exists a constantB ∈ R such thatF satisfies the linear growth
condition

‖F(x)‖ ≤ B(1 + ‖x‖) for all x ∈ K. (6.11)

�

Assumption 6.4.5 There exists a constantC ∈ R such that

〈−F(x) + F(y), x − y〉 ≤ C‖x − y‖2 for all x, y ∈ K. (6.12)

�

Remark 6.4.6 Assumption 6.4.1 implies thatK is convex and closed. A characteri-
zation ofK as in (6.9) is possible in all applications of projected dynamical systems
mentioned in [147]. In [62] it is even assumed thatK is a convex polyhedron. Assump-
tions 6.4.4 and 6.4.5 are used in [147] to prove existence and uniqueness of solutions
to the projected dynamical system specified byF andK. �

The following theorem is the main result of this chapter. The theorem will be proved
in the next section.

Theorem 6.4.7 Let a set K ⊆ R
n, a vector field F : R

n → R
n and a function

h : R
n → R

p be given such that Assumptions 6.4.1–6.4.5 are satisfied. For all initial
states x0 ∈ K , both the projected dynamical system PDS(F, K) and the gradient-
type complementarity system GTCS(F, h) have a unique solution defined on [0, ∞).
Moreover, these solutions coincide. �

Remark 6.4.8 It will follow from the proof given below that withoutAssumption 6.4.4
the theorem still holds, except that the solutions are not guaranteed to exist on[0, ∞).
To be specific, suppose that[0, T1) is the maximal interval on which a solution can
be defined for PDS(F, K). Similarly, let [0, T2) be the maximal interval for which
GTCS(F, h) admits a solution. ThenT := T1 = T2 > 0, both solutions are unique on
[0, T ), and the solutions are equal to each other. �

Remark 6.4.9 The constraint qualification Assumption 6.4.2 is introduced here for
simplicity. In the literature on complementarity systems, weaker assumptions have
been used. Specifically, Lötstedt [124] uses the condition that the Jacobian matrix
H(x) should have locallyconstant row rank to prove the existence and uniqueness of
solutions to equations representing unilaterally constrained mechanical systems.�
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Remark 6.4.10 Theorem 6.4.7 provides some additional information about the solu-
tions to PDS(F, K). Under the assumptions of the theorem, solutions to projected
dynamical system are real-analytic on the open intervals belonging to a set of the form
[0, ∞) \ E . Moreover, the exceptional set (the set of event times)E is a right-isolated
set. �

Remark 6.4.11 It follows in particular that, under the conditions of Theorem 6.4.7,
the stationary points of the projected dynamical system PDS(F, K) coincide with
those of the gradient-type complementarity system GTCS(F, h). WhenK is a convex
polyhedron, the stationary pointsx̄ of PDS(F, K) are given by the variational inequality
[147, Lemma 1]

〈F(x̄), x − x̄〉 ≥ 0 ∀x ∈ K. (6.13)

The stationary points̄x of GTCS(F, h) are given by the mixed nonlinear complemen-
tarity problem

0 = −F(x̄) + ∑p
i=1(∇hi(x̄))>ui (6.14a)

y = h(x̄) (6.14b)

0 ≤ y ⊥ u ≥ 0. (6.14c)

In this way we recover the well-known result (see for instance [79, Prop. 2.2]) that,
under a suitable constraint qualification, variational inequalities may be rewritten as
mixed nonlinear complementarity problems. �

6.5 Proof of the main result

We start with a characterization of the projection5K in terms of a minimization
problem. The proof will be given below on the basis of a duality argument.

Theorem 6.5.1 Let K ⊂ R
n be of the form (6.9) for a real-analytic and convex function

h : R
n → R

p. For all x ∈ K and v ∈ R
n, we have

5K(x, v) = arg min
w∈W(x)

‖w − v‖ (6.15)

where W(x) is the “cone of admissible velocities” given by

W(x) = {w ∈ R
n | ∇hi(x)w ≥ 0 for all i ∈ I (x)} . (6.16)

�

The duality result that we use to prove Theorem 6.5.1 is stated in Prop. 6.5.2 below.
The notationC0 is used to denote the polar cone (see e. g. [168, p. 121]) of a setC ⊆ R

n:

C0 = {x ∈ R
n | 〈x, y〉 ≤ 0 for all y ∈ C}. (6.17)
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Proposition 6.5.2 Let W ⊆ R
n be a closed convex cone with nonempty interior and

let v ∈ R
n be given. Define w∗ by

w∗ = arg min
w∈W

‖w − v‖ (6.18)

and let z∗ be such that

z∗ ∈ arg max
z∈W0, ‖z‖≤1

〈v, z〉. (6.19)

Then

w∗ = v − 〈v, z∗〉z∗. (6.20)

�

Proof. We apply the Fenchel duality theorem [127, p. 201] to the convex function
f (w) := ‖w −v‖ defined onC := R

n and the concave functiong(w) := 0 defined on
D := W . One easily computes (cf. for instance [168, Section 12]) that the conjugate
sets ofC andD areC∗ = {z ∈ R

n | ‖z‖ ≤ 1} andD∗ = −W0, and that the conjugate
functions off andg are given byf ∗(z) = 〈v, z〉 for z ∈ C∗ andg∗(z) = 0 for z ∈ D∗.
From the Fenchel duality theorem, we therefore have

min
w∈W

‖w − v‖ = max
z∈W0, ‖z‖≤1

〈v, z〉. (6.21)

Now, suppose first that minw∈W ‖w − v‖ > 0; then‖z∗‖ = 1. In this case, there
exists a real numberα ≥ 0 such thatw∗ − v = −αz∗ [127, p. 136]. We have
−α = −‖αz∗‖ = −‖w∗ − v‖ = −〈v, z∗〉 by (6.21); this proves (6.20). Next,
suppose that minw∈W ‖w − v‖ = 0. Thenv ∈ W and hencew∗ = v. We have
maxz∈W0,‖z‖≤1〈v, z〉 = 0, so that〈v, z∗〉 = 0 and consequently equation (6.20) is also
correct in this case. 2

Remark 6.5.3 The proof implies that〈w∗, z∗〉 = 0. Together with the conditions
w∗ ∈ W , z∗ ∈ W0, andv = w∗ + 〈v, z∗〉z∗, this shows that〈v, z∗〉z∗ is actually the
projectionPW0v of v onto the coneW0 [141, p. 238]. �

Proof of Theorem 6.5.1Fix an arbitraryx ∈ K. From [168, Cor. 23.7.1, 23.8.1]
it follows that the cone of inward normals ofK atx, denoted byn(x), and the cone of
inward normals ofW(x) at 0, denoted bynW(x)(0) satisfy

n(x) = nW(x)(0) = {γ ∈ R
n | γ =

∑
i∈I (x)

[∇hi(x)]>λi for certainλi ≥ 0}. (6.22)
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By definition of the cone of inward normals and the polar cone (see (6.2) and (6.17)),
nW(x)(0) is equal to−W(x)0. Hence,n(x) = −W(x)0. The claim now follows
immediately by applying Prop. 6.5.2 toW = W(x) and using thatW0 = −n(x). 2

Next we establish a connection to a linear complementarity problem (LCP). See [47]
for an extensive treatment of LCPs.

Theorem 6.5.4 Let a subset K of R
n be of the form (6.9) for a real-analytic and convex

function h : R
n → R

p. Fix x ∈ K . Let H be the Jacobian matrix of h at x, and let
I := I (x) = {i | hi(x) = 0} be the active index set. Then we have

5K(x, v) = v + H>
I•u (6.23a)

where the vector u ∈ R
|I | solves the LCP

0 ≤ u ⊥ HI•v + HI•[HI•]>u ≥ 0. (6.23b)

�

Proof. By Theorem 6.5.1, the vector5K(x, v) is the projection ofv onto the cone
W(x) defined in (6.16). In terms of the notation introduced in the statement of the
theorem, we have

W(x) = {w ∈ R
n | HI•w ≥ 0}. (6.24)

The fact that the projection onto this cone can be found from (6.23) is well-known; one
may for instance use the Kuhn-Tucker conditions. An alternative approach is to use
the result by Moreau [141] which states that in order to compute the projection of a
vectorv in a Hilbert space on a closed coneW , it is enough to findw andw0 such that
v = w + w0, w ∈ W , w0 ∈ W0, andw ⊥ w0; the projectionPWv is then given byw.
In our caseW(x) is given by (6.24) so that the polar coneW0(x) can be written as

W0(x) = {w0 ∈ R
n | w0 = −[HI•]>u for someu ≥ 0}. (6.25)

Therefore the three conditions of the LCP (6.23b) are exactly the conditions that ensure,
by Moreau’s theorem, that5K(x, v) is given by (6.23). Note in particular that the
condition[HI•]>u ⊥ v + H>

I•u is equivalent tou ⊥ HI•v + HI•[HI•]>u. 2

The discussion so far may be summarized as follows.

Corollary 6.5.5 A function x : [0, T ] → R
n is a solution to the projected dynamical

system (6.4) if and only if there exists a locally integrable function u : [0, T ] → R
p

such that, with I (x) the active index set as in (6.10) and H(x) the Jacobian matrix of
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h at x ∈ K , one has for almost all t ∈ [0, T ]:
ẋ(t) = −F(x(t)) + [HI(x(t))•(x(t))]>uI (x(t))(t) (6.26a)

uI (x(t))c (t) = 0 (6.26b)

0 ≤ uI (x(t))(t) ⊥ −HI(x(t))•(x(t))F (x(t)) +
HI(x(t))•(x(t))[HI(x(t))•(x(t))]>uI (x(t))(t) ≥ 0.

(6.26c)

�

In the proof of the main theorem we shall use the following result, which can easily
be derived from Theorem 3.2 in [179]. The quoted theorem gives a local existence and
uniqueness result for complementarity systems of the form (6.6).

Theorem 6.5.6 Let real-analytic functions F : R
n → R

n and h : R
n → R

p be given.
Take x0 ∈ R

n such that h(x0) ≥ 0. If Assumption 6.4.2 is satisfied, then there exists
an ε > 0 such that GTCS(F, h) has a solution x on [0, ε) with initial condition x0.
Moreover, this solution is unique. �

Proof. DefineI = I (x0) as in (6.10) and apply Theorem 3.2 in [179] to the system
GTCS(F, hI ), i.e. ẋ(t) = −F(x(t))+[HI•(x(t))]>uI (t) and 0≤ hI (x(t))⊥uI (t) ≥
0 with I = I (x0) . Sincehi(x0) > 0 for i 6∈ I (x0), it is clear that continuous solutions
to GTCS(F, hI ) with initial statex0 are solutions to GTCS(F, h) for sufficiently small
t , and vice versa.

Note thatHI•(x0)[HI•(x0)]> is positive definite due to Assumption 6.4.2 and
hence, is also a P-matrix (i.e. has only positive principal minors) [47, Thm. 3.1.6 and
Thm. 3.3.7]. Consequently, Theorem 3.2 in [179] applies to GTCS(F, hI ) and the
result follows. 2

Now we are in a position to prove the main result of this chapter.
Proof of Theorem 6.4.7Takex0 ∈ K. According to Theorem 6.5.6 there exists a

real-analytic triple(u, x, y) that satisfies (6.7) on[0, ε). In particular, there exists an
index setJ ⊆ p̄ such thatyJ (t) = 0 anduJc (t) = 0 for all t ∈ [0, ε).

We now want to show that the trajectoryx that has been defined in this way on
[0, ε) is also a solution to PDS(F, K) on [0, ε). It is immediately clear that (6.26a) is
satisfied because it is just another way of writing (6.8). Forx ∈ K, defineI (x) as in
(6.10). From the fact thatyJ (t) = 0 on[0, ε) it follows thatJ ⊆ I (x(t)) for t ∈ [0, ε).
ThereforeI (x(t))c ⊆ J c and souI (x(t))c (t) = 0 for t ∈ [0, ε). Hence, (6.26b) is
satisfied. It remains to show thatuI (x(t))(t) satisfies the LCP (6.26c) on[0, ε). It is
clear from (6.7c) that the inequalityuI (x(t))(t) ≥ 0 is satisfied on[0, ε). Fort ∈ [0, ε),
we have

0 = ẏJ (t) = −HJ•(x(t))F (x(t)) + HJ•(x(t))[HJ•(x(t))]>uJ (t). (6.27)
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Dropping all arguments now to lighten the notation, we have fromuJc = 0 andJ ⊆ I

that

(HI•[HI•]>uI )J = HJ•[HJ•]>uJ . (6.28)

Since obviously(HI•F)J = HJ•F , it follows from (6.27) and fromuJc = 0 that the
orthogonality condition in (6.26c) holds. The final inequality in (6.26c) follows by
expressinġyi(t) similarly to (6.27), and noting thaṫyi(t) ≥ 0 wheneveryi(t) = 0 (i. e.
wheneveri ∈ I (x(t))), because otherwise the inequalityyi(t) ≥ 0 on[0, ε) would be
violated.

If the limit lim t↑ε x(t) =: x(ε) exists, the existence of a solution to (6.7) starting
fromx(ε) on[ε, ε+ε1) for someε1 > 0 follows from Theorem 6.5.6. Hence, we have
a solution(x, u, y) to (6.7) on[0, ε + ε1) in the sense of Definition 6.3.1. In the same
way as above, it can be shown thatx is a solution of PDS(F, K) on [0, ε + ε1).

We now have to show that actually a solution to GTCS(F, h) can be constructed
on all of [0, ∞). In principle it might happen that the above construction only leads to
a solution on some interval[0, T ) with T < ∞. To proceed by contradiction, assume
that we are in such a situation. The following estimates hold for 0≤ t ≤ T :

‖x(t)‖ ≤ ‖x0‖ +
∫ t

0
‖5K(x(τ), −F(x(τ)))‖dτ

≤ ‖x0‖ +
∫ t

0
‖F(x(τ))‖dτ

≤ ‖x0‖ + BT + B

∫ t

0
‖x(τ)‖dτ.

The second step follows easily from the definition of5K (see [147, Eq. (2.19)]) and
the third inequality is a consequence of (6.11). Using Gronwall’s lemma we see from
this thatx(·) is bounded on[0, T ); say‖x(t)‖ ≤ M for t ∈ [0, T ) for some constant
M > 0. It follows in particular that no “finite escape time” can occur. Moreover, it
follows that the solutionx is Lipschitz continuous and hence uniformly continuous on
[0, T ). Indeed, for 0≤ t < s < T we have

‖x(t) − x(s)‖ ≤
∫ s

t

‖5K(x(τ), −F(x(τ)))‖dτ

≤
∫ s

t

‖F(x(τ))‖dτ

≤ B

∫ s

t

(1 + ‖x(τ)‖)dτ

≤ B(1 + M)(s − t).

By a standard result in analysis (see for instance [169, Exc. 4.13]) this implies that
the limit x(T ) := lim t↑T x(t) exists. Since by continuity argumentsh(x(T )) ≥ 0,
continuation is possible beyondT according to Theorem 6.5.6, and we have reached
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a contradiction. Therefore, it follows that there is a unique solution of the gradient-
type complementarity system GTCS(F, h) on [0, ∞) which is also a solution of the
projected dynamical system PDS(F, K). The uniqueness of solutions to PDS(F, K)
follows from Assumption 6.4.5 as in [147, p. 33]. 2

Remark 6.5.7 The existence of solutions to PDS(F, K) on [0, ∞) is shown in [147]
by a method based on the Skorokhod Problem [188]. The proof above provides an al-
ternative argument. In fact the proof shows that Assumptions 6.4.1–6.4.3 are sufficient
for local existence of solutions to PDS(F, K). With the additional Assumption 6.4.4,
one can prove existence on[0, ∞). The argument to prove uniqueness uses Assump-
tion 6.4.5 and is essentially due to Filippov [67]. �

6.6 Conclusions

We have shown that, under mild conditions, projected dynamical systems can be rewrit-
ten as gradient-type complementarity systems. This result may be looked at as a
dynamic version of the well known fact that, under suitable conditions, variational in-
equalities may be rewritten as mixed nonlinear complementarity problems. The class
of gradient-type complementarity systems is a subclass of the class of complementarity
systems which has received a considerable amount of attention in the engineering and
applied physics literature. The establishment of a connection between the domains of
projected dynamical systems and complementarity systems facilitates the transfer of
techniques from one domain to the other. As an interesting bonus, we have obtained
a new, and in the authors’ opinion more direct, proof for the existence of solutions to
projected dynamical systems.
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Consistency of a time-stepping method

7.1 Introduction
7.2 Preliminaries
7.3 The backward Euler

time-stepping method
7.4 Main results for passive LCS

7.5 Conclusions
7.6 Proofs
7.7 Appendix: LCS with low

leading row coefficients

This chapter is mainly based on the paper [35], which is submitted for publication.
Kanat Çamlıbel acted as one of my co-authors in this paper, and this chapter is also
part of his PhD-work. In the appendix of this chapter, we added a treatise on the
use of time-stepping methods for linear complementarity system with low leading row
coefficients. This appendix does not appear in the paper [35], but is closely related to
the material of [35].

7.1 Introduction

This chapter continues the work presented in Chapter 5 in the direction of transient
simulation of electrical networks with ideal diodes. In particular, we will be inter-
ested in the time-stepping method that is based on the well-known backward Euler
integration routine [71], which has already been applied for the numerical approxi-
mation of electrical networks [20, 120, 121] and unilaterally constrained mechanical
systems [125,140,155,192,194]. The advantages of the method are that it is straightfor-
ward to implement and many algorithms (e.g. Lemke’s algorithm [47], Katzenelson’s
algorithm [109] and others [121]) are available to solve the one-step problems consist-
ing of linear complementarity problems (LCPs).

In [120] the use of a time-stepping method based on backward Euler (or higher order
linear multistep integration methods [71] like the trapezoidal rule) has been proposed
also for the class of general linear complementarity systems, i.e. linear time-invariant
dynamical systems coupled with ideal diode characteristics (complementarity condi-
tions). By an example (cf. Example 7.3.3 below), it will be shown that the method
is not suited for any arbitrary linear complementarity system. This example indicates,
that although the method has proven itself in practice, one should not indiscriminately
apply it to general dynamical systems with mixed continuous and discrete dynamics.
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A justification of the numerical scheme in the sense of showing convergence of the ap-
proximating time functions to a true solution of the dynamical system seems required
considering the example mentioned above. The importance of such a rigorous vali-
dation is also stressed by considering the problems that might occur due to changing
configurations of the network, the possibility of Dirac impulses and the discontinuities
of the system’s variables.

Convergence problems of time-stepping methods for mechanical systems subject
to unilateral constraints or friction have been studied by Stewart [192,193]. He shows
that for a broad class of nonlinear constrained mechanical systems there always exists
some sequence of approximating time functions that converge to a true solution of the
mechanical model. However, the convergence of the complete sequence has not been
shown in [192, 193]. The conditions used in [192, 193] (oriented towards mechanical
systems) do not cover electrical networks containing ideal diodes, which will be the
subject of this chapter. Specifically, we will show that for the class of linear electrical
passive circuits with ideal diodes, the ‘backward Euler time-stepping method’ is con-
sistent. Consistency indicates that for any arbitrary (so not only a special sequence)
sequence of time steps, which tends to zero, the corresponding approximations con-
verge to the true transient solution of the network model. Using the same arguments,
we will also show that the real transient solutions depend continuously on the initial
states. Of course, this is a covenient property for simulation, since small numerical
erros will not have a large influence on the outcome of the algorithm.

Although the results are written down for networks containing ideal diodes (inter-
nally controlled switches) only, externally controlled switches can easily be included
without destroying the convergence proof. The results presented here form a justifica-
tion of the ‘backward Euler time-stepping scheme’ in the field of switched electrical
networks.

The outline of the chapter is as follows. In section 7.2 the preliminaries on linear
complementarity systems and passivity are stated. The time-stepping method that will
be studied is introduced in section 7.3. Moreover, a fairly general result on consistency
of the numerical method is formulated for linear complementarity systems. In the next
section, this result is applied to linear passive complementarity systems, i.e. passive
linear systems coupled to ideal diode characteristics. The continuous dependence
of solution trajectories on the initial states is mentioned in section 7.4 as well. The
conclusions follow in section 7.5. The proofs of the results can be found in section 7.6,
after which an additional consistency result is given in the appendix of this chapter.
Specifically, for a class of LCS with leading row coefficients equal to zero or one, the
existence is proven of a (special) sequence of time steps for which the corresponding
approximations converge to a true solution of the model. The proof is based on the
fairly general result presented in section 7.3.

Throughout the chapter,R (Rn) denotes the set of (n-tuples of) real numbers and
R+ the set of nonnegative real numbers, i.e.R+ = [0, ∞). For anyx, y ∈ R

n, x ⊥ y

means thatx>y = 0. Inequalities for vectors are always meant to hold componentwise.
The Euclidean and maximum norm of a vectorx ∈ R

n will be denoted by‖x‖:=



Page 174 of 240

7.2. Preliminaries 165

√∑n
i=1 x2

i and‖x‖∞ := maxi∈n̄ |xi |, respectively. For a positive integern, n denotes
the set{1, 2, . . . , n}. For a real numberr ∈ R, we use the notationdre to denote
the smallest integer larger than or equal tor. The set of real matrices withn rows
andm columns is denoted byRnxm. For anyA ∈ R

nxm, J ⊆ n, andK ⊆ m, AJK

denotes the submatrix obtained by taking the rows corresponding to the elements of
J and columns corresponding to the elements ofK. If J = n (K = m), we also
write A•K (AJ•). For anyA ∈ R

nxm ‖A‖:= sup‖x‖=1 |‖Ax‖ denotes the matrix
norm induced by the Euclidean vector norm. A square matrixA ∈ R

nxn is said to
be nonnegative (positive) definite ifx>Ax ≥ 0 (x>Ax > 0) for all 0 6= x ∈ R

n.
We write σ(A) for the set of eigenvalues ofA andρ(A) := maxλ∈σ(A) |λ| for the
spectral radius ofA. By the symmetric part ofA, we mean the matrix12(A + A>).
The identity matrix is denoted byI . The set ofn-tuples of square integrable functions
on (t0, t1) is denoted byLn

2(t0, t1). The notation〈x, y〉 denotes the inner product of
x, y ∈ Ln

2(t0, t1), i.e. 〈x, y〉 = ∫ t1
t0

x>(t)y(t)dt . The norm onLn
2(t0, t1) is defined

by ‖x‖ = 〈x, x〉1/2. Moreover,x|� denotes the restriction ofx to the interval�.
We say that the sequence{xk} ⊂ Ln

2(t0, t1) converges (weakly converges) to x if
limk→∞ ‖xk − x‖ = 0 (limk→∞〈xk − x, y〉 = 0 for all y ∈ Ln

2(t0, t1)). The matrix
triple (A, B, C) with A ∈ R

nxn, B ∈ R
nxm andC ∈ R

mxn is said to beminimal, when
rank

[
B AB · · · An−1B

] = n and rank
[
C> C>A> · · · C>(A>)n−1

] = n.

7.2 Preliminaries

We begin by briefly recalling thelinear complementarity problem (LCP) of mathe-
matical programming. For an extensive survey on the problem, the reader is referred
to [47].

Problem 7.2.1 (LCP(q, M)) Givenq ∈ R
n andM ∈ R

nxn, find z ∈ R
n such that

z ≥ 0 (7.1a)

q + Mz ≥ 0 (7.1b)

z>(q + Mz) = 0 (7.1c)

�

We say thatz solves LCP(q, M) if z satisfies (7.1). The set of all solutions of LCP(q, M)
will be denoted by SOL(q, M). Sometimes we also say that(z, w) is a solution
to LCP(q, M), when z satisfies (7.1) andw = q + Mz. Note that the so-called
complementarity conditions (7.1) are similar to the ideal diode characteristicv ≤ 0,
i ≥ 0, andiv = 0. Not surprisingly, the linear complementarity problem plays a major
role in the analysis of the networks with ideal diodes. Indeed, as discussed in chapter 5,
linear networks with ideal diodes can be modeled as linear complementarity systems,
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which are dynamical versions of the linear complementarity problem, of the form

ẋ(t) = Ax(t) + Bu(t) (7.2a)

y(t) = Cx(t) + Du(t) (7.2b)

0 ≤ u(t) ⊥ y(t) ≥ 0, (7.2c)

whereu(t) ∈ R
m,x(t) ∈ R

n,y(t) ∈ R
m andA,B,C, andD are matrices of appropriate

dimensions. We denote (7.2) by LCS(A, B, C, D) and associate to(A, B, C, D) the
transfer matrixG(s) = C(sI − A)−1B + D.

Before precisely defining the solution concept of LCS(A, B, C, D), we need to
mention several spaces of functions and distributions, which play a crucial role in
the sequel. The spaceB denotes the space of Bohl functions, i.e. functions having
rational Laplace transforms. The spaceBδ consists of the distributions of the form
u = uimp + ureg, whereuimp = u0δ is called theimpulsive part with u0 ∈ R and
ureg ∈ B is called theregular part. A distribution u ∈ Bn

δ is said to beinitially
nonnegative, if its Laplace transform̂u(s) satisfiesû(σ ) ≥ 0 for all sufficiently large
σ ∈ R. In a similar fashion, the spaceLδ(0, τ ) consists of the distributions of the
form u = uimp + ureg whereuimp = u0δ is called theimpulsive part with u0 ∈ R and
ureg ∈ L2(0, τ ) is called theregular part. We say that the sequence of distributions
{uk

0δ + uk
reg} ⊂ Lδ(0, τ ) converges (weakly) tou0δ + ureg, if {uk

0} converges tou0
and{ureg} converges (weakly) toureg in L2 sense.

Next, we remind the notion ofinitial solution which has a considerable importance
in the analysis of linear complementarity systems.

Definition 7.2.2 (u, x, y) ∈ Bm+n+m
δ is aninitial solution1 of LCS(A, B, C, D) with

initial statex0, if there exists an index setJ ⊆ m such that

ẋ = Ax + Bu + x0δ

y = Cx + Du

ui = 0 if i ∈ J

yi = 0 if i 6∈ J

hold in the distributional sense, andu andy are initially nonnegative. �

It can be shown that there is a one-to-one relation between the initial solutions to
LCS(A, B, C, D) with initial statex0 and theproper solutions of the so-calledrational
complementarity problem.

Problem 7.2.3 (RCP(x0, A, B, C, D)) Given x0 ∈ R
n and (A, B, C, D) with A ∈

R
nxn , B ∈ R

nxm, C ∈ R
mxn andD ∈ R

mxm, find û(s) ∈ R
m(s) andŷ(s) ∈ R

m(s)

1Note that the definition of initial solutions as formulated here is more restrictive than the one used in
chapter 5 as it only allows the Dirac distribution in its impulsive part and not its derivatives. However, this
notion of initial solution suffices for the purposes of the chapter. Note that in chapter 5 it is proven, that the
notion as stated here is not restrictive for passive LCS satisfying a full rank and a minimality condition.
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such that

ŷ(s) = C(sI − A)−1x0 + [C(sI − A)−1B + D]û(s)

û(s) ⊥ ŷ(s)

for all s ∈ C andû(σ ) ≥ 0 andŷ(σ ) ≥ 0 for all sufficiently largeσ ∈ R. �

The following proposition states the above mentioned one-to-one relation, which is
given by the Laplace transform and its inverse. This connection indicates the relevance
of the rational complementarity problem to the study of LCS.

Proposition 7.2.4 (u, x, y) is an initial solution of LCS(A, B, C, D) with initial state
x0 if and only if its Laplace transform (û(s), x̂(s), ŷ(s)) is such that (û(s), ŷ(s)) is a
proper solution of RCP(x0, A, B, C, D) and x̂(s) = (sI −A)−1x0+(sI −A)−1Bû(s).

�

Now, we can give a precise definition of what is meant by a (global) solution of
LCS(A, B, C, D).

Definition 7.2.5 We call the triple(u, x, y) ∈ Lm+n+m
δ (0, τ ) a (global) solution to

LCS(A, B, C, D) on [0, τ ] with initial statex0, if

1. There exists an initial solution(ū, x̄, ȳ) such that

(uimp, ximp, yimp) = (ūimp, x̄imp, ȳimp)

2. The equations

ẋ = Ax + Bu + x0δ

y = Cx + Du

hold in the distributional sense.

3. For almost allt ∈ [0, τ ], 0 ≤ ureg(t) ⊥ yreg(t) ≥ 0.

�

Notice that the above definition is just a restatement of the one given in chapter 5
in terms of distributions.

The first item in the definition 7.2.5 imposes a relation between the impulsive part
and the rest of the solution. In the following example, we illustrate the necessity of
such a connection.

Example 7.2.6 Consider the simple circuit depicted in the figure 7.1. By denoting the
voltage across the capacitor and the diode byvc andvd , respectively and the current
through the diode byid , one can obtain circuit equations as �
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"
""
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Figure 7.1:

v̇c = −id

vd = vc

0 ≥ vd ⊥ id ≥ 0.

It can be rewritten in the form of a linear complementarity system as

ẋ = u (7.3a)

y = x (7.3b)

0 ≤ u ⊥ y ≥ 0, (7.3c)

whereu = id , x = −vc, andy = −vd . For the initial statex0 = −1, the triple
(u, x, y) = (aδ, a −1, a −1) with a ≥ 1 satisfies the last two items of definition 7.2.5.
However, from a physical point of view(aδ, a − 1, a − 1) is only a solution for initial
statex0 = −1 in casea = 1, since this is the only situation complying with the circuit
under study (an instantaneous and complete discharge of the capacitor). Note that
(u, x, y) = (δ, 0, 0) is indeed the unique initial solution.

In the sequel, we confine ourselves to linear passive complementarity systems. To
be reasonably self-contained, we shall quickly review the notion of passivity and its
characterizations in terms of the state representation and the transfer matrix of the
system.

Definition 7.2.7 [206] The system(A, B, C, D) given by (7.2a)-(7.2b) is said to be
passive (dissipative with respect to the supply rate u>y) if there exists a function
V : R

n → R+, calledstorage function, such that

V (x(t0)) +
∫ t1

t0

u>(t)y(t)dt ≥ V (x(t1))

holds for all t0 and t1 with t1 ≥ t0, and all (u, x, y) ∈ Lm+n+m
2 (t0, t1) satisfying

(7.2a)-(7.2b). �
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We state a well-known theorem on passive systems which is sometimes called the
positive real lemma.

Lemma 7.2.8 [206]Assume that (A, B, C) is minimal. Then the following statements
are equivalent:

1. (A, B, C, D) is passive.

2. The matrix inequalities

K = K> ≥ 0 and

[
A>K + KA KB − C>
B>K − C −(D + D>)

]
≤ 0

have a solution.

3. G(s) is positive real, i.e., G(λ) + G>(λ̄) ≥ 0 for all λ ∈ C with λ 6∈ σ(A) and
Re λ > 0.

Moreover, if (A, B, C, D) is passive all solutions K of the linear matrix inequalities
in item 2 are positive definite. �

Throughout the chapter, we will frequently use the following assumption.

Assumption 7.2.9 (A, B, C) is a minimal representation andB is of full column rank.
�

The proof of the following theorem can be found in chapter 5 and deals with the
existence and uniqueness of solutions to linear passive complementarity systems.

Theorem 7.2.10Suppose that (A, B, C, D) is such that assumption 7.2.9 holds and
(A, B, C, D) is passive. Let τ > 0 be given. For each x0, there exists a unique solution
(u, x, y) ∈ Lm+n+m

δ (0, τ ) of LCS(A, B, C, D) on [0, τ ] with initial state x0. �

7.3 The backward Euler time-stepping method

For the numerical approximation of the solutions of switched electrical networks the
following time-stepping scheme has been used frequently [20,120,121]. For LCS the
method consists of discretizing the system description by applying the well known
backward Euler integration routine and imposing the complementarity conditions at
every time step. This comes down to the computation of uh

k+1, yh
k+1, and xhk+1 given

xh
k through the linear complementarity problem given by

xh
k+1 − xh

k

h
= Axh

k+1 + Buh
k+1 (7.4a)

yh
k+1 = Cxh

k+1 + Duh
k+1 (7.4b)

0 ≤ yh
k+1 ⊥ uh

k+1 ≥ 0 (7.4c)
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Here•h
k denotes the value at thekth step of the corresponding variable for the fixed step

sizeh > 0. Based on this scheme, one can construct approximations of the transient
response of a LCS by applying the algorithm below.

Algorithm 7.3.1 ({uh
k }, {xh

k }, {yh
k }) =Approx. (A, B, C, D, τ, h, x0)

1. Nh = d τ
h
e

2. xh−1 := x0

3. k := −1

4. solve theone-step problem

yh
k+1 = C(I − hA)−1xh

k + [D + hC(I − hA)−1B]uh
k+1

0 ≤ uh
k+1 ⊥ yh

k+1 ≥ 0

for the variables uhk+1 and yhk+1

5. xh
k+1 := (I − hA)−1xh

k + h(I − hA)−1Buh
k+1

6. k := k + 1

7. if k < Nh goto 4

8. stop.

�

The one-step problem is given by a linear complementarity problem in step 4. In
general, the LCP may have multiple solutions or may have no solution at all. We shall
proceed by assuming unique solvability of the problem. The assumption is introduced
here for reasons of generality. Later on we will prove that the assumption is implied
by passivity.

Assumption 7.3.2 For all sufficiently smallh > 0, LCP(hC(I − hA)−1x̄, G(h−1))
has a unique solution for all̄x, whereG(h−1) is given byhC(I − hA)−1B + D. �

This assumption implies that for all sufficiently smallh > 0, algorithm 7.3.1
generates an output, which is unique. Hence, for a given initial statex0 and step size
h > 0 (sufficiently small), we can define the approximations(uh, xh, yh) given by

uh
imp = huh

0δ (7.5a)

xh
imp = hxh

0δ (7.5b)

yh
imp = hyh

0δ (7.5c)

uh
reg(t) = uh

l

xh
reg(t) = xh

l

yh
reg(t) = yh

l

}
whenever(l − 1)h ≤ t < lh, (7.5d)
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where uhk , xh
k and yhk , k = 0, 1, . . . , Nh have been obtained from algorithm 7.3.1.

The most important goal of the chapter is to prove that for a passive system these
approximations converge in a suitable sense to the actual solution of the system. This
will be calledconsistency of the numerical method. In the following example, we
illustrate algorithm 7.3.1 is not always consistent even if assumption 7.3.2 holds.

Example 7.3.3 Consider the linear complementarity system (consisting of a triple
integrator with complementarity conditions)

ẋ1 = x2

ẋ2 = x3

ẋ3 = u

y = x1

0 ≤ u ⊥ y ≥ 0

with the initial statex0 = (
0 −1 0

)>. It can be easily calculated that(I −hA)−1 =(
1 h h2

0 1 h
0 0 1

)
andG(h−1) = h3. By solving the one-step problem fork = −1 (xh−1 =

(0 − 1 0)>)

yh
0 = −h + h3uh

0

0 ≤ uh
0 ⊥ yh

0 ≥ 0,

we get(uh
0, yh

0) = (h−2, 0). Hence, xh0 = (
0 0 h−1

)>
. For k = 0, the one-step

problem

yh
1 = h + h3uh

1

0 ≤ uh
1 ⊥ yh

1 ≥ 0,

yields(uh
1, yh

1) = (0, h) and xh1 = ((
h 1 h−1

))>
. By repeating the calculations, it

can be verified that algorithm 7.3.1 yields(uh
k , yh

k ) = (0,
k(k+1)

2 h) for k 6= 0. It is clear
from (7.5d) that

‖yh
reg‖ ≥ (

∫ (Nh−1)h

(Nh−2)h

‖yh
(Nh−1)‖2 dt)1/2 = (Nh − 1)Nh

2
h3/2 = O(h−1/2)

wheneverNh ≥ 2. Therefore,yh
reg is far from being convergent and even not bounded

ash converges to zero. �

This example indicates that one should be cautious in applying a time-stepping
method to LCS. A verification of a numerical scheme in the sense of showing con-
sistency is consequently needed. The following theorem states conditions that imply
consistency.
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Theorem 7.3.4 Consider LCS(A, B, C, D) such that assumption 7.3.2 holds. Let
τ > 0 and x0 ∈ R

n be given. Also let (uh, xh, yh) be given by (7.5) via algorithm
7.3.1. Suppose that there exists α > 0 such that for all sufficiently small h

‖huh
0‖ ≤ α and ‖uh

reg‖ ≤ α.

Then, we have the following statements:

1. There exists a unique initial solution of LCS(A, B, C, D) with initial state x0 in
the sense of definition 7.2.2.

2. The triple {(uh
imp, xh

imp, yh
imp)} converges to (uimp, 0, yimp), when h tends to

zero. Moreover, (uimp, yimp) is of the form (u0δ, y0δ) with u0, y0 ∈ R
m such

that (uimp, 0, yimp) is equal to the impulsive part of the unique initial solution
corresponding to initial state x0.

3. Let {hk} converge to zero. Suppose that D is nonnegative definite. Then,

(a) There exists a subsequence {hkl
} ⊆ {hk} such that ({uhkl }, {yhkl }) con-

verges weakly to some (u, y) and {xhkl } converges to some x .

(b) (u, x, y) is a solution of LCS(A, B, C, D) on [0, τ ] with initial state x0.

(c) If the solution (u, x, y) is unique for initial state x0 in the sense of defini-
tion 7.2.5, then the complete sequence ({uhk }, {yhk }) converges weakly to
(u, y) and {xhk } converges to x .

�

Proof. See section 7.6. 2

7.4 Main results for passive LCS

We now show that the conditions of theorem 7.3.4 are satisfisfied in the case of passive
linear complementarity systems so that the following result holds.

Theorem 7.4.1 Consider the LCS(A, B, C, D) such that assumption 7.2.9 holds and
(A, B, C, D) is passive. Let τ > 0 and x0 ∈ R

n be given. Let (u, x, y) be the solution
of LCS(A, B, C, D) on [0, τ ] with the initial state x0. Also let (uh, xh, yh) be given
by (7.5) via algorithm 7.3.1. Then, ({uh}, {yh}) converges weakly to (u, y) and {xh}
converges to x as the step size h tends zero. �

Proof. See section 7.6. 2

The above theorem assumes exact computations. In implementing the backward
Euler time-stepping method numerical errors will of course be introduced. To give
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some justification that also in the case of (small) numerical errors the method is still
suitable, we study the issue of the dependence of the solution trajectories on the initial
conditions. For general LCS such a property does not hold (see e.g. example 3.8.3 in
chapter 3). However, in the special case of linear passive complementarity systems,
the continuous dependence holds. To formulate this in a mathematically precise way,
we have to introduce some nomenclature. LetH be a Hilbert space. We say that
T : R

n → H is continuous (weakly continuous), if continuity is considered with
respect to the strong (weak) topology onH . In other words,T is continuous (weakly
continuous), if for all convergent (weakly convergent) sequences{xk}, {T xk} converges
(weakly converges) toT (limk→∞ xk).

Theorem 7.4.2 Consider the LCS(A, B, C, D) such that assumption 7.2.9 holds and
(A, B, C, D) is passive. Let τ > 0 be given. Define the operators x0 7→ (u, y)

and x0 7→ x, where (u, x, y) is the solution of LCS(A, B, C, D) on [0, τ ] with the
initial state x0. The operators x0 7→ (u, y) and x0 7→ x are weakly continuous and
continuous, respectively. �

Proof. See section 7.6. 2

7.5 Conclusions

In this chapter, we studied the consistency of a time-stepping method based on the
backward Euler integration routine. The method has already proven itself in practice
for the transient simulation of piecewise linear electrical circuits and constrained me-
chanical systems. However, one cannot indiscriminately apply this method for general
classes of discontinuous systems as shown by an example in this chapter. The main
result of the chapter is therefore concerned with presenting a rigorous proof of the
consistency of the backward Euler time-stepping method for a class of linear comple-
mentarity systems, to wit linear passive electrical networks with ideal diodes. In spite
of the mixed continuous and discrete behaviour of the circuit, the possibility of Dirac
impulses occurring at the initial time, and the fact that the time-stepping method does
not try to locate the event times exactly, we have shown the convergence of the approx-
imations to the actual transient solution of the network model. Using almost the same
arguments, we have also proven the continuous dependence of the true transient solu-
tions on the initial state. For simulation of linear passive networks with ideal diodes,
this has the important consequence that numerical errors do not have a large influence
on the outcomes of the approximation method. These results provide a justification for
the use of time-stepping methods.

Of course, it would be interesting to generalize these results to other systems of
a mixed continuous and discrete nature. In particular, we are currently studying the
consistency of the backward Euler method for dynamical systems with relay switches
and other subclasses of linear complementarity systems. For many system where the
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backward Euler time-stepping scheme does not generate proper output (like the triple
integrator), it is useful to consider extensions of the time-stepping algorithm that are
consistent.

7.6 Proofs

7.6.1 Preliminaries

For ease of reference, we recall some standard results on weakly convergent sequences.

Lemma 7.6.1 [209] The following statements hold in every Hilbert space H .

1. Every bounded sequence has a weakly convergent subsequence.

2. If all weakly convergent subsequences of a bounded sequence have the same
weak limit, then the sequence itself converges weakly to this limit.

3. Assume that {vk} ⊂ H converges weakly to v and {wk} ⊂ H converges to w.
Then

(a) There exists α > 0 such that ‖vk‖ ≤ α for all k and ‖v‖ ≤ α.

(b) {Svk} converges weakly to Sv whenever S : H → H is a continuous
linear operator.

(c) {〈vk, wk〉} converges to 〈v, w〉.
�

In the following lemma, we state some results for the matrix inverse(I − hA)−1.

Lemma 7.6.2 Let A ∈ R
nxn. The following statements hold:

1. ‖(I −hA)−1‖ ≤ 1

1 − λh
for all h with λh < 1 where λ is the largest eigenvalue

of 1
2(A + A>).

2. There exists an α > 0 such that ‖(I − hA)−1‖ ≤ α for all sufficiently small h.

3. If {rkhk} converges to t then {(I − hkA)−rk } converges to eAt uniformly in t on
any bounded interval.

�

Proof. 1: By the Wazewski inequality (see e.g. [207, theorem 8.1]),‖eAt‖ ≤ eλt for
all t whereλ is the largest eigenvalue of1

2(A + A>). Theorem 1.5.3 in [156] gives
now the desired inequality.
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2: It can easily be verified by using item 1 that

‖(I − hA)−1‖ ≤ 1

1 − α

wheneverλh ≤ α < 1.
3: This follows from [156, theorem 3.5.3]. 2

7.6.2 Proof of theorem 7.3.4 item 1 and 2

For proving theorem 7.3.4, we start by considering the items1 and2, which are con-
cerned with the existence and uniqueness of initial solutions and the convergence of
the impulsive parts of the approximations to the impulsive part of this initial solution.
Note that the latter is needed to show that the limit of the approximations exists and
satisfies definition 7.2.5 item1.

We shall use the following proposition which establishes the relation between the
solutions of the one-step problem and the solutions of the rational complementarity
problem.

Proposition 7.6.3 Consider matricesA ∈ R
nxn , B ∈ R

nxm, C ∈ R
mxn andD ∈ R

mxm

such that assumption 7.3.2 holds. We have the following statements for all x0 ∈ R
n.

1. RCP(x0, A, B, C, D) has a unique solution.

2. For all sufficiently small h,

û(h−1) = huh
0

x̂(h−1) = hxh
0

ŷ(h−1) = hyh
0

where (û(s), ŷ(s)) is the solution of RCP(x0, A, B, C, D) and x̂(s) = (sI −
A)−1x0 + (sI − A)−1Bû(s).

�

Proof.
1: Observe the basic fact that if LCP(q, M) is solvable, then LCP(αq, M) is also solv-
able for anyα ≥ 0. As a consequence, assumption 7.3.2 implies together with the
identityh(I −hA)−1 = (h−1I −A)−1 that for all sufficiently smallh, LCP(C(h−1I −
A)−1x0, G(h−1)) has a unique solution. From theorem 4.4.1 and corollary 4.4.10 in
chapter 4, we can conclude that RCP(x0, A, B, C, D) has a unique solution.

2: Let (û(s), ŷ(s)) be the solution of RCP(x0, A, B, C, D). It can be easily seen that
û(h−1) solves LCP(C(h−1I − A)−1x0, G(h−1)) for all sufficiently smallh. Note
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that if z is a solution of LCP(q, M), thenαz is a solution of LCP(αq, M) for α ≥ 0.
Therefore,h−1û(h−1) solves LCP(C(I − hA)−1x0, G(h−1)) for all sufficiently small
h due to the identityh−1(h−1I − A)−1 = (I − hA)−1. Stated differently, for all
sufficiently smallh

û(h−1) = huh
0 (7.6a)

x̂(h−1) = hxh
0 (7.6b)

ŷ(h−1) = hyh
0, (7.6c)

wherex̂(s) = (sI − A)−1x0 + (sI − A)−1Bû(s). 2

Proof of theorem 7.3.4 items 1 and 2

1: From propositon 7.6.3 item 1, it is known that RCP(x0, A, B, C, D) is uniquely
solvable. Let(û(s), ŷ(s)) denote this unique solution and̂x(s) = (sI − A)−1x0 +
(sI −A)−1Bû(s). Since‖huh

0‖ is bounded for sufficiently smallh by the hypothesis of
the theorem,̂u(s) is proper due to proposition 7.6.3 item 2. It follows thatx̂(s) is strictly
proper andŷ(s) is proper. Clearly, propositon 7.2.4 implies that the inverse Laplace
transform of(û(s), x̂(s), ŷ(s)) is the unique initial solution of LCS(A, B, C, D) with
initial statex0.

2: Let (û(s), x̂(s), ŷ(s)) be the Laplace transform of the unique initial solution of
LCS(A, B, C, D) with initial statex0. Proposition 7.2.4 implies that̂u(s) and ŷ(s)

are proper and̂x(s) is strictly proper. Then, the impulsive part of the initial solu-
tion (uimp, ximp, yimp) is of the form(u0δ, 0, y0δ) whereu0 = lims→∞ û(s) and
y0 = lims→∞ ŷ(s). It is clear from (7.5a)-(7.5c) and proposition 7.6.3 item 2 that
(uh

imp, xh
imp, yh

imp) converges to(uimp, 0, yimp) ash tends zero. 2

7.6.3 Order complementarity problem

In this subsection, an infinite dimensional version of the LCP will be considered. This
so-calledorder complementarity problem (OCP) has strong relations to (the regular
parts of) the solutions of LCS on one hand. On the other, it is possible to embed the
discretizations obtained from the backward Euler time-stepping method in the OCP.

To be specific, we briefly recall OCP for the function spaceL2(0, τ ). More details
on the OCP can be found in [22].

Problem 7.6.4 (OCP(q, T )) Givenq ∈ Lm
2 (0, τ ) andT : Lm

2 (0, τ ) → Lm
2 (0, τ ),

find z ∈ Lm
2 (0, τ ) such that

z(t) ≥ 0 (7.7a)

q(t) + (T z)(t) ≥ 0 (7.7b)
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for almost allt ∈ [0, τ ] and

〈z, q + T z〉 = 0. (7.7c)

�

If z satisfies (7.7), we say thatz solvesOCP(q, T ). In this case, we sometimes also
state that(z, w) solvesOCP(q, T ), wherew = q + T z.

Note that the conditions given in item 3 of definition 7.2.5 may be equivalently
written as

ureg(t) ≥ 0 (7.8a)

yreg(t) ≥ 0 (7.8b)

for almost allt ∈ [0, τ ] and

〈ureg, yreg〉 = 0. (7.8c)

Hence, by associating the operatorT(A,B,C,D) defined by

(T(A,B,C,D)u)(t) = Du(t) +
∫ t

0
CeA(t−s)Bu(s)ds

to LCS(A, B, C, D), the solutions of LCS(A, B, C, D) can be identified with the
solutions of certain OCPs in the following manner.

Proposition 7.6.5 The following statements hold.

1. If (u, x, y) ∈ Ln
δ (0, τ ) is a solution of LCS(A, B, C, D) on [0, τ ] with initial

state x0, then ureg is the solution of OCP(CeA·x+
0 |[0,τ ], T(A,B,C,D)), where

x+
0 = x0 + Bu0 and uimp = u0δ.

2. If u ∈ Lm
2 ((0, τ )) is a solution of OCP(CeA·x0|[0,τ ], T(A,B,C,D)), then (u, x, y)

is a solution of LCS(A, B, C, D) on [0, τ ] with initial state x0 where

x = eA·x0|[0,τ ] + T(A,B,I,0)u

y = Cx + Du.

�

7.6.4 The time-stepping method in an OCP formulation

The approximations of (7.5) by the backward Euler time-stepping scheme can also
be formulated as the solutions of certainOCP s. To formalize this, we introduce the
operatorsC̃h : R

nNh → R
mNh , D̃h : R

mNh → R
mNh , Rh : Lm

2 (0, τ ) → R
mNh ,
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Qh : R
mNh → R

nNh , andP
j
h : R

jNh → L
j
2(0, τ ) for given τ > 0 andh with

Nh = dτ/he.

C̃h :=




C 0 · · · 0
0 C · · · 0
...

...
...

0 0 · · · C


 D̃h :=




D 0 · · · 0
0 D · · · 0
...

...
...

0 0 · · · D




Rhu := 1

h




∫ h

0 u(s)ds∫ 2h

h
u(s)ds
...∫ τ

(Nh−1)h
u(s)ds




Qh := h




(I − hA)−1B 0 · · · 0
(I − hA)−2B (I − hA)−1B · · · 0

...
...

...

(I − hA)−NhB (I − hA)−Nh+1B · · · (I − hA)−1B




(P
j
h w)(t) := wlj\(l−1)j if t ∈ [(l − 1)h, lh) for l = 1, 2, . . . , Nh.

For ease of reference, we summarize some of the properties of these operators,
which will be needed in the the sequel. Without loss of generality , we can assume that
Nhh = τ .

Proposition 7.6.6 Let v, w ∈ R
mNh and x ∈ R

nNh . The following statements hold.

1. RhP
m
h v = v.

2. v ≥ 0 if and only if P m
h v(t) ≥ 0 for (almost) all t ∈ [0, τ ].

3. 〈P m
h v, P m

h w〉 = h v>w.

4. DP m
h v = P m

h D̃hv.

5. CP n
h x = P m

h C̃hx.

�

Proof. Evident from the definitions ofP j
h , Rh, C̃h andD̃h. 2

It can easily be seen that(ũh, ỹh) solves LCP(̃Chq̃h, D̃h + C̃hQh), where

ũh =




uh
1

uh
2
...

uh
Nh


 , ỹh =




yh
1

yh
2
...

yh
Nh


 , andq̃h =




(I − hA)−1xh
0

(I − hA)−2xh
0

...

(I − hA)−Nhxh
0


 .
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Indeed, LCP(̃Chq̃h, D̃h + C̃hQh) is pieced together fromNh one-step problems of
algorithm 7.3.1 step 4. The following lemma will complete the puzzle by formulating
the approximations as solutions ofOCP s and showing convergence properties of
solutions to a family of OCPs.

Lemma 7.6.7 Let T ′
h = P n

h QhRh and q ′
h = P n

h q̃h. The following statements hold.

1. For all sufficiently small h, (uh
reg, y

h
reg) as given by (7.5) solves OCP(Cq ′

h, D+
CT ′

h).

2. {q ′
h(·)} converges to eA·(x0 + Bu0) with u0 as in item 2 of theorem 7.3.4 as h

tends zero.

3. {T ′
hu

h
reg − T(A,B,I,0)u

h
reg} converges to 0 as h tends zero.

�

Proof.

1: Since(ũh, ỹh) solves LCP(̃Chq̃h, D̃h + C̃hQh), we have

ũh ≥ 0 (7.10a)

ỹh = C̃hq̃h + (D̃h + C̃hQh)ũh ≥ 0 (7.10b)

ũ>
h ỹh = 0. (7.10c)

Note thatuh
reg = P m

h ũh andyh
reg = P m

h ỹh due to (7.5) and the definition ofP m
h . Hence,

(7.10a) and (7.10b) together with proposition 7.6.6 item 2 implies that

uh
reg(t) ≥ 0 andyh

reg(t) ≥ 0 for (almost) allt ∈ [0, τ ], (7.11)

while proposition 7.6.6 items 1, 4 and 5 yield

yhk
reg = P m

k ỹk

= P m
k C̃kq̃k + P m

k D̃kũk + P m
k C̃kQkRkP

m
k ũk

= Cq ′
k + (D + CT ′

k)u
hk
reg. (7.12)

Moreover, we have that

〈uh
reg, y

h
reg〉 = 〈P m

h ũh, P
m
h ỹh〉

= h ũ>
h ỹh

= 0 (7.13)

from proposition 7.6.6 item 3, and (7.10c). Clearly, (7.11), (7.12) and (7.13) imply
that(uh

reg, y
h
reg) solvesOCP(Cq ′

h, D + CT ′
h).
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2: Note that from algorithm 7.3.1 step 5 we have

xh
0 := (I − hA)−1x0 + h(I − hA)−1Buh

0. (7.14)

Let û(s) be the solution of RCP(x0, A, B, C, D) andu0 = lims→∞ û(s). As shown in
the proof of theorem 7.3.4 item 2,huh

0 converges tou0 ash tends zero. Then, (7.14)
implies that

{xh
0} converges tox0 + Bu0 (7.15)

ash tends zero. Note that

q ′
h(t) = (I − hA)−dt/hexh

0.

Hence, from the triangle inequality we get

‖q ′
h(·) − eA·(x0 + Bu0)‖

≤ ‖(I − hA)−d·/hexh
0 − eA·xh

0‖ + ‖eA·xh
0 − eA·(x0 + Bu0)‖

≤ (

∫ τ

0
‖(I − hA)−dt/he − eAt‖2 dt)1/2‖xh

0‖ +

+ (

∫ τ

0
‖eAt‖2 dt)1/2‖xh

0 − (x0 + Bu0)‖.

Since{dt/heh} converges tot ash tends zero, lemma 7.6.2 item 3 and (7.15) reveal
that the right hand side converges to zero.

3: Note that

(T ′
hu

h
reg)(t) =

l∑
p=1

h(I − hA)−(l−p+1)Buh
p

=
l∑

p=1

∫ ph

(p−1)h

(I − hA)−(l−p+1)Buh
pds

and also that

(T(A,B,I,0)u
h
reg)(t) =

l−1∑
p=1

∫ ph

(p−1)h

eA(t−s)Buh
pds +

∫ t

(l−1)h

eA(t−s)Buh
l ds

with l = dt/he. By exploiting the triangle inequality, we get

‖(T ′
hu

h
reg)(t) − (T(A,B,I,0)u

h
reg)(t)‖ ≤

dt/he∑
p=1

∫ ph

(p−1)h

‖(I − hA)−(dt/he−ds/he+1) − eA(t−s)‖‖Buh
p‖ds (7.16)
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since(p − 1)h < s ≤ ph gives p = ds/he. Clearly, {(dt/he − ds/he + 1)h}
converges tot − s ash tends zero. We already know from the hypothesis that‖uh

p‖
is bounded forp 6= 0. Therefore, from lemma 7.6.2 item 3 we can conclude that the
right hand side converges to zero uniformly int on any bounded interval. It follows
that{T ′

hu
h
reg − T(A,B,I,0)u

h
reg} converges to zero inL2(0, τ ) ash tends zero. 2

7.6.5 Convergence of solutions to order complementarity prob-
lems

From the previous subsection, it is obvious that the convergence problem for the time-
stepping method can be reduced to convergence of the solutions of a sequence of
OCPs. The following theorem provides a general framework in which we shall prove
the convergence of the regular parts of the approximations obtained by the backward
Euler time-stepping method. Before stating the theorem, we need to define the concept
of compact operators.

Definition 7.6.8 Let H be a Hilbert space.T : H → H is said to be acompact
operator, if for any weakly convergent sequence{uk} ⊂ H , {T uk} is a (strongly)
convergent sequence. �

Theorem 7.6.9 Let T : Lm
2 (0, τ ) → Lm

2 (0, τ ) be a compact operator and let S :
Lm

2 (0, τ ) → Lm
2 (0, τ ) be a linear continuous nonnegative definite (i.e. 〈v, Sv〉 ≥

0 for all v ∈ Lm
2 (0, τ )) operator. Suppose that there exist sequences {qk} and {Tk}

such that {qk} converges to q and OCP(qk, S + Tk) is solvable for all k. Let zk be
a solution of OCP(qk, S + Tk). If {zk} converges weakly to z and {Tkzk − T zk}
converges to zero then z solves OCP(q, S + T ). �

Proof. In order to prove the theorem, one should show thatz, which is the weak limit
of {zk}, satisfies

z(t) ≥ 0 (7.17a)

q(t) + ((S + T )z)(t) ≥ 0 (7.17b)

for almost allt ∈ [0, τ ] and

〈z, q + (S + T )z〉 = 0. (7.17c)

Sincezk solvesOCP(qk, S + Tk), we have

zk(t) ≥ 0 (7.18a)

qk(t) + ((S + Tk)zk)(t) ≥ 0 (7.18b)
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for almost allt ∈ [0, τ ] and

〈zk, qk + (S + Tk)zk〉 = 0 (7.18c)

for all k. Now, (7.17a) follows from (7.18a) and the weak closedness of the set{v |
v(t) ≥ 0 for almost allt ∈ [0, τ ]} (see [170, theorem 3.12]. Lemma 7.6.1 item 3b and
definition 7.6.8 imply that

{Szk} converges weakly toSz (7.19a)

and

{T zk} converges toT z. (7.19b)

As a consequence of (7.19b), we have

{Tkzk} converges toT z (7.19c)

since{Tkzk − T zk} converges to zero by assumption. The equations (7.19a), (7.19c)
and the convergence of{qk} imply that {qk + (S + Tk)zk} converges weakly toq +
(S +T )z. Hence, (7.17b) follows from (7.18b) and the weak closedness of{v | v(t) ≥
0 for almost allt ∈ [0, τ ]}. Now, it remains to show that (7.17c) holds. Equation
(7.18c) gives

〈zk, Szk〉 = −〈zk, qk + Tkzk〉.
The convergence of{qk} and the weak convergence of{zk}, together with (7.19c) and
lemma 7.6.1 item 3c, imply that

lim
k→∞〈zk, Szk〉 = lim

k→∞ −〈zk, qk + Tkzk〉 = −〈z, q + T z〉.

We also have from (7.17a) and (7.17b) that

〈z, q + (S + T )z〉 ≥ 0.

Thus,

〈z, Sz〉 ≥ −〈z, q + T z〉 = lim
k→∞〈zk, Szk〉. (7.20)

The nonnegative definiteness ofS implies

〈zk − z, S(zk − z)〉 ≥ 0. (7.21)

Since limk→∞〈z, Szk〉 = limk→∞〈zk, Sz〉 = 〈z, Sz〉 due to the fact that{zk} converges
weakly toz and lemma 7.6.1 items 3b and 3c, we get

lim
k→∞〈zk, Szk〉 ≥ 〈z, Sz〉 (7.22)
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by lettingk tend to infinity in (7.21). Together with (7.20), this yields

lim
k→∞〈zk, Szk〉 = 〈z, Sz〉. (7.23)

Combining (7.23), (7.19c), the convergence of{qk} to q and lemma 7.6.1 item 3c
results in

lim
k→∞〈zk, qk + (S + Tk)zk〉 = 〈z, q + (S + T )z〉. (7.24)

Finally, (7.17c) follows from (7.24) and (7.18c). 2

7.6.6 Completing the proof of theorem 7.3.4

The proofs of item 1 and 2 in theorem 7.3.4 have already been shown. The remaining
items will be proven in this subsection.
Proofs for items 3a, 3b and 3c of theorem 7.3.43a: The convergence of impulsive
parts has already been shown in the proof of item 2. Hence, we must show that the claim
about the regular parts holds. By the hypothesis of the theorem, we know that‖uh

reg‖
is bounded for sufficiently smallh. According to lemma 7.6.1 item 1, the existence

of a weakly convergent subsequence of{uhk
reg}, say{uhkl

reg}, is clear. Letureg denote
the weak limit of this subsequence, and also letq ′

hk
andT ′

hk
be defined as in lemma

7.6.7. SinceT(A,B,I,0) is a compact operator (see e.g. [170, exercise 4.15]), it follows

from definition 7.6.8 that{T(A,B,I,0)u
hkl
reg} converges (strongly) toT(A,B,I,0)ureg. Then,

lemma 7.6.7 item 3 implies that

{T ′
hkl

u
hkl
reg} converges toT(A,B,I,0)ureg. (7.25)

Note that

x
hkl
reg = q ′

hkl
+ T ′

hkl
u

hkl
reg (7.26a)

and

y
hkl
reg = Cq ′

hkl
+ (D + CT ′

hkl
)u

hkl
reg. (7.26b)

It is clear from lemma 7.6.7 item 2, (7.26a) and (7.25) that{xhkl
reg} converges toxreg :=

eA·(x0 + Bu0)|[0,τ ] + T(A,B,I,0)ureg. Since{Du
hkl
reg} converges weakly toDureg due

to lemma 7.6.1 item 3b, it follows from lemma 7.6.7 item 2, (7.26b) and (7.25) that

{yhkl
reg} converges weakly toyreg := CeA·(x0 + Bu0)|[0,τ ] + T(A,B,C,D)ureg.

3b: Item 2 of Theorem 7.3.4 (see also the proof) states the convergence of the triple
(u

hk

imp, x
hk

imp, y
hk

imp) to

(uimp, 0, yimp) = (u0δ, 0, y0δ) = (ūimp, x̄imp, ȳimp), (7.27)
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where(ū, x̄, ȳ) ∈ Bm+n+m
δ is the unique initial solution for initial statex0. Hence,

we also have thatyimp = Duimp due toximp = 0. Let us define in the framework of
theorem 7.6.9

• T = T(A,B,C,0),

• S = D,

• ql = Cq ′
hkl

, and

• Tl = CT ′
hkl

.

It can be checked that

• T is compact ( [170, exercise 4.15]),

• S is nonnegative definite (by the hypothesisD ≥ 0),

• {ql} converges toCeA·(x0 + Bu0)|[0,τ ] (from lemma 7.6.7 item 2)

• OCP(ql, S + Tl) is solvable (from lemma 7.6.7 item 1), and

• {Tlu
hkl
reg − T u

hkl
reg} converges to zero (from lemma 7.6.7 item 3).

Then, theorem 7.6.9 implies thatureg solvesOCP(CeA·(x0 +Bu0)|[0,τ ], T(A,B,C,D)).
Due to proposition 7.6.5 item 2,(ureg, xreg, yreg) is a solution of LCS(A, B, C, D) on
[0, τ ] with the initial statex0 + Bu0 (with u0 as in (7.27)), where

xreg = eA·(x0 + Bu0)|[0,τ ] + T(A,B,I,0)ureg

yreg = Cxreg + Dureg.

Equivalently,

ẋreg = Axreg + Bureg + (x0 + Bu0)δ (7.28a)

yreg = Cxreg + Dureg (7.28b)

holds in the distributional sense and

0 ≤ ureg(t) ⊥ yreg(t) ≥ 0 (7.28c)

for almost allt ∈ [0, τ ]. Sinceuimp = u0δ, yimp = Duimp andximp = 0, (7.28a) and
(7.28b) yield

ẋ = Ax + Bu + x0δ (7.29a)

y = Cx + Du (7.29b)
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Clearly, (7.27), (7.29) and (7.28c) imply that(u, x, y) is a solution of LCS(A, B, C, D)

on [0, τ ] with initial statex0.
4: We have already proven that the complete sequence of the impulsive parts

(u
hk

imp, x
hk

imp, y
hk

imp) converges. Note that the sequence of regular parts(u
hk
reg, x

hk
reg, y

hk
reg)

is bounded by assumption. Moreover, following the proof of item 3 above, it is clear

that every converging subsequence(u
hkl
reg, x

hkl
reg, y

hkl
reg) converges to a solution of the

LCS(A, B, C, D) with initial statex0 + Bu0. Since this solution is unique, every
converging subsequence of the bounded sequence of regular parts has the same limit.
Applying theorem 7.6.1 item 2 completes the proof. 2

7.6.7 Some results on LCPs

We will present in this subsection some results on LCPs, that will be needed to prove
the main result (theorem 7.4.1) for linear passive complementarity systems.

Proposition 7.6.10 Let M ∈ R
nxn be a positive definite matrix and zi the unique

solution of LCP(qi, M) for i = 1, 2. Then,

‖z1 − z2‖ ≤ n3/2

µ(M)
‖q1 − q2‖

where µ(M) denotes the smallest eigenvalue of the symmetric part of M , i.e. 1
2(M +

M>). �

Proof. By From Lemma 7.3.10 and proposition 5.10.10 in [47], we have

‖z1 − z2‖∞ ≤ n

µ(M)
‖q1 − q2‖∞. (7.30)

Since‖z‖ ≤ n1/2‖z‖∞ and‖z‖∞ ≤ ‖z‖ for all z ∈ R
n, (7.30) yields

‖z1 − z2‖ ≤ n3/2

µ(M)
‖q1 − q2‖.

2

Using the passivity of(A, B, C, D), we can compute a lower bound onµ(G(h−1))

with G(s) := C(sI − A)−1B + D, that will be useful for the application of proposi-
tion 7.6.10.

Lemma 7.6.11 Consider the matrices A ∈ R
nxn , B ∈ R

nxm, C ∈ R
mxn and D ∈

R
mxm such that assumption 7.2.9 holds and (A, B, C, D) is passive. Let µ(N) denote

the smallest eigenvalue of the symmetric part of a matrix N and define G(s) :=
C(sI − A)−1B + D. The following statements hold.
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1. D ≥ 0.

2. u 6= 0 and u>Du = 0 implies that u>CBu > 0.

3. There exists α > 0 such that µ(D + hCB) ≥ αh for all sufficiently small h.

4. There exists β > 0 such that µ(G(h−1)) ≥ βh for all sufficiently small h.

�

Proof. 1: This is clear from lemma 7.2.8 item 2.
2: Assume thatu 6= 0 andu>Du = 0. We claim that(KB − C>)u = 0, whereK

is a solution of the linear matrix inequalities in lemma 7.2.8 item 2. Suppose it is not
true, i.e.(KB −C>)u 6= 0. Then, there existsx ∈ R

n such thatx>(KB −C>)u > 0.
Hence, for sufficiently smallλ > 0

[
λx

u

]> [
A>K + KA KB − C>
B>K − C −(D + D>)

] [
λx

u

]
=

= λ2x>(A>K + KA)x + 2λx>(KB − C>)u > 0. (7.31)

Obviously, (7.31) contradicts lemma 7.2.8 item 2. Hence,(KB − C>)u = 0 and thus
u>CBu = u>B>KBu > 0, becauseK is positive definite andB has full column
rank.

3: Note thata1 + a2 h ≥ b1 + b2 h for all sufficiently smallh > 0 if and only if
(a1 > b1) or (a1 = b1 anda2 ≥ b2). Since

(u>Du > 0) or (u>Du = 0 andu>CBu ≥ min
v>Dv=0
‖v‖=1

v>CBv)

holds for allu with ‖u‖ = 1 due to items 1 and 2. From this we obtain that for allu

with ‖u‖ = 1

u>Du + h u>CBu ≥ h min
v>Dv=0
‖v‖=1

v>CBv for all sufficiently smallh > 0.

This yields by using [128, property 5.2.2.1(Rayleigh-Ritz theorem)]

µ(D + hCB) = min‖u‖=1
u>(D + hCB)u

≥ h min
v>Dv=0
‖v‖=1

v>CBv

for all sufficiently smallh > 0. Since

min
v>Dv=0
‖v‖=1

v>CBv > 0
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according to item 2, the proof of this part is complete.
4: It is known from matrix theory (see e.g. [128, property 9.13.4.9]) that

µ(N1 + N2) ≥ µ(N1) + µ(N2)

for all square matricesN1 andN2. Hence, we get

µ(G(h−1)) ≥ µ(D + hCB) + h2µ(CA(I − hA)−1B)

≥ βh (from item 3)

for someβ > 0 and all sufficiently smallh. 2

The following auxiliary lemma will be needed in the sequel.

Lemma 7.6.12 Let P = {x ∈ R
n | Ax ≥ b} be a given nonempty polyhedron with

A ∈ R
nxm and b ∈ R

m and let x∗ be equal to arg minx∈P ‖x‖. There exists an index
set J ⊆ n such that x∗ = arg minAJ•x=bJ

‖x‖. �

Proof. Consider the convex quadratic optimization problem

min
Ax≥b

1
2x>x.

The well-known Kuhn-Tucker conditions are necessary and sufficient for this problem
because of its convexity (see for instance [47, section 1.2]), i.e.x∗ is the solution of
the optimization problem above if and only if there exists au ∈ R

m such that

x∗ = A>u

Ax∗ ≥ b

u ≥ 0

u>(Ax∗ − b) = 0.

Take such a vectoru, defineJ = {j | uj > 0} andv = uJ . Then,x∗ satisfies

x∗ = (AJ•)>v (7.32a)

AJ•x∗ = bJ . (7.32b)

Note that (7.32) are necessary and sufficient (Kuhn-Tucker) conditions for the convex
quadratic minimization problem

min
AJ•x=bJ

1
2x>x.

2

To formulate the next lemma, we need to define the concept of a dual cone.
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Definition 7.6.13 For any nonempty setQ ⊂ R
m, the set

{w ∈ R
m | w>v ≥ 0 for all v ∈ Q}

is called thedual cone of Q and denoted byQ∗. �

Lemma 7.6.14 Let M ∈ R
nxn be nonnegative definite and Q = SOL(0, M). We have

the following statements.

1. LCP(q, M) is solvable if and only if q ∈ Q∗,

2. For each q ∈ Q∗, there exists a unique least-norm solution z∗ ∈ SOL(q, M)

such that ‖z∗‖ ≤ ‖z‖ for all z ∈ SOL(q, M),

3. There exists α > 0 such that for all q ∈ Q∗

‖z∗(q)‖ ≤ α‖q‖,
where z∗(q) denotes the least-norm solution (see item 2) of LCP(q, M).

�

Proof. 1-2: These statements follow from [47, cor. 3.8.10 and thm. 3.1.7(c)], respec-
tively, because SOL(q, M) is a nonempty polyhedron whenq ∈ Q∗.

3: Define

α(A) =




0 if A = 0

max
y∈im A

‖y‖=1

min
Ax=y

‖x‖ if A 6= 0

It is well-known that arg minAx=y ‖x‖ = A†y for all y ∈ im A, whereA† denotes the
pseudoinverse ofA (see [127, p.163]). Clearly,y 7→ ‖A†y‖ is a continuous function
on imA, because the pseudoinverse is linear and bounded and thus continuous [127,
p.165]. Then, this mapping achieves its minimum on the set{y | y ∈ im A and‖y‖ =
1}, which is compact. Hence, the quantityα(A) is well-defined for allA. Define

α := √
2 max

J⊆n
max
K⊆3n

α(




I

−IJ c•
M

−MJ•




K•

).

For anyq ∈ Q∗, we know from the items 1 and 2 that LCP(q, M) is solvable and that
there exists a unique least-norm solutionz∗(q). Let J := {j | z∗

j (q) > 0}. Clearly,
P := {v | vJ ≥ 0, vJ c = 0, qJ +MJJ vJ = 0, andqJc+MJcJ vJ ≥ 0} ⊆ SOL(q, M)

andz∗(q) ∈ P . Note thatP is a polyhedron, since it is of the form{v | Av ≥ b} with

A =




I

−IJ c•
M

−MJ•


 andb =




0
0

−q

qJ


 .
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Moreover, it is obvious thatz∗(q) = arg minAv≥b ‖v‖. According to lemma 7.6.12
there exists an index setK ⊆ 3n such thatz∗(q) = arg minAK•v=bK

‖v‖. Thus, we
have‖z∗(q)‖ ≤ α(AK•)‖bK‖. Note that‖bK‖2 ≤ ‖b‖2 ≤ ‖q‖2 + ‖qJ ‖2 ≤ 2‖q‖2

and
√

2α(AK•) ≤ α. Consequently,

‖z∗(q)‖ ≤ α ‖q‖.
2

7.6.8 Proof of theorem 7.4.1

After these preliminary results on LCPs, the proof of the main result on linear passive
complementarity systems is in order. The proof will be based on showing that the
requirements of theorem 7.3.4 are fulfilled this class of linear complementarity systems.

Lemma 7.6.15 Consider LCS(A, B, C, D) such that assumption 7.2.9 holds and the
quadruple (A, B, C, D) is passive. Then LCP(hC(I −hA)−1x̄, G(h−1)) has a unique
solution for each x̄ ∈ R

n and all sufficiently small h (independent of x̄). �

Proof. Lemma 7.6.11 item 4 together with [47, theorem 3.1.6] implies unique solv-
ability for eachx̄ and all sufficiently smallh.
2

Lemma 7.6.16 Consider LCS(A, B, C, D) such that assumption 7.2.9 holds and the
quadruple (A, B, C, D) is passive. Let τ > 0 and Q = SOL(0, D), i.e.

Q = {z ∈ R
m | z ≥ 0, Dz ≥ 0 and z>Dz = 0},

be given. Also let ({uh
k }, {xh

k }, {yh
k }) be produced by algorithm 7.3.1. The following

statements hold for all sufficiently small h.

1. Cxh
k ∈ Q∗ for all k 6= −1.

2. There exists α > 0 independent of x0 such that ‖uh
k‖ ≤ α‖x0‖ for all k 6= 0.

�

Proof.
1: It is evident from (7.4b) and (7.4c) that uh

k solves LCP(Cxh
k , D) whenk 6= −1.

SinceD is nonnegative definite (lemma 7.6.11 item 1), we have thatCxh
k ∈ Q∗ due

to [47, cor. 3.8.10].
2: All inequalities involvingh are meant to hold for all sufficiently smallh,

and α1, α2, . . . , α5 are suitably chosen positive constants in this proof. Note that
LCP(Cxh

k , D) is solvable for allk 6= −1 due to item 1 and [47, corollary 3.8.10]. Let
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u∗ be the least-norm solution of LCP(Cxh
k , D). Clearly,u∗ solves also LCP(Cxh

k −
hC(I − hA)−1Bu∗, G(h−1)). According to proposition 7.6.10, we have

‖uh
k+1 − u∗‖ ≤ m3/2

µ(G(h−1))
‖C(I − hA)−1xh

k − Cxh
k + hC(I − hA)−1Bu∗‖,

since uhk+1 solves LCP(C(I − hA)−1xh
k , G(h−1)) andG(h−1) > 0 for all sufficiently

smallh. By using the triangle inequality and lemma 7.6.11 item 4, we obtain

‖uh
k+1 − u∗‖ ≤ α1

h
‖C[(I − hA)−1 − I ]xh

k‖ + α1‖C(I − hA)−1Bu∗‖.

Note that(I −hA)−1 − I = hA(I −hA)−1. It can be easily verified that lemma 7.6.2
item 2 and lemma 7.6.14 item 3 result in

‖uh
k+1 − u∗‖ ≤ α2‖xh

k‖. (7.33)

Consequently, we get

‖uh
k+1‖ ≤ ‖u∗‖ + ‖uh

k+1 − u∗‖ ≤ α3‖xh
k‖ (7.34)

by applying the triangle inequality and employing lemma 7.6.14 item 3 and (7.33). It
follows that

‖xh
k+1‖ ≤ ‖xh

k‖ + ‖xh
k+1 − xh

k‖
≤ ‖xh

k‖ + ‖[(I − hA)−1 − I ]xh
k + h(I − hA)−1Buh

k+1‖ (from (7.4a))

≤ (1 + α4h)‖xh
k‖. (from lemma 7.6.2 item 2) (7.35)

Since limh→0(1 + α4h)Nh = eα4τ (lemma 7.6.2 item 3), (7.35) implies now that

‖xh
k‖ ≤ α5‖xh−1‖ = α5‖x0‖ (7.36)

for someα5 > 0. Finally, (7.34) and (7.36) establish the desired inequality. 2

After all these preliminaries, we can prove the theorem 7.4.1.
Proof of theorem 7.4.1According to lemma 7.6.15, assumption 7.3.2 holds. Then,
proposition 7.6.3 item 1 implies that RCP(x0, A, B, C, D) has a unique solution, say
(û(s), ŷ(s)). It is known from theorem 5.3.4 thatû(s) is proper. Therefore, bounded-
ness of‖huh

0‖ for all sufficiently smallh follows from proposition 7.6.3 item 2. On
the other hand,D is nonnegative definite due to item 1 of lemma 7.6.11 and

‖uh
reg‖ = (

∫ τ

0
‖uh

reg(t)‖ dt)1/2 ≤ ατ1/2‖x0‖ (7.37)

due to (7.5) and lemma 7.6.16 item 2. Finally, it is known from theorem 7.2.10 that
(u, x, y) is the unique solution on[0, τ ] with initial statex0. As a consequence of
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theorem 7.3.4 item 33c, for any sequence{hk}, which converges zero,{(uhk , yhk )}
converges weakly to(u, y) and {xhk } converges tox. In other words,{(uh, yh)}
converges weakly to(u, y) and{xh} converges tox ash tends zero. 2

7.6.9 Proof of theorem 7.4.2

In this subsection, the continuous dependence of the solution trajectories on the initial
states will be proven as formulated in theorem 7.4.2.

Proof of theorem 7.4.2Let the sequence{x̄k}⊂ R
n converge tōx ∈ R

n. Denote the
solution of LCS(A, B, C, D) on [0, τ ] with the initial states̄xk andx̄ by (uk, xk, yk)

and(u, x, y), respectively. Then, it should be shown that

1. {(uk
imp, xk

imp, yk
imp)} converges(uimp, ximp, yimp),

2. {(uk
reg, y

k
reg)} converges weakly to(ureg, yreg) and{xk

reg} converges (strongly)
to xreg.

1: Let (uk
imp, xk

imp, yk
imp) = (uk

0δ, x
k
0δ, yk

0δ). Also letuk
0(h) andu0(h) be the solutions

of the one-step problems LCP(C(I −hA)−1x̄k, hC(I −hA)−1B +D) and LCP(C(I −
hA)−1x̄, hC(I − hA)−1B + D), respectively. From proposition 7.6.10 and lemma
7.6.11 item 4, we get

‖uk
0(h) − u0(h)‖ ≤ α

h
‖C(I − hA)−1‖ ‖x̄k − x̄‖

for sufficiently smallh. By multiplying the inequality above byh and using lemma
7.6.2 item 2, we obtain

‖huk
0(h) − hu0(h)‖ ≤ α′‖x̄k − x̄‖ (7.38)

for sufficiently smallh. On the other hand, it is already known from the proof of
theorem 7.3.4 item 2 that limh→0 huk

0(h) = uk
0 and limh→0 hu0(h) = u0. Thus, (7.38)

yields

‖uk
0 − u0‖ ≤ α′‖x̄k − x̄‖. (7.39)

Clearly,{uk
0} converges tou0 and thus{uk

imp} converges touimp. Sincexk
imp = 0 and

yk
imp = Duk

imp, it follows that{(uk
imp, xk

imp, yk
imp)} converges to(uimp, ximp, yimp).

2: Observe that(uk
reg, x

k
reg, y

k
reg) and(ureg, xreg, yreg) are the unique solutions of

LCS(A, B, C, D) on [0, τ ] with the initial states̄xk + Buk
0 andx̄ + Bu0, respectively.

Moreover,{x̄k + Buk
0} converges tōx + Bu0 as shown in the proof of item 1 above.

Lemma 7.6.16 item 2 together with (7.37) implies that for someβ > 0 independent
of x̄k + Buk

0, ‖uk
reg‖ ≤ β‖x̄k + Buk

0‖ for all k. This implies that the sequence{uk
reg}
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is bounded, since the sequence{x̄k + Buk
0} is convergent. Hence, there exists at least

one weakly convergent subsequence of{uk
reg} according to lemma 7.6.1 item 3a. Take

any such subsequence of{uk
reg}, say{ukl

reg}. Define

• T = T(A,B,C,0),

• S = D,

• ql = CeA·(x̄k + Buk
0), and

• Tl = T .

It can be checked that

• T is compact ( [170, exercise 4.15]),

• S is nonnegative definite (by lemmma 7.6.11 item 1),

• {ql} converges toCeA·(x̄+Bu0)|[0,τ ] (this follows from‖ql−CeA·(x̄+Bu0)‖ ≤
‖CeA·‖ ‖x̄k − x̄‖)

• OCP(ql, S + Tl) is solvable (from proposition 7.6.5 item 1), and

• {Tlu
kl
reg − T u

kl
reg} = 0.

As a consequence, the sequence{ukl
reg} converges weakly to the solutionureg of

OCP(CeA·(x̄ + Bu0)|[0,τ ], T(A,B,C,D)) according to theorem 7.6.9. Sinceureg is
unique due to proposition 7.6.5 item 2 and theorem 7.2.10, the reasoning above states
that any weakly converging subsequence of{uk

reg} has the same limit. Lemma 7.6.1
item 2 implies now that the whole sequence{uk

reg} converges weakly toureg. Note
that proposition 7.6.5 item 2 and uniqueness of the solutions of LCS(A, B, C, D) yield
that

xk
reg = eA·(x̄k + Buk

0)|[0,τ ] + T(A,B,I,0)u
k
reg (7.40a)

yk
reg = Cxk

reg + Duk
reg (7.40b)

and

xreg = eA·(x̄ + Bu0)|[0,τ ] + T(A,B,I,0)ureg (7.40c)

yreg = Cxreg + Dureg (7.40d)

Then, convergence of{xk
reg} to xreg and weak convergence of{yk

reg} to yreg follow

from (7.40), convergence of{x̄k + Buk
0} to x̄ + Bu0 and compactness ofT(A,B,I,0). 2



Page 202 of 240

7.7. Appendix: LCS with low leading row coefficients 193

7.7 Appendix: LCS with low leading row coefficients

In this appendix, we study the consistency of the backward Euler time-stepping scheme
for linear complementarity systems given by

ẋ(t) = Ax(t) + Bu(t) (7.41a)

y(t) = Cx(t) + Du(t) (7.41b)

0 ≤ u(t) ⊥ y(t) ≥ 0 (7.41c)

satisfying certain additional conditions. To formulate these conditions, we recall some
results from Chapter 3.

Definition 7.7.1 Let (A, B, C, D) be a system with Markov parametersHi , i =
0, 1, 2, . . . defined byH 0 = D andHi = CAi−1B for i = 1, 2, . . . . The lead-
ing row coefficientsρ1, . . . , ρm of (A, B, C, D) are defined forj ∈ m̄ as

ρj := inf {i ∈ N | Hi
j• 6= 0}

with the convention inf∅ = ∞. In case the leading row coefficients are all finite, we
define theleading row coefficient matrix M(A, B, C, D) as

M(A, B, C, D) :=



H
ρ1
1•
...

H
ρm

k•


 . (7.42)

We omit the arguments(A, B, C, D), if they are clear from the context. �

The convergence results in this appendix will be obtained under the following
assumption.

Assumption 7.7.2 The leading row coefficients of(A, B, C, D) satisfyρj ∈ {0, 1}
for all j ∈ m̄, the leading row coefficient matrixM is a P-matrix, andD is nonnegative
definite. �

We would like to use Theorem 7.3.4 to prove the following result.

Theorem 7.7.3 Consider the linear complementarity system (7.41) and assume that
Assumption 7.7.2 holds. Let τ > 0 and x0 ∈ R

n be given. There exists a sequence
{hk} of time steps such that the associated approximations (uhk , xhk , yhk ) (see (7.5))
generated by the backward Euler time-stepping scheme satisfy the following.

• (u
hk
reg, y

hk
reg) converges weakly in Lm+m

2 (0, τ ) to (ureg, yreg).

• x
hk
reg converges in Ln

2(0, τ )-sense to xreg .
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• The sequence {(uhk

imp, x
hk

imp, y
hk

imp)} converges to (uimp, 0, yimp), where the im-
pulsiv part (uimp, yimp) is equal to (u0δ, y0δ) for some u0, y0 ∈ R

m.

• The triple (u, x, y) is a solution of LCS(A, B, C, D) on (0, τ ) with the initial
state x0 in the sense of Definition 7.2.5.

Moreover, if the solution (u, x, y) is unique in the sense of Definition 7.2.5, then the
above three statements hold for any arbitrary sequence of time steps going to zero. �

Uniqueness of the solutions in the sense of Definition 7.2.5 can for instance be
proven for projected dynamical systems for which the underlying dynamics is linear
and the constraint set is a convex polyhedron (under the full rank condition of Chapter 6)
by using the argument as in [147, p.33] and exploiting the full rank condition.

7.7.1 Preliminaries

The following results from [47] will be used in the sequel.

Theorem 7.7.4 Let M ∈ R
k×k be a P-matrix. For any two vectors q and q ′ in R

k ,

‖z − z′‖∞ ≤ c(M)−1‖q − q ′‖∞,

where z and z′ denote the unique solutions to the LCPs (q, M) and (q ′, M), respectively.
The constant c(M) is defined as

c(M) := min‖z‖∞=1
{max

i∈m̄
zi(Mz)i}.

�

Proof. See [47, Thm. 7.3.10(a)]. 2

A lower bound onc(M) is provided by excercise 5.11.19 in [47].

Theorem 7.7.5 Let M ∈ R
m×m be a P-matrix. Define δ(M) := min{σ(MII ) | I ⊆

m̄}, where σ(MII ) denotes the smallest of the real eigenvalues (if any exists) of MII .
Moreover, ξ(M) := maxi 6=j ‖Mij‖. Then, the following inequality is true:

c(M) ≥ δ

(1 + ξ(M)
δ(M)

)2(m−1)
.

�

Proof. Excercise 5.11.19 in [47]. 2
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7.7.2 Proof of the main result

As seen before in this chapter, the resulting LCP that must be solved every time step is
given by

yh
i+1 = C(I − Ah)−1xh

i + [C(
1

h
I − A)−1B + D]uh

i+1 (7.43a)

0 ≤ yh
i+1⊥uh

i+1 ≥ 0. (7.43b)

After computing the solution to this LCP, the state on the next time step can be
calculated from

xh
i+1 = (I − Ah)−1xh

i + (
1

h
I − A)−1Buh

i+1 (7.44)

and a new LCP can be solved again (i := i + 1). The step size is taken constant.
To approximate a solution trajectory on the interval(0, τ ) for initial statex0, we set
xh−1 := x0 and follow the procedure as described above (see algorithm 7.3.1).

We start by proving that the one-step problem is solvable and the solutions are
uniformly bounded.

Theorem 7.7.6 Suppose that (A, B, C, D) satisfies Assumption 7.7.2. Then the fol-
lowing statements hold.

1. LCP(q, C( 1
h
I − A)−1B + D)) has a unique solution for all q ∈ R

m and all
sufficiently small h > 0.

2. For all i ≥ 1 it holds that CK•xh
i ≥ 0 with K := {j ∈ m̄ | ρj = 1}.

3. Let a fixed τ > 0 be given, then there exists an α > 0 such that ‖uh
i ‖ ≤ α‖x0‖

for all i = 1, . . . , d τ
h
e and all sufficiently small h.

4. Let x0 be given. For all sufficiently small h, it holds that ‖huh
0‖ ≤ α for some α.

�

Remark 7.7.7 Note that fori = 0 CK•xh
i ≥ 0 does not necessarily hold. As a

consequence (see the proof of the theorem), the bound given in statement 3 does not
hold for i = 0. According to Chapter 3, the conditionCK•x0 ≥ 0 is equivalent to
x0 being aregular state, i.e. a state from which no re-initialization is required before
smooth continuation is possible. �

Proof. Statement1 will be proven during the proof of statement3. Statement2
follows from the observation thatCK•xh

i+1 = (yh
i+1,)K ≥ 0, becauseDK• = 0.

Without loss of generality we may assume thatK := {i ∈ m̄ | ρi = 1} =
{l +1, . . . , m} for somel ∈ m̄ (otherwise re-arrange the complementarity pairs). Note
that this implies that

M =
(

DKc•
(CB)K•

)
.
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Moreover,G(h−1) can be factorized as

G(h−1) =
(

I 0
0 hI

) (
DKc• + (CB)Kc•h + . . .

(CB)K• + (CAB)K•h + . . .

)
=: 3(h)V (h−1) (7.45)

with limh↓0 V (h−1) = M.
By premultiplying (7.43a) by3−1(h) and observing thatyh

i+1 ≥ 0 if and only if
3−1(h)yh

i+1 ≥ 0, it follows thatuh
i+1 is a solution to (7.43) if and only if it is a solution

to

ỹh
i+1 = 3−1(h)C(I − Ah)−1xh

i + V (h−1)uh
i+1 (7.46a)

0 ≤ ỹh
i+1⊥uh

i+1 ≥ 0, (7.46b)

whereỹh
i+1 is defined as3−1(h)yh

i+1. Note that for sufficiently smallh, V (h−1) is
a P-matrix and consequently, this one-step problem has a unique solution (thereby
proving statement1). To arrive at the boundedness ofuh

i independently ofh, we will
utilize Thm. 7.7.4 and 7.7.5 forV (h−1). Since limh↓0 V (h−1) = M, it follows thatξ
as in Theorem 7.7.5 satisfiesξ(V (h−1)) ≤ α0 for all h sufficiently small. Moreover,
limh↓0 V (h−1) = M implies that the quantityδ(V (h−1)) as in Theorem 7.7.5 satisfies
limh↓0 δ(V (h−1)) = δ(M), because the eigenvalues of a (sub)matrix depend continu-
ously on the entries of the matrix. Hence, there exists an 0< ε < δ(M) such that for
sufficiently smallh, it holds that

0 < α1 := δ(M) − ε ≤ δ(V (h−1)) ≤ δ(M) + ε. (7.47)

Theorem 7.7.5 implies now that

c(V (h−1))−1 ≤
(

1+ ξ(V (h−1))

δ(V (h−1))

)2(m−1)

δ(V (h−1))
≤

(
1+α0

α1

)2(m−1)

α1
=: α2.

This upperbound forc(V (h−1))−1 and Theorem 7.7.4 yield now that for any vector
q in R

k,

‖uh
i+1 − z‖∞ ≤ α2‖3−1(h)C(I − Ah)−1xh

i − q‖∞, (7.48)

wherez denotes the unique solution of the LCP(q, V (h−1)). The idea is to find aq
such thatz = 0 and a suitable bound onuh

i+1 is obtained. Note that

3−1(h)C(I − Ah)−1xh
i =

(
CKc•(I − Ah)−1xh

i

h−1CK•(I − Ah)−1xh
i

)
. (7.49)

If we take (see statement 2 of the theorem)

q =
(

0
h−1CK•xh

i

)
≥ 0,
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it is obvious that the unique solution to LCP(q, V (h−1)) is equal toz = 0. According
to (7.49), there exists anα3 > 0 such that

‖3−1(h)C(I − Ah)−1xh
i − q‖∞ = ‖

(
CKc•(I − Ah)−1

CK•A + CK•A2 h
2 + ..

)
xh
i ‖∞ ≤ α3‖xh

i ‖∞

for all sufficiently smallh. Equation (7.48) implies now that for sufficiently smallh

‖uh
i+1‖∞ ≤ α2α3︸︷︷︸

=:α4

‖xh
i ‖∞. (7.50)

To complete the proof, we have to bound‖xh
i ‖ for all i = 1, 2, . . . , d τ

h
e. By applying

the triangle inequality and using (7.50), we obtain

‖xh
i+1‖∞ ≤ ‖xh

i ‖∞ + ‖xh
i+1 − xh

i ‖∞ ≤
‖xh

i ‖∞ + ‖[(I − hA)−1 − I]xh
i + h(I − hA)−1Buh

i+1‖∞ ≤ (1 + α5h)‖xh
i ‖∞
(7.51)

for someα5 > 0 and all sufficiently smallh. Since limh→0(1+α5h)d τ
h
e = eα5τ , (7.51)

implies that

‖xh
i ‖ ≤ α6‖x0‖ (7.52)

for someα6 > 0 and all sufficiently smallh. The proof is now completed by combining
(7.50) and (7.52).

Statement4 is proven as follows. Denote the unique solution (observe thatG(σ) :=
C(σI − A)−1B + D is a P-matrix for sufficiently largeσ ∈ R) of the rational com-
plementarity problem RCP((C(sI − A)−1x0, C(sI − A)−1B + D)) by (u(s), y(s)).
It can be seen from the results in the beginning of Section 3.5.2 thatu(s) must be
proper. Indeed, since(u(s), y(s)) is a solution to an RCP, there exists an index set
I ⊆ k̄ such thatuIc (s) ≡ 0 anduI (s) = −G−1

II (s)CI•(sI − A)−1x0. By replacing
h by s−1 in the decomposition of (7.45) and using the diagonality of3(s), we obtain
that GII (s) = 3II (s

−1)VII (s) with lims→∞ VII (s) = MII . Invertibility of MII

follows from the fact that its determinant is equal to a principal minor of the P-matrix
M. This means that the rational matrixVII (s) has a proper inverse. Since the inverse
of 3(s−1) has at most a polynomial part of degree one, the expression foruI (s) and
the strict properness ofCI•(sI − A)−1x0 yield thatu(s) is proper.

Since the unique solution(uh
0, yh

0) to LCP(h−1C(h−1I − A)−1x0, C(h−1I −
A)−1B + D) coincides with(h−1u(h−1), h−1y(h−1)) for sufficiently smallh and
u(s) is proper, the result follows. 2

The proof of the main result 7.7.3 in this appendix follows now by combining
theorem 7.3.4 and the theorem we have just proven.
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8

Concluding remarks

8.1 Summary of contributions 8.2 Open problems and ideas for
further research

8.1 Summary of contributions

The contributions in this thesis are oriented towards the fundamental issues for a class
of discontinuous dynamical systems. Questions related to the solution concept, well-
posedness and reliable numerical schemes are, of course, of independent interest. How-
ever, such a rigorous foundation is also indispensable for the analysis of the dynamical
behavior (stability, controllability, observability, etc.) and controller synthesis. The
results presented here can be looked upon as the basis needed for developing systematic
controller design methodologies.

8.1.1 Linear complementarity systems

Specific forms of complementarity systems have been used for a long time in par-
ticular applications such as mechanical systems with inelastic unilateral constraints
and electrical networks with ideal diodes; see for instance the work of Lötstedt [124].
The idea of coupling complementarity conditions to ageneral input/output dynamical
system was first put forward by Van der Schaft and Schumacher [177]. It was noted
in this paper that to formulate complete dynamics for complementarity systems one
needs to specify mode selection rules and jump rules, and on both topics proposals
were formulated. The mode selection rule proposed in [177] is fairly simple (it is
not based on the solution of a complementarity problem), and in the case of several
pairs of complementary variables it leads to results that are not always satisfactory. In
particular, the mode selection rule is not consistent with physical laws for mechanical
systems with impacts. An alternative mode selection rule was proposed in [179] for
nonlinear dynamics in the case of smooth continuations only. However, the rule was
not complete as it did not solve the mode selection problem when impulsive motions
are required. Under the assumption of linear dynamics, the rule proposed in [179] was
extended to general (not necessarily smooth) continuations in Chapter 3 of this thesis.
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In this way, a new class of dynamical systems calledlinear complementarity systems
has been introduced based on the equations

ẋ(t) = Ax(t) + Bu(t) (8.1a)

y(t) = Cx(t) + Du(t) (8.1b)

0 ≤ y(t) ⊥ u(t) ≥ 0. (8.1c)

The definition of this class of dynamical systems and the study of its properties con-
stitute the main contributions of this thesis.

(Linear) complementarity systems have interesting connections to existing research
areas. Firstly, linear complementarity systems can be seen as dynamical extensions of
the linear complementarity problem and form as such a bridge between linear system
theory and mathematical programming. Secondly, the combination of inequalities and
differential equations causes the system description to be of hybrid nature as it contains
both continuous and discrete dynamics. As a consequence, (linear) complementarity
systems form a subclass of hybrid dynamical systems. Thirdly, the equations (8.1a)-
(8.1b) form a standard state space description in input/state/output form. Hence, adding
the complementarity relations means ‘closing the loop’ of a linear control system by
a discontinuous feedback. From this point of view, linear complementarity systems
are related to control theory. Finally, it has been shown that unilaterally constrained
mechanical systems, projected dynamical systems, optimal control problems with in-
equality constraints, electrical networks with diodes and piecewise linear systems allow
a description in terms of the complementarity formalism. Although the complementar-
ity systems seem of a rather specific form at first sight, it turns out that it is a nontrivial
class of dynamical systems with many interesting fields of application.

The links to these existing research fields motivate the study of (linear) complemen-
tarity systems in the sense that the obtained results have a broad range of applications
and may also yield ideas that are extendable to more general classes of hybrid dynamical
systems.

8.1.2 Solution concept

The specification of the dynamics of a linear complementarity system in this thesis
is based on the notion of aninitial solution, which itself uses the impulsive-smooth
distributional theory that has been developed in [83]. To support the contention that
the solution concept that we obtain in this way is physically relevant, we show that
the concept agrees with Moreau’s formulation in case of unilaterally constrained linear
mechanical systems with inelastic impacts. Moreover, the results on electrical net-
works with ideal diodes (Chapter 5) indicate that the solution concept complies with
applications in circuit theory as well.
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8.1.3 Well-posedness

The largest part of this thesis is concerned with the problem of existence and uniqueness
of solutions. Three phenomena have been described that could obstruct the global
existence (i.e. on the interval[0, ∞)) of solutions. A first problem could be that no
initial solution exists from a given initial state (“deadlock”). This means that neither
a smooth continuation nor a re-initialization is possible. In case deadlock can be
excluded and uniqueness of initial solutions is true (for arbitrary initial state), the
system might be calledinitially well-posed. An initially well-posed system does not
necessarily have solutions (starting from a given initial state) on an interval of the form
[0, ε) for someε > 0. The reason is the possible occurrence of a sequence of only re-
initializations taking place at one time instant without convergence of the corresponding
event states. Indeed, in this case it is not possible to define a smooth continuation after
the (infinitely many) jumps. Alocally well-posed system does not display such behavior
by definition and guarantees consequently the existence and uniqueness of solutions
on a time interval with positive length. Finally, a finite (right-)accumulation point of
event times may prevent a locally well-posed system from beingglobally well-posed,
when the left limit of the state variable does not exist at the accumulation point. In this
case the solution cannot be defined beyond the accumulation point. The investigation
of all these phenomena in the context of linear complementarity systems has resulted
in the contributions summarized below.

Lötstedt [124] showed existence and uniqueness ofsmooth continuations for a
class of mechanical complementarity systems. Necessary and sufficient conditions for
local well-posedness of linear complementarity systems with one pair of complemen-
tary variables (“bimodal systems”) were provided by Van der Schaft and Schumacher
in [177]. The same authors gave in [179] a sufficient condition for existence and
uniqueness ofsmooth continuations in real-analytic nonlinear complementarity sys-
tems. The results in this thesis pertain to linear complementarity systems so that all
initial conditions may be considered, including the ones that give rise to impulsive
solutions. A sufficient condition for local well-posedness of systems in this class has
been given. The condition is more general than the one obtained in [179] since there
is no assumption of “uniform relative degree”. Instead, it is required that the lead-
ing row and column coefficient matrices have positive principal minors. From the
proof of this result, we obtained two interesting byproducts. Firstly, the set of regular
states (states from which smooth continuation is possible without re-initialization) has
explicitly been characterized. Secondly, it has been shown that after, at most, one
re-initialization, smooth continuation is possible. In terms of multiplicities, this means
that every event time has, at most, multiplicity one. These results immediately apply
to linear mechanical systems subject to independent unilateral constraints. In addition,
we proved for bimodal systems and linear complementarity systems whose leading
row coefficients are either zero or one that global existence of solutions is guaranteed
under the ‘local well-posedness conditions.’

The conditions for local well-posedness are sufficient and the question arises,
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whether they are necessary as well. We studied this problem for bimodal systems
and Theorem 3.6.10 states theequivalence between “local well-posedness,” “global
well-posedness” and the leading Markov parameter being positive (in this case equiv-
alent to the condition of the leading row and column coefficient matrices having only
positive principal minors). The investigation of well-posedness has been continued
by the study of therational complementarity problem (RCP), which resulted in nec-
essary and sufficient conditions for initial well-posedness. To be specific, we proved
that the existence and uniqueness of an initial solution (or equivalently, the existence
and uniqueness of an allowed re-initialization or a smooth continuation) is equivalent
to unique solvability of a family of linear complementarity problems (LCPs). The
strength of this connection is that dynamical properties of a linear complementarity
system are related to solvability characteristics of static problems for which an extensive
literature is already available. This strength has been demonstrated by showing initial
well-posedness for linear mechanical systems with (possibly dependent) inequality
constraints, linear relay systems and electrical networks with ideal diodes.

In Chapter 5, the results on existence and uniqueness of initial solutions have been
generalized to obtain global existence of solutions and much stronger statements on
uniqueness for linear passive electrical networks with ideal diodes. The passivity of the
underlying state space description has turned out to be an elegant assumption, which
results in detailed information on the nature of the solutions. In addition to proving
global existence of solutions, we have shown that derivatives of Dirac impulses do
not occur in the solution trajectories, that Dirac impulses and discontinuities in the
state variable occur only at the initial timet = 0, and that the set of event times is
right-isolated. The interpretation of the latter result is that for all time instants there
exists a positive length time interval in which the diodes do not change from conducting
to blocking or vice versa. Note that this excludes the existence of left-accumulation
points in the set of event times. Furthermore, we have explicitly characterized the set
of regular states in terms of the dual cone of the solution set to the homogeneous LCP
associated with the ‘feedthrough term’D.

From a more general point of view, the results on existence and uniqueness of
solutions, presented in the thesis, contribute to fill a gap present in hybrid systems
theory in which studies of well-posedness are rare.

8.1.4 Time-stepping methods

In addition to the contributions to the event driven methods by the results on mode selec-
tion (RCP, LCP and LDCP) and re-initialization, the main emphasis – from a numerical
point of view – has been to provide a rigorous mathematical basis for time-stepping.
In particular, we concentrated on the time-stepping method based on the well-known
backward Euler integration formula. In practice, this method has already proven to be
useful for the transient simulation of piecewise linear electrical circuits [20,120,121]
and constrained mechanical systems [125, 140, 155, 192, 194]. The advantages of
the method for linear complementarity systems are that it is straightforward to im-
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plement, and that many algorithms (provided by Lemke [47], Katzenelson [109] and
others [121]) are available to explicitly solve the one-step problems consisting of linear
complementarity problems. However, as illustrated by an example in Chapter 7, one
should not indiscriminately apply time-stepping methods to approximate solutions of
arbitrary linear complementarity systems. Also the hybrid nature of the dynamics and
the fact that the event times are not traced exactly cause the consistency of the method
to be uncertain. As a consequence, it is essential to identify classes of linear comple-
mentarity systems for which consistency of the numerical scheme can be shown. In his
work on the existence of solutions to nonlinear mechanical complementarity systems,
Stewart [192, 193] has shown the convergence of time-stepping approximations for a
suitably chosen sequence of time steps. A similar result has been proven in this thesis
for linear complementarity systems with leading row coefficient matrices being either
zero or one under the condition that the leading row coefficient matrix has only positive
principal minors and the ‘feedthrough term’D is nonnegative definite. A stronger re-
sult has been proven for linear passive complementarity systems (linear passive circuits
with ideal diodes). The main contribution states that for any arbitrary sequence (and
not only one special sequence) of time steps, which tends to zero, the corresponding
approximations converge to the true transient solution of the network model. The same
result holds for the simulation of a class of projected dynamical systems of which the
defining vector field is linear.

8.1.5 Applications and generalizations

In Chapter 2 an overview of several applications of complementarity systems has been
given. In spite of the special form of the complementarity conditions, many interesting
classes of dynamical systems can be described by the complementarity formalism.
This opens many possibilities to transfer and extend results from one subdomain of
complementarity systems to another or even to the whole class.

In Chapter 6 projected dynamical systems, which are used for studying e.g. econom-
ical markets, transportation networks and international trade, have also been rewritten
as complementarity systems. As an interesting bonus, we have obtained a new, and,
in our opinion, more direct proof of the global existence of solutions for thesenonlin-
ear complementarity systems. Obviously, it is very useful to identify many classes of
dynamical systems that allow a complementarity reformulation. The reason is that the
available literature on these systems may serve as a potential source of knowledge to
obtain analysis and design tools for complementarity systems.

8.2 Open problems and ideas for further research

The objective of the final section of the thesis is to indicate open problems, which
should receive further attention in the future. Suggestions for possible starting points
are also presented.
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8.2.1 Nonlinear complementarity systems

This thesis is mainly concerned withlinear complementarity systems. Only Chapter
6 deals with projected dynamical systems, which result in gradient-type complemen-
tarity systems for which the underlying state space description is in general nonlinear.
Although this seems to be the only exception, the results of Chapter 3 allow a direct
generalization to smooth continuations fornonlinear complementarity systems thereby
extending Theorem 3.2 in [179]. We can formulate the following assertion.

Consider the complementarity system

ẋ(t) = f (x(t)) + g(x(t))u(t) (8.2a)

y(t) = h(x(t)) (8.2b)

with complementarity conditions onu andy. Here,f is a mapping fromR
n to R

n, g

from R
n to R

n×k andh from R
n to R

k, which are sufficiently smooth.
Forx0 ∈ R

n we define thei-th leading row coefficientρi(x0) as

ρi(x0) := inf {j ∈ N \ {0} | LgL
j−1
f hi(x0) 6= 0} (8.3)

and the index setJ (x0) as

J (x0) := {j ∈ k̄ | (hj (x0), . . . , L
ρj (x0)−1
f hj (x0)) = 0}, (8.4)

whereL denotes the “Lie-derivative” (see e.g. [151]).

Theorem 8.2.1 Consider the complementarity system (8.2) with f , g and h real-
analytic. Consider x0 ∈ R

n such that the matrix

(Lg•j
L

ρi(x0)−1
f hi(x0))i,j∈J (x0) (8.5)

has only positive principal minors. There exists an ε > 0 such that a unique real-
analytic solution exists on [0, ε) if and only if (hi(x0), . . . , L

ρi(x0)−1
f hi(x0)) is lexico-

graphically nonnegative for all i ∈ k̄. �

This theorem generalizes [179, Thm.3.2] in the sense that a uniform relative degree
(i.e. ρ1(x0) = ρ2(x0) = . . . = ρk(x0)) is not required and the theorem has a ‘local’
character, because only a submatrix of the ‘leading row coefficient matrix’ needs to
have positive principal minors.

However, the above result (like [179, Thm.3.2]) only deals withsmooth continu-
ations and this immediately touches upon one of the most essential problems in the
nonlinear context. The absence of a general formulation of the re-initialization rules
(impulsive motions) is a major open issue for deriving the complete dynamics. Cur-
rently, there is little known about a nonlinear equivalent for the jump spaceTI , which
should describe the “projection directions” of the re-initializations (see Chapter 3) for
nonlinear mode dynamics of the formf (ẋ, x) = 0. This problem needs to be solved
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before a suitable solution concept can be introduced. The interested reader is referred
to [182] for an exposition on this problem. Of course, the study of well-posedness has
to be reconsidered, although it may benefit from the ideas proposed in the thesis. The
problem will naturally be more complex. One reason is the absence of a tool similar
to the rational complementarity problem, which has played a crucial role in much of
the well-posedness results obtained here.

8.2.2 Elastic impact rule

A key motivation for the physical relevance of the solution concept presented in Chapter
3 is the relation to the inelastic impact rule as proposed by Moreau [144] (see also
[31, 139]) for unilaterally constrained mechanical systems. The projection operator
PI , i.e. the projection onto the consistent subspaceVI along the jump spaceTI of
modeI , corresponds to inelastic collisions. As noted in the main text, if modeI is
selected from initial statex0 (i.e. I ∈ S(x0)), x0 is decomposed asx0 = v + t with
v ∈ VI and t ∈ TI . The re-initialized state is then equal toPIx0 = v. A question
that arises is whether the “(partial) mirroring inVI alongTI ” defined by the operator
Qe

Ix0 = v − et corresponds physically to the elastic impact case, where 0< e < 1
denotes the restitution coefficient (as in Newton’s restitution law). In particular, is the
re-initialization for thecompletely elastic impact case governed by the operatorQ1

I

(e = 1)?
One could even go one step further and consider the possibility to specify the

restitution coefficients for every contact separately. To be specific, consider the linear
complementarity system

ẋ =
(

0 I

−M−1K −M−1D

)
︸ ︷︷ ︸

A

x +
(

0
M−1E>

)
︸ ︷︷ ︸

B

u (8.6a)

y = (E 0)︸ ︷︷ ︸
C

x (8.6b)

0 ≤ y ⊥ u ≥ 0 (8.6c)

corresponding to the mechanical system

Mq̈(t) + Dq̇(t) + Kq(t) = 0 subject toEq(t) ≥ 0

as described in Chapter 3. Suppose that the restitution coefficientei is associated to
the constraintEi•q(t) ≥ 0. For the inelastic impact case, the re-initialization is given
by x(0+) = x0 + Bu0, if the impulsive partuimp of the initial solution(u, x , y) for
initial statex0 is equal tou0δ. Sinceu0

i is the multiplier associated with the constraint
Ei•q(t) ≥ 0, one may wonder if the re-initialization defined byx0+∑

i∈k̄(1+ei)B•iu
0
i

makes sense in this context. Of course, in this new setting the questions of well-
posedness have to be reconsidered, although it can be easily established that the ‘initial
well-posedness’ results remain valid with this modified jump rule.
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8.2.3 Global existence

The results in Chapters 3 and 4 describe mainly initial and local well-posedness results.
Only in case of bimodal system, linear complementarity systems with low leading
row coefficients, passive linear complementarity systems, linear relay systems (see
[94, 123]) and projected dynamical systems, we have obtained global well-posedness
results. Hence, a major part of the class of (linear) complementarity systems (being
locally well-posed) is still not covered.

As mentioned before, the problem of extending local existence of solutions to global
existence for linear complementarity systems is caused by accumulations of event
times (Zeno trajectories): the durations of the smooth continuations in the successive
continuous phases get smaller and smaller such that the event times accumulate and
converge to a finite limit. If the state trajectory does not converge, continuation is not
possible beyond the limit of the event times (using the solution concept proposed here).
The proofs of the global existence results are all based on showing that the limit of the
event states does exist in these circumstances. For nonlinear complementarity systems
an extra phenomenon that may obstruct global existence is the occurrence of ‘finite
escape times’ within the continuous phases.

An alternative method to prove global existence is the use of approximations
(e.g. time-stepping or smoothing methods) for the system’s equations. The line of
reasoning to obtain global existence generally consists of proving that the approximat-
ing systems are solvable on an arbitrary time interval, that the solutions converge and
that the limit is a solution to the original system. Such arguments have been used by
Stewart [192, 193] to prove global existence of solutions to unilaterally constrained
mechanical systems. Also in this thesis, similar arguments yield an alternative proof
for global well-posedness for the class of linear passive complementarity systems. In-
deed, the main result on consistency of the backward Euler time-stepping method in
Chapter 7 shows global existence as a byproduct and could replace the (more direct)
reasoning of Chapter 5.

8.2.4 L2-uniqueness

The uniqueness results obtained in the Chapters 3 and 4 state uniqueness in the sense of
the solution concept of Chapter 3. This solution concept is posed in a ‘forward sense’
implying that solutions with left-accumulations of event times as in Example 1.4.4 are
not allowed. This means for Example 1.4.4, that there is only one ‘forward’ solution
starting from the origin. However, adopting anL2-solution concept as in Theorem
5.4.17 results in multiple solutions starting from the origin and consequently,L2-
uniqueness does not hold. Hence, one should distinguish clearly between the possible
concepts of uniqueness.

It is natural to consider time to be asymmetric for hybrid systems. However,
a disadvantage of a system with solutions being only ‘unique in a forward sense’
(and not inL2-sense) is that we can only prove the convergence of asubsequence of
the approximated time functions as obtained from the backward Euler time-stepping
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scheme. Convergence of the whole sequence does not follow as it was the case in
Chapter 7 for linear passive complementarity systems. This problem obstructs, for
instance, the proof of consistency – in the sense of showing convergence of anyarbitrary
sequence of approximating functions – for the numerical scheme applied to linear
complementarity systems with low leading row coefficients.L2-uniqueness was shown
for linear passive complementarity systems and projected dynamical systems, but how
to prove similar results for more general situations remains an open problem. Of
course, other notions of uniqueness (in different function spaces) may be of interest as
well.

8.2.5 Accumulation of event times

As seen in the previous two subsections, right-accumulations of event times may ob-
struct global existence of solutions, while left-accumulations may prevent that the
solution trajectories areL2-unique. It is useful and interesting to characterize the situ-
ations when the phenomenon of accumulation of event times occurs and when it does
not. In the simple case of a bimodal linear complementarity system withD = 0 and
CB positive, the existence of accumulation of event times can be excluded by using a
result from [60] (see [94]). However, we are not aware of any results in other situations.

8.2.6 Moreau’s sweeping process

A widely studied dynamical system is the sweeping process of Moreau [31,139,140].
The sweeping process describes the motion of a particle in a moving set. The motion
of a closed convex set is given by the multi-valued functiont → C(t) with C(t) ⊆ R

n.
The dynamics is described by the first-order differential inclusion [140]

−dx

dt
∈ NC(t)(x(t)), (8.7)

whereNC(t)(x(t)) denotes the (outward) normal cone ofC(t) in the pointx(t) (see
Chapter 6). The inclusion (8.7) describes that the particle is at rest when it is contained
in the interior ofC(t) and is moving only (motion described byx) when it is caught-up
by the boundary ofC(t).

We conjecture that if the moving setC(t) is given by a finite collection of inequal-
ities, i.e.

C(t) = {z ∈ R
n | ci(z, t) ≥ 0 for all i ∈ k̄},

then there are close connections between the sweeping process and complementarity
systems under certain additional conditions. Intuitively, the proofs and additional as-
sumptions must resemble the ones given in Chapter 6 for projected dynamical systems.
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The complementarity system will (probably) look like

ẋ(t) =
k∑

i=1

[∇ci(x, t)]>ui (8.8a)

yi(t) = ci(x, t) (8.8b)

with complementarity conditions on(ui(t), yi(t)). Here we use∇ci(z, t) to denote
the gradient ofci(z, t) with respect toz, which is considered to be a row vector.

The details of this problem still have to be filled in, but it is expected that the material
contained in Chapter 6 and [140] will be of great help. The consequences of such a
connection have to be studied and results from complementarity systems can possibly
be transferred to the sweeping process and vice versa. In particular, an alternative
proof for existence of solutions (similar to the one in Chapter 6) could possibly be
given for the sweeping process. Attention should also be paid to the relations between
the numerical methods for the sweeping process and complementarity systems.

8.2.7 Stability

As indicated in [18], the derivation of general (computationally tractable) methods for
the determination of stability is extremely complicated even for the most elementary
(discrete-time) hybrid systems (see (1.1) above). Also the paper [122] indicates many
open problems in the field of stability ofswitched systems and does not suggest that
the problem of stability is solvable for a broad subclass of switched or hybrid systems.

It is well-known that the stability of all mode dynamics is not sufficient for the
stability of the switching system. Vice versa, the instability of all the modes does not
exclude the stability of the overall system. Hence, the stability problem cannot be
solved by studying properties of the continuous phases separately (except in certain
special cases). New methodologies are needed that incorporate both the switching
logic and the continuous dynamics to access the stability for hybrid systems.

Extensions of Lyapunov methods to switched or hybrid systems are the most pop-
ular. Researchers have tried to obtain conditions for various notions of stability by
using common Lyapunov functions [25, 148, 184, 185], multiple Lyapunov functions
[26, 27, 101, 157], switching based on Lyapunov functions [134], piecewise quadratic
Lyapunov functions [106, 107], convex homogeneous Lyapunov functions [163], and
converse Lyapunov theorems [138]. Of course, the problem of explicitly constructing a
suitable Lyapunov function is often extremely difficult and easily verifiable conditions
are consequently not obtained in this way.

As (linear) complementarity systems have a clear additional structure, one might
be optimistic and believe that efficient methods exist to answer the questions of sta-
bility. The unilaterally constrained mechanical systems and linear passive comple-
mentarity systems can be proven to be stable by using a quadratic Lyapunov functions
(which is a common Lyapunov function for all linear mode dynamics and also the
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re-initializations). Interestingly, this Lyapunov function satisfies both standard con-
tinuous time as well as discrete time (for the projection operators describing the re-
initializations) Lyapunov inequalities. This suggests (as in [106,107]) that parts of the
question of stability of hybrid systems may be brought in the realm of the theory of lin-
ear matrix inequalities. However, the following example indicates that even for special
subclasses of linear complementarity systems, where impulsive motions are absent,
the problem of stability is far from trivial. The problem of determining whether there
exists a matrixF such that the trajectories

ẋ(t) = Ax(t) + B max(0, Fx(t)) (8.9)

of x are square integrable (and consequently, limt→∞ x(t) = 0) cannot be answered by
standard methodologies [95]. This problem is inspired by the control of linear systems
with a positivity constraint on the attainable control values. Only the following rather
simple result has been proven so far.

Theorem 8.2.2 Suppose that (A, B) has scalar input and A has at most one pair of
unstable, complex conjugate eigenvalues. There exists an F such that (8.9) has only
L2-solution trajectories if and only if (A, B) is stabilizable (in the ordinary sense) and
A has no eigenvalues contained in R+ := [0, ∞). �

Although the assumptions of this theorem are rather restrictive, it appears to be very
helpful for the stabilization of surge in compressors [205]. The positivity constraint
in the compressor is due to the control valve that can only attain values between zero
(valve closed) and its maximal capacity (fully open).

Since the problem mentioned above falls within the category of stability problems
for linear complementarity systems, it indicates that the stability problems are, in
general, also difficult for this class. Of course, this renders the development of new
techniques that could (partially) answer stability issues for (specific subclasses) of
complementarity systems both interesting and challenging.

8.2.8 Controller synthesis

Control of hybrid systems is now widely recognized as a key area of research and
investigation, both at a fundamental and at an experimental level. As mentioned in the
introduction, systematic synthesis tools are currently not available for general hybrid
systems. It would therefore be a giant step forwards, if structured design methodologies
could be developed for the subclass of (linear) complementarity systems especially in
view of the possible applications mentioned in Chapter 2.

One possible method could be based on utilizing the results on time-stepping ob-
tained in this thesis and in [192, 193]. For smooth systems it is common practice to
use sampled data control and to design a controller on the basis of a discretized ver-
sion of the system. This methodology can be extended to complementarity systems
(under certain conditions), because accurate discretized models can be obtained by
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time-stepping techniques as shown in this thesis. Since such a discretized model can
be rewritten in a discrete-time piecewise linear description (for which stabilization
and control problems have already been studied before [15, 190]), this opens several
possibilities to controller synthesis for complementarity systems. As a consequence,
it is worthwhile to identify other classes of complementarity systems for which the
backward Euler time-stepping method is consistent. Our conjecture is that for linear
complementarity systems containing derivatives of Dirac impulses in the solution tra-
jectories, the proposed numerical scheme does not generate proper output in general.
The reason is that a derivative of a Dirac impulse cannot be approximated by non-
negative (step) functions. The investigation of new time-stepping methods covering
more general cases is therefore an interesting open problem as well. Currently, the
consistency of the backward Euler time-stepping routine is being investigated for relay
systems.

Other approaches for control design could be categorized as “generalizing” and
“specializing” techniques.Generalizing techniques are related to the extension of
control methods developed for subclasses of complementarity systems. For instance,
the control methods developed for unilaterally constrained mechanical systems in [32]
may also be applicable to electrical networks or piecewise linear systems.Specializing
methodologies aim at applying techniques and concepts used for general hybrid systems
to the class of complementarity systems.

Which methods will be successful is not clear at this moment. However, it is obvious
that complementarity systems – as common meeting ground of several mature research
areas – have the potential to play a major role in developing systematic methods to
overcome analysis and synthesis problems in a wide range of applications. The work
in this thesis forms a step in this direction, as it solves various fundamental problems,
needed for setting up a general system and control theory for complementarity systems.
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Samenvatting

Door technologische ontwikkelingen is belangstelling ontstaan voor de analyse en syn-
these van systemen met zowel een discreet (digitaal) als een continu (analoog) karakter.
Deze zogenaamde “hybride systemen” ontstaan o.a. door tijd-continuë processen te
koppelen aan tijd-asynchrone digitale regelsystemen. Veel gebruiksartikelen (auto’s,
magnetrons, wasmachines, enzovoorts) worden aangestuurd door digitale “embedded
software,” waardoor het gehele proces een systeem is met hybride dynamica. Ook fy-
sische systemen zijn vaak hybride van aard: de beschrijving van mechanische objecten
hangt sterk af van het actief zijn van bepaalde contacten, wrijvingsmodellen maken
duidelijk verschil tussen “slip” en “stick” fasen en elektrische schakelaars als diodes
kunnen zowel geleidend als blokkerend zijn.

De algemeenheid van de bovenstaande voorbeelden maakt duidelijk dat de studie
van hybride systemen vanuit een (te) generiek kader weinig specifieke uitspraken zal
opleveren over de individuele elementen in de modelklasse. Dientengevolge is het ver-
standig een deelklasse te bestuderen met een additionele structuur, die analyse en rege-
laarontwerp wel mogelijk maakt. De keuze dient echter zodanig gemaakt te worden dat
vele praktisch interessante systemen binnen de modelstructuur vallen. De klasse van
(lineaire) complementariteitssystemen voldoet aan de twee genoemde eigenschappen
en vormt dan ook het onderwerp van dit proefschrift. Complementariteitssystemen
bestaan uit differentiaalvergelijkingen, ongelijkheden en logische uitdrukkingen en
kunnen beschouwd worden als de dynamische generalisaties van het “Linear Comple-
mentarity Problem” (LCP) van de mathematische programmering.

Het bestuderen van complementariteitssystemen wordt in hoofdstuk 2 gemotiveerd
door een breed spectrum aan mogelijke applicaties: mechanische systemen met on-
gelijkheidsnevenvoorwaarden, Coulomb wrijving of eenzijdige veren; elektrische net-
werken met diodes; regelsystemen met saturatie-verschijnselen en dode zones; stuks-
gewijs lineaire systemen; “variable structure systems;” relay systemen; hydraulische
processen met kleppen, die stromingen slechts in één richting toelaten; verzamelin-
gen van vergelijkingen afkomstig van optimale besturingsproblemen met toestands-
beperkingen; enzovoort. In hoofdstuk 6 wordt tevens aangetoond, dat de klasse van
geprojecteerde dynamische systemen in het complementariteitsformalisme past.

De eerste essentiële stappen voor het opzetten van een goed gefundeerde theo-
rie voor een klasse van (discontinuë) dynamische systemen zijn het definiëren van
een fysisch relevant oplossingsconcept en de beantwoording van de klassieke vragen
betreffende existentie en uniciteit van oplossingen. Het introduceren van een op-
lossingsconcept voor complementariteitssystemen is een niet-triviale aangelegenheid
als gevolg van de sprongverschijnselen en de verschillende werkgebieden (ook wel
“configuraties” of “discrete toestanden” genoemd), die elk hun eigen karakteristieke
bewegingsvergelijkingen hebben. De definitie van de oplossingstrajecten is dan ook
gebaseerd op de combinatie van een distributioneel en een hybrid kader. De praktische
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waarde van het voorgestelde oplossingsconcept wordt aangetoond door te laten zien
dat de oplossingstrajecten aan algemeen geaccepteerde regels voldoen als gespeci-
ficeerd in de literatuur over o.a. mechanische systemen met botsingsverschijnselen en
schakelende elektrische netwerken.

Een belangrijke kwestie betreft de existentie en uniciteit van oplossingen gegeven
een beginconditie (zgn. goedgesteldheid). Het is verrassend te moeten constateren, dat
dit fundamentele probleem nauwelijks aandacht krijgt in de hybride systeemtheorie. In
dit proefschrift, zullen dan ook verifieerbare condities voor goedgesteldheid van line-
aire complementariteitssystemen afgeleid worden. Goedgesteldheid vormt een eerste
verificatie van het gebruikte model en is dus van onafhankelijk belang. Bovendien
geven zowel het oplossingsconcept als goedgesteldheid de noodzakelijke inzichten,
die belangrijk zijn om vragen over bestuurbaarheid, stabiliteit en regelaarontwerp te
beantwoorden.

In hoofdstuk 4 wordt aangetoond dat de existentie en uniciteit van “initiële oplossin-
gen” van een lineair complementariteitssysteem (gegeven een beginconditie) equivalent
is aan de existentie en uniciteit van oplossingen van een familie van statische LCP’s.
Dit verband is gebaseerd op het gebruik van het “Rational Complementarity Problem,”
een generalisatie van het LCP voor rationale functies. De kracht van deze equivalentie
ligt in de uitgebreide literatuur beschikbaar voor LCP’s, die nu aangewend kan worden
om goedgesteldheidsresultaten voor lineaire complementariteitssystemen te verkrij-
gen. Dit wordt in het proefschrift geïllustreerd aan de hand van mechanische systemen
onder ongelijkheidsnevenvoorwaarden, lineaire relay systemen en lineaire elektrische
netwerken met diodes.

Omdat existentie van initiële oplossingen een oneindig aantal re-initialisaties op
één tijdstip niet uitsluit, kan locale existentie van oplossingen op een tijdsinterval
met positieve lengte niet gegarandeerd worden op grond van de bovengenoemde resul-
taten. In hoofdstuk 3 worden dan ook voldoende voorwaarden voor locale existentie en
uniciteit van oplossingen afgeleid in termen van de positiviteit van de hoofdminoren
van de rijgewijze- en kolomsgewijze kopcoëfficientenmatrices. Deze condities zijn
gebaseerd op het gebruik van een andere variant van het LCP, het zogenaamde “Linear
Dynamic Complementarity Problem.” Een interessant tussenresultaat karakteriseert
de toestanden waarvoor geen re-initialisatie vereist is voordat een gladde voortzetting
kan plaats vinden (zgn. reguliere toestanden). Voor lineaire complementariteitssyste-
men met één complementariteitspaar en dus twee discrete toestanden (zgn. bimodale
systemen), en lineaire complementariteitssystemen met leidende rij indices gelijk aan
nul of een zijn deze “initiële” en “locale” resultaten uitgebreid tot “globale” existentie
van oplossingen.

In hoofdstuk 5 wordt aandacht besteed aan lineaire complementariteitssystemen
waarvoor de onderliggende toestandsmodellen passief zijn, waardoor de systemen
corresponderen met lineaire passieve elektrische netwerken met ideale diodes. De
passiviteitsconditie maakt het mogelijk specifieke eigenschappen van de oplossings-
trajecten te bewijzen. Verder wordt de set van reguliere toestanden expliciet beschreven
m.b.v. de duale kegel van de oplossingsruimte van een homogeen LCP. Het testen of
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een toestand regulier is kan nu geschieden door het bepalen of een zeker LCP oplosbaar
is. Het combineren van al deze resultaten resulteert in globale existentie en uniciteit
van oplossingen in een sterkere zin dan voor algemene lineaire complementariteitssys-
temen.

Naast het formuleren van een oplossingsconcept en de resultaten betreffende goed-
gesteldheid, wordt in dit proefschrift ook aandacht geschonken aan numerieke simulatie
methoden. Dit proefschrift presenteert bijdragen voor o.a. “event-driven” methodie-
ken, die het simulatie-interval beschouwen als de vereniging van disjuncte subinter-
vallen, waarin de discrete toestand (de actieve beperkingen) niet veranderen. Op een
subinterval wordt het systeem beschreven door differentiaal- en algebraïsche vergelij-
kingen, die met standaard integratie routines opgelost kunnen worden (DAE-simulatie).
Gedurende de integratie dienen indicatoren, die het einde bepalen van een subinterval,
gecontroleerd te worden (event-detectie). Vervolgens, moet een nieuwe discrete toe-
stand (mode-selectie) en de re-initialisatie van de continue toestand bepaald worden.
Het voorgestelde oplossingsconcept in dit proefschrift is nauw verbonden met deze
event-driven methodiek en het werk op het gebied van goedgesteldheid heeft dan ook
directe consequenties voor mode-selectie en re-initialisatie.

Een alternatief voor de event-driven methode is de “time-stepping” techniek, die
de systeemvergelijkingen door discrete equivalenten vervangt. Numerieke integratie
formules worden gebruikt om de afgeleiden te benaderen en alle algebraïsche condities
worden voor elke tijdstap opgelegd. Een regelmatig toegepaste methode is gebaseerd
op de “backward Euler” integratie formule, die voor lineaire complementariteitssyste-
men resulteert in het oplossen van een LCP op elke tijdstap. Een fundamentele basis
voor deze “backward Euler time-stepping” methode blijkt noodzakelijk te zijn, omdat er
voorbeelden van lineaire complementariteitssystemen bestaan, waarvoor convergentie
van de benaderingen niet geldt. Een voorbeeld wordt beschreven in hoofdstuk 7. Ook
het feit, dat de tijden, waarop de overgangen tussen de discrete toestanden plaats vin-
den, niet exact getraceerd worden, maakt het onduidelijk of de methodiek consistent is.
Het is dus onverstandig deze methode voor algemene lineaire complementariteitssys-
temen toe te passen zonder enige verificatie vooraf. In hoofdstuk 7 wordt dan ook voor
passieve elektrische netwerken met ideale diodes aangetoond dat de benaderingen naar
de echte oplossing van het netwerkmodel convergeren.

Tijdens het verkrijgen van de beschreven resultaten en in het overzicht van mo-
gelijke applicaties in hoofdstuk 2 worden relaties tussen de deelklassen van comple-
mentariteitssystemen aangegeven. Enerzijds, biedt het vaststellen van de gemeen-
schappelijke structuur voor de verscheidene toepassingsgebieden mogelijkheden voor
generalisatie of transformatie van resultaten van het ene domein naar het andere. An-
derzijds, hebben complementariteitssystemen de potentie om een belangrijke rol te
vervullen in het ontwikkelen van systematische technieken, die analyse en synthese
mogelijk moeten maken voor een breed scala aan toepassingen. Het werk in dit proef-
schrift vormt een stap in die richting, daar het verschillende fundamentele vragen
beantwoordt, die noodzakelijk zijn voor het opzetten van een algemene systeem- en
regeltheorie voor complementariteitssystemen.
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