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Results of dynamic Monte Carlo simulations of a model for CO oxidation on a reconstructing
Pt~100! surface are presented. A comparison is made between simulations that explicitly include
surface diffusion of adsorbed CO and simulations without diffusion. Oscillatory behavior as well as
spatio-temporal pattern formation are studied as a function of system size. In the absence of
diffusion the amplitude of kinetic oscillations decreases with grid size and oscillations are not stable.
Spatio-temporal patterns appear, as expected for an excitable medium. Such patterns become
stabilized by structural substrate defects. The length scale of the patterns is in the order of 10–100
nm, the temporal period of the oscillations is around 200 seconds. Inclusion of diffusion stabilizes
and synchronizes oscillations. Spatio-temporal features now appear with larger spatial dimensions.
© 1998 American Institute of Physics.@S0021-9606~98!00510-8#
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I. INTRODUCTION

Reaction rates on catalytically active metals are c
trolled by the complex interplay of rate constants of the
ementary reaction steps and composition and structure o
surface overlayer. The latter may change with reaction c
ditions, such as the composition of reactant gas phase p
sure and temperature. Mixing of the adsorbed reaction in
mediates often has to be considered non-ideal. Orde
overlayers can appear due to lateral interactions betw
chemisorbed atoms and molecules and surface recons
tions. The consequences of these effects on overall kin
behavior are often very complex. Methods to analyze
effects of surface coverage and surface reconstruction
catalytic activity are therefore an important topic of resear

Recently, methods have become available that en
computation of the elementary rate constants of chem
reactions between adsorbed atoms and molecules. The
based on the use of transition state reaction rate theory
employ potential energy surfaces that can be deduced f
quantum chemical calculations.1–5 Complemented with sta
tistical mechanical methods that solve the many part
problem for the surface, this in principle should make theab
initio prediction of the rate of heterogeneous catalytic re
tions possible, including the phenomena that are the resu
non-ideal mixing behavior in the surface adlayer.

The use of time dependent, or dynamic, Monte Ca
techniques6,7 in surface catalysis has been developed in
cent years.8–12 The advantage of these methods is that
perimentally observed kinetic behavior can be used to c
pare with simulated results. Our goal in this study is to u
5920021-9606/98/108(14)/5921/14/$15.00
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these time dependent Monte Carlo model simulations to a
lyze the microscopic basis of synchronized kinetic oscil
tions and spatio-temporal pattern formations such as foun
the oxidation of CO on platinum single crystal surfaces. T
reaction has been chosen because a wealth of existing ex
mental and theoretical results that exists for this system.13–15

In order to do this, we have developed a model syst
that makes a detailed time dependent Monte Carlo sim
tion of the CO oxidation on a reconstructing surface p
sible. The choice of the reaction types were determined
experimental and theoretical findings on the CO oxidation
platinum single crystals. The choices for the values of
reaction rates were based on the CO oxidation on Pt~100!. In
these experiments, the oxidation rate is found to oscill
in a particular temperature and pressure regime.13–15 This
oscillatory behavior has been ascribed to surfa
reconstruction16,17 that is a function of adlayer composition
Our simulations reproduce the experimental oscillatory
gime as well as the period of the oscillations, and sustain
conclusion that surface reconstructions drive the oscillati
on the Pt~100! surface. Some of the spatio-temporal patte
formations observed in experiments on platinum surfa
were reproduced qualitatively. The length scale of these p
nomena in our simulations, however, is much smaller th
experimentally observed.18,19The length scales appear to d
pend strongly on the inclusion of diffusion in our model.

Many other models have been used for MC simulatio
in the literature and CO oxidation on platinum single crys
surfaces is often used for reference in those studies.
most simple model is the Ziff–Gulari–Barshad~ZGB!
1 © 1998 American Institute of Physics
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5922 J. Chem. Phys., Vol. 108, No. 14, 8 April 1998 Gelten et al.
model,20 which includes only adsorption of CO, dissociativ
adsorption of O2 and reaction between COads and Oads. The
aim of this model was to simulate the kinetic phase tran
tions, observable through the steady state coverages of Cads

and Oads.
Not many Monte Carlo models have been used to sim

late kinetic oscillations in catalysis21–32 and several of these
studies have the problem that they describe oscillations
very small systems of less than two thousand sites.21–23,25In
this study we show that finite size effects will often be o
served on grids with millions of sites and that simulations
small grids only give information on local fluctuations. Mo
els which aimed to simulate the oscillations in CO oxidati
include extra reaction steps which provide the necess
feedback mechanism.

One way to induce these oscillations is by introducing
inert species which blocks surface sites.29,32,33Accumulation
and removal of this species is slow compared to the o
relevant processes. The carbon model,34,35 the oxide
model34–36 and the subsurface oxygen model37,38 are well
known examples of such models.

Some other models include reconstruction of the s
strate surface. MC simulations with these models h
shown irregular oscillations on rather small grids.21,24,39,40

On the basis of the results presented in this paper, it is lik
that these oscillations will vanish on large grids.

Most of the results to be presented here are based
models that do not include a communication mechan
which can provide the necessary feedback for synchron
tion of local oscillators in our model. Especially diffusio
can play a role in this process. Therefore, we will brie
discuss some initial results of simulations which do inclu
diffusion in Sec. IV D and compare them with results o
tained without explicit diffusion.

A main result of this paper is the simulation of cellul
patterns that occur during oscillations. Such patterns h
not earlier been reported from Monte Carlo simulations. D
namic creation of target patterns was also simulated. Fi
size effects of the grids are carefully analyzed and show
extend up to very large grids~millions of sites!. The simula-
tions with diffusion included in the model confirm that di
fusion provides an important synchronization mechanism

II. SIMULATION TECHNIQUE

Several methods can be used to study kinetics of c
lytic reactions theoretically. Mean-field modeling with ord
nary differential equations~ODEs!, for example, is a very
powerful method. Many general features of the CO oxidat
on single crystal surfaces have been investigated thorou
with this method.17,37,38,41–44Extension of the ODE descrip
tion with diffusional terms~reaction-diffusion equations! al-
lows modeling of spatio-temporal pattern formations. Ho
ever, these methods are fundamentally limited in the se
that it always considersaverageenvironments of molecule
or reactive sites.

This approximation is overcome in Monte Carlo~MC!
simulations, where local environments can be specified
actly. Moreover, if we want to simulate the behavior of su
systems stochastically on time scales of chemical reacti
Downloaded 21 Apr 2005 to 131.155.151.26. Redistribution subject to AI
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MC simulation is the only feasible method. In this report, w
use the MC method to study influence of microscopic re
tions and fluctuations on macroscopic or mesoscopic p
nomena.

A current practical limitation of this method is encou
tered when a reaction occurs a lot more often than ot
reactions. In our case, this causes a problem because
diffusion processes cannot be simulated with the size of g
necessary to simulate local synchronization. The reaso
that with increasing diffusion rates, increasingly much co
putation time is spent on diffusion, whereas the reaction
interest to us is CO2 production. The practical limit for the
diffusion rate strongly depends on the complexity of t
model and the grid size. Usually, the diffusion rate for d
namic MC simulations can be up to 100–1000 times fas
than the other reactions in the model.

We distinguish MC simulations from regular cellular a
tomata; in the latter all reactive sites perform transitions s
chronously. This internal synchronization makes these
tomata very suitable for simulation of pattern formation
surfaces, such as rotating spirals and target patterns45,46

However, these patterns are partially a result of the simu
tion method itself. Furthermore, unless the simulati
scheme of the cellular automaton is corrected, these meth
have no physical meaning as they discard the global no
of time in contrast to Monte Carlo simulations where rea
tions occur at the correct time. A more sophisticated use
the MC technique is provided in dynamic Monte Car
~DMC! simulations in which the time dependence is corr
and the behavior of a catalytic system is simulated in r
time. In these simulations, experimental data can be u
directly for comparison or as system parameters.

The simulations used here are of the DMC type. Th
are based on the following master equation:

dPa

dt
5(

b
~Wb→aPb2Wa→bPa!, ~1!

where Pa (Pb) is the probability of finding the system in
configurationa (b). A configuration is an assignment o
particles to a grid which models the catalytically active s
face and the adsorbed particles. An example of such a c
figuration is a square grid of 10310 sites, with an adsorbe
CO molecule on every site. TheW’s are transition probabili-
ties per unit time for various reactions. These may inclu
reactions such as adsorption, desorption, etcetera. In
study theW’s are time independent. We have used thr
equivalent methods to solve this master equation: the
reaction method~FRM!, the variable step size metho
~VSSM! and the random selection method~RSM!.6,7,12 We
will briefly explain these methods.

Suppose that at timet the system is in configurationa.
We may compute the set of all possible reactions. Time
tervals Dta→b are generated for all of these reactions,b
being the configuration of the system after performing
reaction in configurationa. For example,a is an empty grid
of 10310 sites,b is the same grid with a CO molecul
adsorbed on a specific site. From the master equation, we
derive that these time intervalsDta→b have exponential dis-
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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tributions with parametersWa→b . Hence they can be gene
ated according to the following formula:

Dta→b52
1

Wa→b
lnr a→b . ~2!

Here r a→b is a random number selected uniformly in th
interval (0,1) for every transitiona→b. The reaction with
the smallest waiting time is performed, i.e., the configurat
is adapted, and time is incremented byDta→b . The set of
possible reactions is now adapted to account for any re
tions that have become possible or impossible as a resu
the transition. This whole procedure of selecting a react
adapting the configuration and adapting the set of poss
reactions is repeated. This method is called FRM.

In VSSM only one waiting time is generated, accordi
to

Dt52
1

(bWa→b
lnr , ~3!

again withr a random number selected uniformly from~0,1!.
Time is incremented by an amountDt. Next one reaction is
selected from the set of all possible reactions, with a pr
ability proportional to its rateWa→b ~againb is the resulting
configuration of the reaction!. The selected reaction is pe
formed and the set of possible reactions is adapted to take
changes on the grid into account. This procedure is repea

The RSM is used quite often in the literature, althou
mostly without use of correct time dependence. In t
method, a site is selected with probability 1/N, whereN is
the total number of sites. After that, a reaction typei ~e.g.
CO adsorption or desorption! is selected with probability
r i /( i r i , where r i is the rate of reaction typei . When the
selected reaction type is possible on the site, it is execu
After each selection of a site, time is incremented byDt,
which is selected from a fixed distribution 12exp(2Nt(iri):

Dt52
1

N( i r i
lnr . ~4!

An easier way to include real time in RSM is to incr
ment time by a fixed amount given by the mean of equat
~4!. The difference between this method and using equa
~4! washes out after just a few steps. However, one shoul
careful with this simplified method as it can introduce ar
facts when one would want to calculate time-correlat
functions. Also when one would want to simulate with tim
dependent rate constants, the more general RSM~or FRM!
should be used.

FRM and VSSM can be implemented very efficient
because information generated at some time step can b
used at subsequent steps. A detailed analysis of the t
methods and their equivalence is published elsewhere.12 The
advantage of VSSM and RSM over FRM is that the cost
generated transition~reaction! is independent of the size o
the grid used in the simulation, whereas in FRM it scales
the logarithm of the number of grid points. This makes t
method more efficient in memory use and execution ti
than FRM for large grids. The advantage of FRM ov
VSSM is that it is a suitable method to simulate reactio
with time-dependent transition probabilities, as in tempe
Downloaded 21 Apr 2005 to 131.155.151.26. Redistribution subject to AI
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ture programmed desorption experiments. However, we h
not made use of this feature in the work presented here.
advantage of RSM is that is easy to implement and for so
models~or reaction types! it is a very fast method.

Two general-purpose programs have been develope
our groups. One, PIZZAZZ,47 implements FRM, and the
other one, CARLOS,48 implements FRM, VSSM and RSM
In CARLOS, RSM and VSSM can be used for different r
action types within one model, which can speed up the sim
lations considerably. Especially in simulations where
have included diffusion, a speed up by a factor of 2 could
obtained.

Simulating diffusion is one of the major problems in M
simulations. When diffusion is taken into account, the m
often used approaches are to allow a fixed number of di
sion steps after each reaction,40 or relax the configuration to
equilibrium after each reaction.49,50 Another approach is
formed by the class of hybrid models51 in which the effects
of diffusion are treated with a non-Monte Carlo method, e
modeling with ODEs. These approaches are mostly less
pensive than treating diffusion correctly, i.e. by consideri
diffusion as a normal reaction with a certain rate~probabil-
ity!. However, these methods are approximations and
have serious drawbacks like assuming uniform distributio
of adsorbates, even if sites are topologically disconnecte51

We have chosen for the rigorous approach, which has
major drawback that only slow diffusion rates can be us
The advantage of this method is that it is precise.

III. MODEL

A. Description

We have simulated oscillating chemical reactions occ
ring on a catalytically active reconstructing single-crys
surface. As a reference for discussion, we take the CO
dation on the Pt~100! crystal plane. There are few MC stud
ies dedicated to oscillations in CO oxidation rates on sin
crystal surfaces24,26–32and our present model can be viewe
as an extension of some of those models.

In the absence of adsorbates, the top layer of the Pt~100!
surface has a reconstructed hexagonal structure, which
be considered a corrugated~111! surface. Adsorbates such a
CO are known to be able to lift this reconstruction, up
adsorption above a certain threshold coverage.52,53 The sur-
face then transforms into the truncated bulk structure~131
phase!, which is a square lattice. The difference between
sticking coefficients of oxygen on both phases causes
oscillations; because oxygen adsorption is a thousand ti
faster on the 131 phase, CO2 production occurs only on tha
phase. From experiments, it is known that the surface tra
formation from hexagonal into 131 phase and vice vers
switches the system from an unreactive phase into a reac
one, and back. The cause of the transformation lies in
somewhat higher heat of adsorption of CO on the squ
lattice.53,54 Several reports suggest a nucleation and gro
mechanism for this transformation.54–58King and coworkers
suggested a nucleus size around four to five.59,60

Reactions are simulated on a regular grid with perio
boundary conditions. We will model the reconstruction a
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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all other processes on a single grid. The grid consists of
cells with two sites. Labels ‘‘H’’ and ‘‘S’’ on the sites indi-
cate the surface phase~hexagonal and 131, respectively!.
Different neighbor relations hold for the two phases; a s
on the 131 phase has four neighbors, a site on the hexago
phase has three neighbors, as shown in Fig. 1. We indi
the three coordinates of a site with (x, y, s), wherex andy
stand for the coordinates of the unit cell in the directio
indicated in the figure, ands stands for the number of the sit
(s51 or s52!. On the hexagonal grid, all H-labeled sites c
be occupied by adsorbates. Thus, we see that on the hex
nal phase the neighbors of site (0,0,1) have relative coo
nates (0,0,2), (21,0,2) and (0,21,2). The neighbors of site
(0,0,2) have relative coordinates (0,0,1), (1,0,1) a
(0,1,1). On the square lattice the neighbor relations are
ferent. We block one of the sites in this phase. By conv
tion, we block sites 2, which means that this site is not av
able for any adsorbate and merely acts as a label, indica
that site 1 is in the 131 phase. Neighbors of sites 1 hav
relative coordinates (1,0,1), (21,0,1), (0,1,1) and
(0,21,1). Hence, on the square lattice, sites have four ne
bors and on the hexagonal lattice, each site has three ne
bors. Effectively, the two sites of the unit cell correspond
one site on the square lattice.

If we imagine surface metal atoms on the vertices in F
1, we see that, with the neighbor relations as we defi
them, the sites correspond to hollow sites on the hexag
~H labels! and the 131 phase~S labels!. Adsorption of CO
on top sites instead of hollow sites does not have a sig
cant influence on the results described in this report. If
would wish to consider linear~atop! bonding sites instead o
hollow sites, we would need new neighbor relations for
hexagonal phase, because in this case every site ha
neighbors instead of three. This can be done by adsor
species on sites 1 only~never on sites 2!, and using sites 2 a
a phase label on both phases. If we then imagine site 1 t
located on top of the substrate atoms~the vertices in Fig. 1!,
we see that we find a sixfold neighbor relation. This sixfo
symmetry is then accounted for in the reaction specificatio

Note from Fig. 1 that the~square! 131 phase and the
hexagonal phase have different unit vectors. For the sim
tion program, this is not a problem, because it only u
relative coordinates of the sites that are involved in a re
tion. However, in the physical system this implies a mis
between the phases. Furthermore, the hexagonal phase

FIG. 1. Illustration of neighbor relations between the sites. Unit cell bou
aries are indicated with solid lines, site boundaries with dotted lines. T
lines show the neighbor relations on the hexagonal and 131 phases.
Blocked sites are indicated with crossed out labels. For representation
poses, we have drawn the unit cells for the hexagonal phase in an ob
fashion, so that the neighbor relations become more obvious. For the s
lation, only the numerical coordinates (x, y) are important. Unit vectors are
only used for graphical representations.
Downloaded 21 Apr 2005 to 131.155.151.26. Redistribution subject to AI
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20% higher site density than the 131 phase. In the physica
system, the excess platinum atoms are pushed out from
surface during the hexagonal→ 131 reconstruction. These
platinum atoms gather in unreactive islands. The islands
appear in the reverse reconstruction.50 In our simulations,
these effects are ignored. The phase boundaries form no
rier for any reaction in our model, despite the misfit. It
assumed that excess platinum atoms are always availab
prevent macroscopic deformations of the lattice due to
constructions.

We will now briefly describe our model in terms of re
actions between CO and O2, where CO can adsorb on an
desorb from both the square and the hexagonal phase. O2 can
dissociatively adsorb on neighboring unit cells of the 131
phase only~we have set the very low sticking coefficient o
oxygen on the hexagonal phase to zero!. Oxygen atoms are
bound so strongly that associative desorption can be igno
Reactions of the type COads 1 Oads→ CO2,gas can occur
between neighboring unit cells. Finally, reactions are spe
fied which control the surface transformations from hexa
nal into square and vice versa. For the hex→131 recon-
struction, a cluster of five CO adsorbates on neighbor
positions is required.59,60 However, when CO is adsorbed o
a hexagonal site next to a 131 island, this site can be trans
formed into the 131 phase~island growth by trapping!. For
the reverse reconstruction, one empty unit cell is enough
energy is released in this process.

All reactions are specified as a change of the labels
one or more sites. For example, if CO adsorbs on a hexa
nal site, the H label is changed into a CO label. If it adso
on a square site, the S label on site 1 is changed int
‘‘CO,’’ while the S label on site 2 is not changed. Desorptio
of CO changes the label back into an H or S label, depend
on the phase of the grid at that spot. For desorption of
from site 1, site 2 is used as a reference; if it is labelled
desorption leaves an S label, otherwise it leaves an H la
Desorption of CO from site 2~in the hollow site model!
always leaves an H label, as a CO adsorbed on site 2
only be on the hexagonal phase. There is only a limi
number of combinations of labels within a unit cell:~site 1,
site 2!5~S, S! indicates an empty 131 site. ~CO, S! repre-
sents a CO molecule adsorbed on a 131 site and~O, S! is the
same for oxygen. Other possibilities are~H, H!, denoting two
empty hexagonal sites, and~CO, H! and~H, CO!, both indi-
cating a CO adsorbed on a~hexagonal! site with an empty
hexagonal neighbor. The last combination is only possible
the hollow site model. No other combinations are allow
and their occurrence is prevented in the specification of
reactions. A few examples of reactions are sketched in
2.

We require that no more than one CO molecule can
sorb in each unit cell. For the hollow site model, this mea
that for a CO molecule to adsorb on a hexagonal site,
hexagonal nearest neighbor sites must be empty. This
prevents the molecule from adsorbing in quantities lar
than one monolayer~one monolayer being defined as on
adsorbate per surface metal atom!. Neighboring square site
may be occupied by any adsorbate. For adsorption on
square phase, the only requirement is that both sites 1 a

-
k

ur-
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u-
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of a unit cell have label S. CO then adsorbs on site 1.
The rates of the reverse reactions that are not specifie

the model are so slow that they can safely be neglec
Adsorbate diffusion is not included in the model presen
above. The influence of diffusion on our results will be stu
ied separately.61 Only first results from simulations which
include diffusion will be presented in Sec. IV D.

B. Limitations of the model

One of the limitations of our model is that it does n
account correctly for the difference in surface site densi
between the hexagonal and the 131 phase, which is around
20%. In the hollow-site model described in detail above,
site density on the square phase is 50% smaller than on
hexagonal phase. In the top-site model, the site densities
equal.

The maximum adsorbate coverage in our model is
adsorbate per unit cell, which is too high. Formally, a rede
nition of the unit cell size and geometry in our model cou
correct this. A more explicit adaptation of our model can a
be used to correct this limitation, but this would only com
plicate the present discussion. Another way to prevent th
high coverages could be by including explicit lateral intera
tions between adsorbates. In our study, such interactions
ignored. The only way lateral interactions play a role in o
model is through the substrate reconstructions.

FIG. 2. A few examples of reactions as they are specified in our model~a!
CO oxidation reaction in which a CO molecule on the hexagonal ph
reacts with an oxygen atom on the 131 phase,~b! dissociative oxygen
adsorption on two neighboring 131 sites,~c! nucleation. For nucleation
only three H labels are specified to prevent anisotropy. The sites that
no label in the figure may have either an S or an H label.
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In the present model, we have ignored CO adsorption
oxygen precovered areas. From experiments, it is known
CO does adsorb on oxygen covered areas of the Pt~100! crys-
tal, although slower than on a clean surface.62

In order to reduce the number of parameters in o
model, we have ignored anisotropic effects, although an
tropic nucleation and growth has been observed experim
tally on Pt~100!.56,58

A few choices restrict our model to the Pt~100! surface.
First, the symmetry difference between the two phases i
on the reconstructing Pt~100! surface. However, variation o
the symmetry of the phases has little influence on the res
Formally, the symmetry changes as in the reconstruc
Pt~110! surface are not qualitatively different. The Pt~110!
surface has a more complicated geometry to implemen
our model, but this may not alter the qualitative results of o
simulations. However, the choices we made for the nuc
ation reactions, such as nucleus size and nucleus config
tions, are based on the Pt~100! surface, and a differen
choice, e.g. for the Pt~110! surface will influence the result
at least quantitatively, but perhaps also qualitatively. Fina
the choice for the rate parameters of the elementary react
limits our results to a certain crystal plane. The main diffe
ence between the Pt~100! plane and other reconstructin
platinum crystal planes is that the oxygen sticking coeffici
varies more on the Pt~100! plane upon reconstruction. Sev
eral adaptations to our model would be needed to simu
the oscillatory behavior on the Pt~110! surface or any other
single crystal surface. Most of the changes would be in
choice for the rate parameters of the elementary reaction

Diffusion is not incorporated in most of our simulation
Initial results of some simulations which do include diffusio
will be briefly discussed in Sec. IV D. In these simulation
the model included diffusion as a reaction in which CO a
an empty site swap positions: CO1*→* 1CO. The problem
with this approach is that only much slower than realis
diffusion rates can be used. Faster diffusion rates would
quire some sort of hybrid model as in Ref. 51. However
rigorous inclusion of slow diffusion produces interesting r
sults which can be of relevance to high diffusion rates. A
though we shall discuss the effects of diffusion briefly

e

ve
n

since
use
text.
TABLE I. Comparison between experimental parameters and simulation parameters.p stands for pressure,n
for prefactors,Eact for activation energy andS0 for the initial sticking coefficient. In our model, CO adsorptio
occurs on both the hexagonal and the 131 phase, with equal rates. Parameters for O2 ads. are for dissociative
oxygen adsorption on the 131 surface only. Adsorption of oxygen on the hexagonal phase is neglected,
it is a thousand times slower~Refs. 72,73! than on the 13 1 phase. Oxygen desorption does not occur, beca
of the strong bonding of the fragments to the surface. The surface reconstructions are described in the

Reaction psim ~Pa! pexp ~Pa! S0
sim S0

exp Ref.

CO ads. 1.3•1023 ~1–4!•1023 0.8 '0.8 55,72,74
O2 ads. 5-15•1022 2.7•1022 0.1 '0.1 72,73

nsim ~s21) nexp ~s21) Eact
sim ~kJ/mol! Eact

exp ~kJ/mol! Ref.

CO des. 1•1015 ~1–3!•1015 175 117–159 52,53,72,74–76
CO2 prod. 2•1010 1010 84 50–100 77
131→ hex 1•109 - 105 105 76,78
Nucleation 0.03 - 0 ' 0 52,53,74,76
Trapping 0.03 - 0 ' 0 74,76
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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Sec. IV D, this subject is the main topic for another study61

Finally, we stress that this study contains a limit
model description of the CO oxidation on platinum sing
crystal surfaces. Despite the severe limitations of our mo
the simulations will be valuable for the development of mo
realistic models and provide important new insights into
micro-physics behind observed phenomena.

IV. RESULTS

A. Parameter dependence

The experimental values of the elementary rate cons
parameters of the CO oxidation reaction are shown in Ta
I, together with the parameters used in the simulations.
experimental values inserted in the table, are from sin
crystal experiments performed under~ultra! high vacuum
conditions. No parameters were available for the nuclea
and trapping rates, other than the information that the a
vation barriers should be low. The prefactors for these re
tions should be viewed as effective reaction rates, which
assumed to be temperature independent in the temper
range considered. These rates for reconstruction and the

FIG. 3. CO2 production rate~molecules CO2 per Pt atom per second! versus
temperature. The solid line indicates the average rate. In the oscilla
region, two extra, dashed, curves are drawn: one for the maximum rate~top
of oscillations peaks! and one for the minimum rate. The amplitude of th
oscillations in this region is then given by the difference between the
dashed curves. The grid size was 2563256. Larger grids did not change th
plot significantly.
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desorption rate were used as system parameters and
were chosen such that oscillations in the CO2 production rate
were obtained. Values for the temperature and pressure
gime as well as for the oscillation period then automatica
followed. They were not subject to any fitting procedure.

The kinetic behavior of the system strongly depends
temperature, as shown in Fig. 3. Below 400 K, surface p
soning occurs, and hence the CO2 production rate is zero
Poisoning occurs by CO or oxygen, depending on the pa
pressures and the sticking coefficients used at these tem
tures. Between 400 K and 440 K, the CO2 production rate
increases, because of a better balance between CO and
gen coverage. At temperatures higher than 440 K the ave
reaction rate decreases, going to zero at 530 K. Adsorp
limitations are the cause of the decrease in rate. At temp
tures between 470 and 510 K, oscillations are observed.
gradual splitting of the curve in Fig. 3 indicates that we ha
an Andronov–Hopf bifurcation. We will discuss the differe
regions in more detail below.

The most interesting temperature range lies between
and 510 K, since in this region oscillations in the rate
CO2 production occur. An example of such oscillations
shown in Fig. 4. From this figure, we see that the period
oscillation in our simulations lies around 200 seconds. T
period hardly varies with temperature, although it can
varied by changing some of the parameter values.

Oscillations were observed for a wide range of gas pr
sures for CO and O2 adsorption. A minimum O2 pressure of
1.6•1022 Pa was required, and at that pressure, the minim
CO pressure was 2.0•1024 Pa. The maximum CO pressur
for oscillations always was of the order of one tenth of t
oxygen pressure so that the CO adsorption rate was lo
than the O2 adsorption rate~note the sticking coefficients in
Table I!. For the simulations described here, the oscillatio
disappear at CO pressures above 3.5•1023 Pa.

These results agree very well with the experimenta
found data on the oxidation of CO on Pt~100!; at a CO pres-
sure of 1.6•1023 Pa and an oxygen pressure of 2.7•1022 Pa,
an oscillatory region between 460 and 540 K is found,63 with
periods of oscillation between 150 and 250 seconds. Als
the experiments the oscillations disappear when the CO p
sure is larger than about one tenth of the oxygen pressur

ry

o

at
FIG. 4. Example of simulated oscillations in the production rate of CO2 ~left! and its power spectrum averaged over 10 simulation runs. SimulationsT
5 490 K, grid size5 102431024 unit cells. Turn over numbers~TON! are in reactions per Pt atom per second. pO2

5 15.6•1022 Pa,n~1 3 1→ hex! 5

1.6•109 s21, Eact~1 3 1→ hex! 5 105 kJ/mol. The other rate parameters are as in Table I. No diffusion was included.
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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FIG. 5. ~Color!. Series of snapshots of a simulation grid of 102431024 unit cells, illustrating the observed synchronization mechanism. A number of rea
fronts arise due to CO desorption~A!. When they have grown to full width, they collide~B!, and extinguish one another~C!. After this, an almost
homogeneously transformed hexagonal phase results. On this surface, CO concentration builds up again, after which transformation into the 131 phase occurs
~D!. Red areas indicate oxygen on a 131 phase, blue areas indicate CO on a 131 phase. Yellow areas are empty hexagonal unit cells and green~mixed yellow
and blue! areas show where CO is adsorbed on the hexagonal phase. Cellular structures very similar to picture~C! have been observed experimentally o
Pt~110! surfaces~Ref. 19!.
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the experiments just mentioned, the oscillations disappe
at CO pressures above 3.6•1023 Pa.

The surface changes in the following way during t
oscillations. When a simulation is started on an empty grid
the hexagonal phase, the only possible reaction is CO
sorption. At a certain coverage, nuclei will be formed a
then the surface starts to convert into the 131 phase, a pro-
cess we shall call thetransformation stage. Oxygen cannot
adsorb on this phase yet, because empty sites on the31
phase have to be created by CO desorption. However, o
two neighboring CO molecules desorb, oxygen can ads
on this spot and when this happens, it will react with neig
boring CO. The sites vacated in this reaction will be pref
entially occupied by oxygen~the O2 adsorption rate exceed
that of CO!, which will again react with neighboring CO
This way, a reaction front starts to propagate over the s
face. A picture of such a front can be seen in Fig. 5. We w
call this the reactive stage. Behind the front, there is no
much CO present, and oxygen adsorption will compete w
131 → hex transformation. Because O2 adsorption is not
possible on the hexagonal phase, the surface will now slo
transform back into the hexagonal phase, a process we
indicate with therecovery stage. On the hexagonal phase
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only CO can adsorb and we are at the beginning of a n
cycle, which starts with the transformation stage.

The completion of a cycle strongly depends on the ra
chosen for the different reactions and reaction conditio
For example, when the temperature is too high, the sys
will be kept in the recovery stage: CO adsorption and
sorption are in equilibrium, with a CO coverage that is t
low to convert the whole surface into the 131 phase. Oxy-
gen does adsorb frequently and then reacts with CO, but
reactive stage is not entered, because 131 → hex transfor-
mation is too fast, suppressing the auto-catalytic cycle of2

adsorption on vacant sites and subsequent creation of va
cies by reaction with CO. A temperature above 540 K w
keep the CO coverage so low that the system will not e
enter the transformation stage. Choosing the temperature
low causes the system to stay in the reactive stage; patch
O and CO coexist on the lattice, separated by hexago
phase. When CO molecules adsorb on these channels,
can form a bridge between the patches, thus bringing
reactants together. On these coagulated islands, reactio
fast, and at higher temperatures, oxygen would sweep o
the island, followed by transformation into the hexagon
phase. However, at lower temperatures, the 131→ hex re-
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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action is too slow to complete the transformation complet
for the whole island, and as a result, oxygen patches~on 131
phase! remain. On the hexagonal parts, CO can adsorb ag
after which again CO patches on 131 phase can be create
Altogether, CO2 production is high and at steady state b
cause of reaction between islands of reactants, but the
distribution of the patches is not changed. At very low te
peratures~T,400 K!, the surface gets poisoned by either C
or oxygen, dependent of the partial pressures and the stic
coefficients used in this temperature regime. The oscillat
region is shown in Fig. 3, where the rate of CO2 production
is plotted versus temperature. Note the peak at 490 K; at
temperature the oscillations are triggered, resulting in a h
production rate in the reactive stage. The dependence o
amplitude on temperature, shown in Fig. 3 is in excell
agreement with early experiments on CO oxidation
Pt~100! reported by Ertlet al.16

The dependence of the oscillations on the rate const
of the system parameters will be discussed in the follow
paragraphs. The other rate parameters had little influenc
the oscillatory behavior of the system.61

CO desorption is one of the ‘‘triggers’’ for reactio
fronts; on a 131 surface with a very high CO coverag
oxygen cannot adsorb. When two neighboring sites are
pleted by CO desorption, this empty spot can initiate a re
tion front. On small grids, this triggering mechanism is e
sential for obtaining oscillatory behavior. On large grids~512
3 512 unit cells and larger!, this triggering occurs at differ-
ent positions at close intervals, resulting in a complete los
global oscillations because of destructive interference of
many reaction fronts~local oscillators!, unless a synchroni
zation mechanism, e.g. provided by adsorbate diffusion
operational. Choosing different CO desorption rates does
influence the oscillation period.

The model is very sensitive toward the 131→ hex trans-
formation rate. Increasing the rate of this reaction by a fac
of 2 narrows the temperature window in which oscillatio
occur to: 470,T,490 K. Increasing it by a factor of fou
narrows the window down to a small interval around 470
Decreasing the transformation rate narrows the tempera
window too and shifts it upward. A decrease by factor o
shifts the window to 490 K,T,530 K, a decrease by
factor of ten leaves some oscillations around 530 K only

Finally, we studied the influence of the nucleation a
trapping rate on the oscillations, keeping equal rates for b
reaction types. Decreasing or increasing the rates by m
than a factor of 5 stops the oscillations, but for differe
reasons. At a lower rate, reaction fronts start traveling o
the grid before it is completely in the 131 phase. Hexagona
islands still exist, obstructing the reaction front. The react
front, hindered in its motion, will not travel fast enough
that new fronts appear before the whole grid has reac
thus destroying synchronization. At higher nucleation a
trapping rates, the hex→ 131 phase is so rapid, and th
recovery time of the system is so low, that new fronts c
appear closely behind a previous front, which also ends
cillations. The nucleation and trapping rates influence
oscillation periods. Slower rates give longer periods a
higher rates shorter periods.
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A delicate balance between the reaction rate const
determines the behavior of the system. This is illustrated
the fact that in a narrow temperature regime around 490
oscillations are triggered. Also the sensitivity of the oscil
tions to some rate parameters demonstrates this. The nu
of parameters is large and change of one parameter alter
behavior of the system in a non-straightforward manner.

The cause of the oscillations in our simulations is t
surface transformation. Without this transformation, w
would have the Ziff–Gulari–Barshad model20 with finite re-
action rates. It is well known that this model does not exhi
oscillatory behavior.33 Surface reconstruction is not the on
mechanism via which oscillations can be introduced. S
blocking by an inert species in various forms~oxide forma-
tion, carbon segregation! is known to introduce oscillations
as well.29,33 However, none of these other models ha
shown the quantitative agreement in temperature and p
sure range and periods of oscillation with experimental
servations as found with our model. Hence, it appears
the structural transformation is the dominant mechanism
hind the oscillations in CO oxidation on Pt~100! surfaces.

B. Grid size effects and temporal self-organization

The grid size dependence of the average amplitude
the oscillations is shown in Fig. 6. One observes that
oscillation amplitudes of the oscillations~dashed curve! de-
crease to zero with increasing grid size, which is to be
pected for the following reason: the resulting average am
tude ofN independent oscillators, each with a random ph
shift, but equal periods, is proportional to 1/AN due to de-
structive interference. On the large grids we expect multi
reaction fronts present on the grid. Because the numbe

FIG. 6. Grid size dependence of average amplitudes of oscillations at 49
L is the linear dimension of the grid, ranging from 64 to 2048 in this pl
The solid line shows the dependence for the model without diffusion,
dashed line for the model including diffusion, with a diffusion rate const
of 30 ~see Table II!. Lines are only guides to the eye. On small grids, on
one front is present, and oscillations seem synchronized. On large g
multiple fronts appear and local oscillations, which are out of phase,
crease the mean amplitude of the oscillations, until it vanishes forL . 1024
if no diffusion in included. When diffusion is included, the amplitude
constant for large grids. The somewhat higher amplitude on small grid
caused by a finite size effect; a single reaction front does not fit comple
on the grid. Because of that, the most reactive part of the wave cove
large part of the grid which causes higher amplitudes.
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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fronts is proportional to the number of sites,L2, the average
amplitude will depend linearly on 1/L. The task of a synchro
nization mechanism, e.g. diffusion, should be to omit
random phase shift. On small grids, we expect only one fr
at a time to travel across the surface and the amplitude o
oscillations will not depend on grid size.

On first sight, lowering of the CO desorption rate wou
imply a lower rate for the creation of two empty sites
which a new front can be initiated, and hence a higher pr
ability for the presence of a single front on larger grids.
single front always produces synchronized, though perh
irregular, oscillations. However, a ‘‘self-triggering’’ mecha
nism is dominant when CO desorption is slow~or even ab-
sent!. Then after a reaction front has passed over some
of the lattice, the recovery stage starts. During this sta
some oxygen ‘‘contaminants’’ remain. These very sm
oxygen islands~a few atoms! are isolated by the surroundin
hexagonal phase, which enters the transformation stage~CO
coverage has built up, and the surface is transforming
the 131 phase!. When the CO coverage is high enough, t
oxygen can trigger a new reaction wave. Multiple react
fronts are always present on large grids. These reac
fronts are of nanometer to micrometer scale, which is
largest scale we can simulate at present with our metho

Although our results show regular oscillations even
the largest grids we have simulated on~409634096 unit
cells!, the plots of amplitude vs 1/L show that in the absenc
of diffusion, a synchronization mechanism is missing.

The global—global means in this case for the who
grid—oscillations on our simulations grids are produc
when we create circumstances such that the distance bet
the initiated fronts is not larger than the width of the fron
The leading edges of the fronts then meet at a moment w
CO coverage is still low. Almost the whole grid is now in th
reactive stage, and the reactions that occur are mainly
sorption of CO and O2, production of CO2 and 131→hex
transformation. Because of the transformation reactions,
reaction stops: oxygen does not adsorb on the hexag
grid, and depletion of one of the reactants will extinguish
reaction. Subsequently, CO coverage can build up, wher
ter the surface can transform into the square phase, on w
new reaction fronts can be initiated by CO desorption. T
brings us back to the beginning of the cycle. This way,
cillations are synchronized on a local scale, up to grids
102431024 unit cells. One should note that this is not
synchronization mechanism that forces many local osc
tors to oscillate in phase, but rather a mechanism that p
odically annihilates all local oscillations. It is unstable
local disturbances. A more detailed description of t
mechanism is given in Sec. IV C.

When stochastic fluctuations cause part of the grid
produce a few reaction fronts earlier than on the rest of
grid, this part of the grid will enter the recovery stage earli
As a result, a patch will appear which looks ‘‘wiped clean
because this part is in the recovery stage, no reaction fr
are present, whereas the rest of the grid is covered with th
fronts. These other fronts cannot penetrate the ‘‘clean’’ pa
because of the high concentration of hexagonal sites. A
result, the clean patch will grow and pattern formation w
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occur, either in the form of turbulent wave patterns or in t
form of rotating spirals and target patterns. On large gri
the probability for local disturbances to occur will increa
and hence the oscillation amplitudes will vanish on infin
grids. This implies that we observe finite size effects even
our largest grids.

C. Spatio-temporal pattern formation

Several forms of spatio-temporal pattern formation we
observed in our simulations. We discern two types of p
terns: patterns of type I are observedduring oscillations and
patterns of type II are observed understeady statecondi-
tions. Type I patterns observed in experiments include ce
lar patterns and standing waves, type II patterns include
get patterns, spirals and turbulent patterns.18,25Note that both
types of pattern formation may occur under exactly the sa
macroscopic circumstances~temperature, partial pressures!.

The type I pattern formation we have observed are c
lular patterns, as depicted in Fig. 5. These patterns a
manifestation of the front collisions. At many spots on t
grid, reaction waves are initiated. These fronts grow and
certain moment they collide. When small fronts collide at t
moment only part of the surface is covered with fronts, the
fronts can melt together and form a single, larger fro
When most of the surface is covered with fronts, they can
melt together and colliding fronts will extinguish. At tha
moment the cells are at maximum size. Cell walls are form
by oxygen adsorbates and hexagonal~unreactive! phase.
These patterns are qualitatively very similar to experim
tally observed patterns on Pt~110! surfaces.19 As in the ex-
periments, the cells are only observed simultaneously w
global oscillations in CO2 production.

Without diffusion, the cellular structure is not stable.
can only be observed on grids large enough to contain m
tiple cells. The local synchronization mechanism which p
duces the structure breaks down easily on these large g
because local fluctuations grow out and form patterns of t
II. These patterns include target patterns,~double! rotating
spirals and turbulent patterns, as shown in Fig. 7. Tar
patterns and rotating spirals are quite stable. However, w
they grow large enough to cover the whole grid, they int
fere with themselves through the periodic boundary con
tions, which causes them to break down into turbulent p
terns, which are very stable. The stability of target patte
and spirals is increased by omission of the periodic bou
aries. All of the patterns we have observed have also b
reported from experiments for CO oxidation on Pt~110! sur-
faces, be it at larger scale.18,19,64–67Similar patterns on the
Pt~100! surface have not been observed in CO oxidati
although the CO1 NO reaction does show pattern formatio
on this surface.68 MC simulations by Goodmanet al.40 also
have shown appearance of spirals and target patterns.

In target patterns, new reaction fronts emanate regul
from a seemingly fixed spot on the surface. Our simulatio
show that this is only apparently the case. In fact, new fro
are not initiated regularly in time and not at the same plac
all. Concentration gradients of adsorbates and surface ph
stabilize the pattern and cause the apparent periodicity b
in time and place. The mechanism is as follows. First,
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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FIG. 7. ~Color!. Pattern formations during our simulations on grids of 10243 1024 unit cells.~A! Cellular patterns,~B! target patterns,~C! a double spiral,
~D! turbulent patterns. The cellular patterns in this figure were obtained with diffusion. Colors as in Fig. 5.
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target pattern is created by the mechanism described in
IV B. Suppose we start with one ring-shaped reaction fr
as sketched in Fig. 8 together with its concentration profi
We call this front theprimary frontand it was initiated at the
primary spot. At random positions on the surface new fron
Downloaded 21 Apr 2005 to 131.155.151.26. Redistribution subject to AI
ec.
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s.

will be initiated after desorption of two neighboring CO mo
ecules. Fronts that are initiated outside the primary front w
be overtaken and they will melt together with the mu
larger primary front. Now we consider a newly initiated fro
close to the primary front, but inside it. This front can eith
ont inside
FIG. 8. ~Color!. Concentration profiles of adsorbate coverages and surface phases for a single reaction front. Note the initiation of a new reaction fr
the ring. This front is not initiated in the center of the primary front, but will be reshaped into a concentrical circle. Colors as in Fig. 5.
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be generated by desorption of CO or by the self-trigger
mechanism~Sec. VI!. This front will grow in all directions,
however, in the direction of the primary front it will b
slowed down because it is hindered by the increasing c
centration of hexagonal phase~when this concentration is to
high the front will die!. In the opposite direction it is acce
erated because of a decreasing concentration of hexag
phase. Its propagation rate in this direction will be high un
it encounters a high concentration of hexagonal phase, w
is at a certain fixed distance from the primary front. Wh
meanwhile a new front is initiated inside the primary fron
the small fronts will melt together. Thus, each front that
initiated inside the primary front is reshaped into a circ
around the primary center, and after some time it will tra
at a fixed distance from the primary front. Hence we hav
self-organizing process, keeping the pacemaker in place.
front distance, as well as the front width, is determined
the values of the rate constants. At the rate parameter
Table I, the distance is around 200 unit cells, which wo
correspond to ca. 0.05mm on Pt~100!. This is ten to hundred
times smaller than the experimental values18,19,64–67obtained
on Pt~110!.

Target patterns are stabilized by surface inhomogene
with a high higher oxygen affinity. Surface defects have be
proposed to fulfill such a role.18 If we introduce a spot on the
grid which has a higher affinity for oxygen than the rest
the grid, this spot acts as a fixed front initiator. From th
spot, reaction fronts are emanated and front reshaping
concentration gradients again causes apparent period
The spatio-temporal pattern formation created this way
more stable than in the absence of defects. Furthermore
patterns extend more quickly over a large area. This ag
with the observation18 that structural defects on the surfa
can introduce spatio-temporal pattern formation. Howev
our simulations show that structural defects form a stabi
ing, rather than a necessary factor.

Rotating spirals are stabilized by a similar mechanis
and their creation also occurs spontaneously. A small re
tion front spontaneously starts rotating around a ‘‘core
which sometimes meanders across the surface. When sp
are small, their rotating ‘‘head’’ collides with the ‘‘tail’’
which separates the two. The head keeps rotating while ta
reshaped into a circular front. As the spiral grows, both
head and the tail become larger and the spiral can grow
to the size of the grid. Sometimes, the tail starts to curl b
before that time, and a double spiral results. Double spi
have also been reported in the literature, e.g. in Ref.
Again, the length scale of the patterns in our simulations
10–100 times smaller than in experiments.

All type II pattern formations destroy oscillations, resu
ing in steady state CO2 production, as also found in exper
ments by several groups.18,19 One should note that our pa
tern formation is not a consequence of interference across
boundary conditions, as proved by the fact that they are m
stable on larger grids. Furthermore, in one simulation,
have used a grid without periodic boundary conditio
which made spirals more stable and makes it easier for t
to grow ~have more windings!.
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D. Influence of diffusion

Diffusion has been included in our model as an elem
tary reaction which swaps the labels of two neighbori
sites. One of the sites must be empty~S or H label! and the
other site must have a CO label. We have only simula
diffusion with the model in which CO adsorbs on top site
Thus, an example of a reaction would be~CO, S! 1 ~S, S!
→ ~S, S! 1 ~CO, S!, or ~CO, S! 1 ~H, H!→ ~S, S! 1 ~CO,
H!. We have chosen the diffusion rate temperature indep
dent. Diffusion rates are considered to be the same for
hexagonal and the 131 phase and diffusion is not hindere
by phase boundaries. Inclusion of diffusion in our model s
produces oscillations and spatio-temporal pattern formati
in the same temperature regime. In fact, diffusion introdu
few qualitative changes in the behavior of our system. T
changes are briefly discussed below.

First of all, inclusion of diffusion alters the rate param
eters for some elementary reactions at which oscillations
found. The rate parameters used with diffusion are given
Table II. Especially the CO desorption rate constant has to
increased to a value which is more in agreement with exp
mental values. The self-triggering mechanism becomes s
pressed because small oxygen islands now are no longer
lated by hexagonal phase. CO desorption is now the o
trigger for front initiation. Pairs of empty sites created b
desorption now are often separated by diffusion before fr
initiation can occur. We therefore expect CO desorption a
diffusion to influence the period of the oscillations. Inde
this is found; faster CO desorption~enhanced empty pai
creation! causes shorter periods, and faster diffusion~dimin-
ished empty pair creation! causes longer periods. In the lim
of very high diffusion rates~when the mean free path fo
adsorbates is larger than the grid! one would expect the num
ber of empty pairs to become independent of diffusion ra
since diffusion annihilates as well as generates empty
pairs.

A second reason for the longer period with high diff

TABLE II. Values for the rate parameters used in simulations which inclu
diffusion. Symbols as in Table I. The rate constants for diffusion w
chosen temperature independent. At 490 K, at which almost all simulat
were done, the effective normalized rates are, when a diffusion rate of 3
chosen, for CO adsorption: 3.1•1025; for oxygen adsorption: 7.6•1025; for
CO desorption: 2.1•1024; for CO2 production: 4.2•1021; for 131→ hex-
agonal reconstruction: 2.9•1024; for nucleation and trapping: 2.9•1024 and
for diffusion: 5.7•1021.

Reaction psim ~Pa! S0
sim

CO ads. 2.0•1023 0.8
O2 ads. 4•1022 0.1

nsim ~s21) Eact
sim ~kJ/mol!

CO des. 1•1015 159
CO2 prod. 2•1010 84
131→ hex 1.6•109 97
Nucleation 0.015 0
Trapping 0.015 0
Diffusion rate constants 10-50 0
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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sion rates is that the hex→ 131 reconstruction is delayed
because CO-clusters dissolve more rapidly. Together w
the empty pair separation, this causes the recovery stag
which the amount of CO and 131 phase builds up on th
surface, to become longer. This is clearly visible in Fig
from the tails in the CO2 production peaks. Without diffu-
sion, these tails are absent. Initial results indicate that
homogeneous CO coverage prevents formation of 131 nu-
clei until the CO coverage is very high, and reconstruct
then proceeds very fast.

Diffusion synchronizes oscillations on large grids. Th
could be due to the fact that the length scale of the~cellular!
pattern formation has increased, implying that the bre
down of synchronization has shifted to grid sizes which
too large for our simulations. Our first results suggest
other, unexpected way of synchronization, which will be e
plained below.

First of all, during oscillations, the cellular patterns a
still present and they are even more pronounced than with
diffusion. CO molecules inside the cells can diffuse arou
which makes the CO coverage inside the cells more ho
geneous. CO cannot penetrate the cell walls, because
are too reactive. After the cell walls have ‘‘dissolved,’’ whe
the oxygen cell walls have reacted away, CO molecules
suddenly diffuse into neighboring cells. At this stage, c
walls are still present as hexagonal phase, but this forms
barrier for diffusion. From this moment, the recovery sta
begins in which diffusion makes the CO coverage homo
neous across the whole surface, thus erasing the hexag
phase remaining from the cells. At the same time, CO c
erage increases. The surface is still mostly in the hexag
phase, because diffusion delays the hex→ 1 3 1 reconstruc-
tion. This stage becomes longer with increasing diffus
rate. Because this stage is so long, the CO coverage
become homogeneous after each oscillation cycle. N
fronts are generated at random positions and the longer
recovery stage takes, the more fronts are generated bec
of the increased CO coverage~meaning that more CO de
sorption takes place!. As long as reconstruction has not set
yet, all fronts will die from too high concentrations of he
agonal phase. When reconstruction has set in though, g
ing fronts start at random positions and at random mome
in time. These fronts collide and extinguish after which t

FIG. 9. Oscillations in CO2 production rate with diffusion~rate: 30 s21)
included in the model.
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surface is homogenized. Hence, in this mechanism, sync
nization is not achieved by increasing the length scale of
processes on the surface, but by homogenization of the
eragesafter the reactive stage has ended. During the reac
stage, the effect of diffusion is limited to an increase of t
length scale of the patterns. Qualitative differences only
pear after the cell walls have dissolved.

Initial simulations with different diffusion rates sugge
that a power-law dependence holds for the cell sizes and
oscillation period. Further investigations are essential to
termine whether these grow with the same exponent or
and whether this dependence holds in a wide range of di
sion rates. We could then study whether our results can
extrapolated to realistic diffusion rates—which are 105–106

times higher—and study the implications for the sizes of
patterns.

We have observed some type II patterns with the mo
including diffusion. Starting target pattern formation o
curred on a 102431024 grid with diffusion, but these pat
terns were not stable because of interference across
boundaries. Also these patterns seem to grow with hig
diffusion rates. We will need to simulate on larger grids~at
least 204832048 sites! to prevent interference across th
grid boundaries to study the influence of diffusion on th
pattern formation properly.

Finally, we found that with diffusion, the system ha
become much less sensitive to the values of most rate pa
eters, which may be due to the increased synchronizatio
the oscillations.

V. DISCUSSION AND CONCLUSIONS

Without diffusion, our system represents an excita
medium with spatio-temporal pattern formation and unsta
oscillations.69 The stage in which reaction fronts propaga
over the surface, a stage we described as thereactive stagein
Sec. IV A, corresponds to the excited state of the mediu
Although no explicit diffusion is included, spatio-tempor
pattern formation is observed. In contrast, reaction-diffus
models based on ODEs have clearly shown that diffus
terms are necessary to describe pattern formation. The ex
nation of this paradox has been given by e.g. Goodm
et al.40 They have shown that the propagation of our sim
lated fronts can in principle be described by an effect
diffusion constant:

v5aAkeffDeff, ~5!

wherev is the front velocity,keff an effective reaction rate
constant andDeff an effective diffusion constant. In the ab
sence of explicit diffusion,Deff is in our case due to the
reaction-driven front propagation.Deff and keff can be ex-
tracted from simulations with a fitting procedure. Goodm
et al.40 used this approach to study the dependence of w
velocity on diffusion for an adapted Ziff, Gulari and Barsha
~ZGB! model.20

Without diffusion, the main predictions of our model a
pattern formation and oscillations which are synchronized
small grids only. Though these results are interesting from
model point of view and for small particles or surfaces as
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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FEM experiments,70 comparison with experiments is ham
pered because diffusion is absent and the rate for CO des
tion in our simulations is much too slow.

The grid size dependence we find shows that for Mo
Carlo studies on kinetic oscillations one should be very ca
ful in concluding that one has found oscillations. Checki
grid size effects by increasing the grid dimensions by a fac
of two or four is often used, but this is clearly not enoug
Grid size effects should therefore be checked more th
oughly and on much larger grids. Furthermore, our res
suggest that irregular oscillations simulated on sm
grids21,24,39,40will vanish on large grids. The concomitan
pattern formations may have to be attributed to finite g
size effects.

To check this hypothesis, we have reproduced the res
of Ertl’s group21,39 with our model. On the same grids~17
340 and 20378 grids with no periodic boundary condition!
we also found irregular oscillations and wave trains. Ho
ever, these phenomena disappeared completely on larg
riodic grids ~102431024!. Hence we can attribute them t
fluctuations rather than sustained oscillations.

The cellular structures we found in our simulations a
of the same form as those found on Pt~110! surfaces by Rose
et al.19 They are not to be confused with standing waves
Turing structures. In each oscillation cycle, our cells app
at random positions and after each cycle the patterns
erased. This erasure is incomplete when diffusion is abs
which causes the system to ‘‘remember’’ the positions of
cells and new cells have a preference to re-appear at
same position. This memory effect is caused by oxygen r
nants which are isolated by hexagonal phase. Diffusing
molecules find no barrier in this hexagonal phase and
react with the oxygen remnants after diffusion towards the
This completely erases the system’s memory and thus
chronizes oscillations.

The most striking fact of the type II pattern formations
that the pattern formation~both concentrical wave fronts an
rotating spirals! emerge from several fronts which spontan
ously cooperate, despite their random positions and ph
with respect to one another. After creation of the pacema
it is stabilized by a self-stabilizing mechanism. Furthermo
during a simulation, target patterns can change into rota
spirals and vice versa.71 We conclude that no inhomogene
ities, lateral interactions or communication mechanisms o
large length scale are required for any of these effects,
though structural defects on the surface stabilize and
down the patterns. Diffusion or any other synchronizat
mechanism is not required for the pattern formations to
cur. The pattern formation is not an artifact of our simulati
technique nor of our model without diffusion. The small
scale is due to the absence of fast diffusion, but consis
with the excitable nature of our system.

Although realistic diffusion rates cannot be simulat
with the method we are using, valuable information on
role of diffusion can be obtained. The quantitative resu
become more in agreement with experiments; the rate c
stants in the oscillatory regime have more realistic value
the presence of diffusion and the length scales of the pat
formations increases.
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In summary, we have developed a model which includ
detailed elementary reaction steps for the oxidation of CO
single crystal surfaces. Even when no diffusion is incorp
rated, this model reveals many features generally observe
catalytic reactions on single crystal surfaces. These feat
include regular oscillations on a small length scale~up to 1
mm! and several types of spatio-temporal pattern formati
The time scales are in agreement with experimental obse
tions. Incorporation of diffusion introduces a synchronizati
mechanism and increases the length scales of all phenom
increase and more realistic rate parameters can be used
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