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Results of dynamic Monte Carlo simulations of a model for CO oxidation on a reconstructing
Pt(100 surface are presented. A comparison is made between simulations that explicitly include
surface diffusion of adsorbed CO and simulations without diffusion. Oscillatory behavior as well as
spatio-temporal pattern formation are studied as a function of system size. In the absence of
diffusion the amplitude of kinetic oscillations decreases with grid size and oscillations are not stable.
Spatio-temporal patterns appear, as expected for an excitable medium. Such patterns become
stabilized by structural substrate defects. The length scale of the patterns is in the order of 10—100
nm, the temporal period of the oscillations is around 200 seconds. Inclusion of diffusion stabilizes
and synchronizes oscillations. Spatio-temporal features now appear with larger spatial dimensions.
© 1998 American Institute of Physids$0021-960808)00510-§

I. INTRODUCTION these time dependent Monte Carlo model simulations to ana-
) ) ) lyze the microscopic basis of synchronized kinetic oscilla-
Reaction rates on catalytically active metals are cOnjong and spatio-temporal pattern formations such as found in
trolled by the complex interplay of rate constants of the el,q gyidation of CO on platinum single crystal surfaces. This
ementary reaction steps and composition and structure of the, +ion has been chosen because a wealth of existing experi-
surface overlayer. The latter may change with reaction COMental and theoretical results that exists for this systenT.
ditions, such as the composition of reactant gas phase pres- In order to do this, we have developed a model system

sure and temperature. Mixing of the adsorbed reaction mter,[—hat makes a detailed time dependent Monte Carlo simula-

mediates often has to be considered non-ideal. Orderet(|jon of the CO oxidation on a reconstructing surface pos-

overlayers can appear due to lateral interactions betweesnlble_ The choice of the reaction types were determined by

hemisor ms and molecules and surface reconstruc-_ . L
chemisorbed atoms and molecules and surface reconst u.gxperlmental and theoretical findings on the CO oxidation on

tions. The consequences of these effects on overall kineti¢ " . . )
q latinum single crystals. The choices for the values of the

behavior are often very complex. Methods to analyze th _ o
effects of surface coverage and surface reconstruction ofaction rates were based on the CO oxidation ¢h09. In

catalytic activity are therefore an important topic of research:[hese expenments, the oxigation rate is foun_d_to o;cﬂlate
Recently, methods have become available that enablld! & Particular temperature and pressure reginé This
computation of the elementary rate constants of chemicdfScillatory behavior has been ascribed to surface
reactions between adsorbed atoms and molecules. They ar,%con§truct|9FP' that is a function of adlayer composition.
based on the use of transition state reaction rate theory arfdur Simulations reproduce the experimental oscillatory re-

employ potential energy surfaces that can be deduced froime as well as the period of the oscillations, and sustain the
quantum chemical calculations® Complemented with sta- c¢onclusion that surface reconstructions drive the oscillations

tistical mechanical methods that solve the many particlén the PtL00 surface. Some of the spatio-temporal pattern
problem for the surface, this in principle should make abe formations observed in experiments on platinum surfaces
initio prediction of the rate of heterogeneous catalytic reacwere reproduced qualitatively. The length scale of these phe-
tions possible, including the phenomena that are the result gfomena in our simulations, however, is much smaller than
non-ideal mixing behavior in the surface adlayer. experimentally observel§:*° The length scales appear to de-

The use of time dependent, or dynamic, Monte Carlopend strongly on the inclusion of diffusion in our model.
technique$’ in surface catalysis has been developed in re- Many other models have been used for MC simulations
cent year$™? The advantage of these methods is that exdn the literature and CO oxidation on platinum single crystal
perimentally observed kinetic behavior can be used to comsurfaces is often used for reference in those studies. The
pare with simulated results. Our goal in this study is to usamost simple model is the Ziff—Gulari—-Barsha@GB)
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model?° which includes only adsorption of CO, dissociative MC simulation is the only feasible method. In this report, we
adsorption of @ and reaction between G and Qg.. The use the MC method to study influence of microscopic reac-
aim of this model was to simulate the kinetic phase transitions and fluctuations on macroscopic or mesoscopic phe-
tions, observable through the steady state coverages gf;COnomena.
and Qgs- A current practical limitation of this method is encoun-
Not many Monte Carlo models have been used to simutered when a reaction occurs a lot more often than other
late kinetic oscillations in cataly$is3?and several of these reactions. In our case, this causes a problem because fast
studies have the problem that they describe oscillations odiffusion processes cannot be simulated with the size of grids
very small systems of less than two thousand $ite§%°In  necessary to simulate local synchronization. The reason is
this study we show that finite size effects will often be ob-that with increasing diffusion rates, increasingly much com-
served on grids with millions of sites and that simulations onputation time is spent on diffusion, whereas the reaction of
small grids only give information on local fluctuations. Mod- interest to us is C@production. The practical limit for the
els which aimed to simulate the oscillations in CO oxidationdiffusion rate strongly depends on the complexity of the
include extra reaction steps which provide the necessargnodel and the grid size. Usually, the diffusion rate for dy-

feedback mechanism. namic MC simulations can be up to 100-1000 times faster
One way to induce these oscillations is by introducing arthan the other reactions in the model.
inert species which blocks surface sité$?**Accumulation We distinguish MC simulations from regular cellular au-

and removal of this species is slow compared to the othetomata; in the latter all reactive sites perform transitions syn-
relevant processes. The carbon modef the oxide chronously. This internal synchronization makes these au-
modef*~3® and the subsurface oxygen motef are well tomata very suitable for simulation of pattern formation on
known examples of such models. surfaces, such as rotating spirals and target patféffis.
Some other models include reconstruction of the subHowever, these patterns are partially a result of the simula-
strate surface. MC simulations with these models havéion method itself. Furthermore, unless the simulation
shown irregular oscillations on rather small grid€*3%4°  scheme of the cellular automaton is corrected, these methods
On the basis of the results presented in this paper, it is likelyrave no physical meaning as they discard the global notion
that these oscillations will vanish on large grids. of time in contrast to Monte Carlo simulations where reac-
Most of the results to be presented here are based aions occur at the correct time. A more sophisticated use of
models that do not include a communication mechanisnthe MC technique is provided in dynamic Monte Carlo
which can provide the necessary feedback for synchronizg DMC) simulations in which the time dependence is correct
tion of local oscillators in our model. Especially diffusion and the behavior of a catalytic system is simulated in real
can play a role in this process. Therefore, we will briefly time. In these simulations, experimental data can be used
discuss some initial results of simulations which do includedirectly for comparison or as system parameters.
diffusion in Sec. IV D and compare them with results ob- The simulations used here are of the DMC type. They
tained without explicit diffusion. are based on the following master equation:
A main result of this paper is the simulation of cellular
patterns that occur during oscillations. Such patterns have dP,
not earlier been reported from Monte Carlo simulations. Dy- W:% (Wp—.oaPp=WoogP0), @
namic creation of target patterns was also simulated. Finite
size effects of the grids are carefully analyzed and shown t
extend up to very large gridsnillions of siteg. The simula-
tions with diffusion included in the model confirm that dif-
fusion provides an important synchronization mechanism.

Where P, (Pg) is the probability of finding the system in
configurationa (B). A configuration is an assignment of
particles to a grid which models the catalytically active sur-
face and the adsorbed particles. An example of such a con-
figuration is a square grid of 2010 sites, with an adsorbed
CO molecule on every site. TA¥'s are transition probabili-
Several methods can be used to study kinetics of cataies per unit time for various reactions. These may include
lytic reactions theoretically. Mean-field modeling with ordi- reactions such as adsorption, desorption, etcetera. In this
nary differential equation§ODES, for example, is a very study theW’s are time independent. We have used three
powerful method. Many general features of the CO oxidatiorequivalent methods to solve this master equation: the first
on single crystal surfaces have been investigated thoroughlgaction method(FRM), the variable step size method
with this method.”3"3841-4Extension of the ODE descrip- (VSSM) and the random selection meth¢@SM).6"12we
tion with diffusional termgreaction-diffusion equationsl-  will briefly explain these methods.
lows modeling of spatio-temporal pattern formations. How-  Suppose that at timethe system is in configuratioa.
ever, these methods are fundamentally limited in the sens@/e may compute the set of all possible reactions. Time in-
that it always consideraverageenvironments of molecules tervals At,_,; are generated for all of these reactions,
or reactive sites. being the configuration of the system after performing the
This approximation is overcome in Monte Cal®IC)  reaction in configuratiom. For exampleg is an empty grid
simulations, where local environments can be specified exef 10X10 sites, is the same grid with a CO molecule
actly. Moreover, if we want to simulate the behavior of suchadsorbed on a specific site. From the master equation, we can
systems stochastically on time scales of chemical reactionslerive that these time intervalst,,_, ; have exponential dis-

II. SIMULATION TECHNIQUE
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tributions with parameter#/,_, ;. Hence they can be gener- ture programmed desorption experiments. However, we have

ated according to the following formula: not made use of this feature in the work presented here. The
1 advantage of RSM is that is easy to implement and for some

Aty p=—c—Inr, 4. 2) models(or reaction typesit is a very fast method.
Wa—p Two general-purpose programs have been developed in

Herer,_, is a random number selected uniformly in the our groups. One, PIZZAZZ] implements FRM, and the
interval (0,1) for every transitiom— 8. The reaction with  other one, CARLOS? implements FRM, VSSM and RSM.
the smallest waiting time is performed, i.e., the configurationn CARLOS, RSM and VSSM can be used for different re-
is adapted, and time is incremented Ay, .. The set of action types within one model, which can speed up the simu-
possible reactions is now adapted to account for any readations considerably. Especially in simulations where we
tions that have become possible or impossible as a result dfave included diffusion, a speed up by a factor of 2 could be
the transition. This whole procedure of selecting a reactionpbtained.

adapting the configuration and adapting the set of possible ~Simulating diffusion is one of the major problems in MC

reactions is repeated. This method is called FRM. simulations. When diffusion is taken into account, the most
In VSSM only one waiting time is generated, accordingoften used approaches are to allow a fixed number of diffu-
to sion steps after each reactifhor relax the configuration to
equilibrium after each reactidi!:®® Another approach is
At=— ;Inr, 3) formed by the class of hybrid modetsn which the effects
2 W, p of diffusion are treated with a hon-Monte Carlo method, e.g.

again withr a random number selected uniformly frgm1). ~ Modeling with ODEs. These approaches are mostly less ex-
Time is incremented by an amout. Next one reaction is Pensive than treating dlffus_|0n cqrrectly, i.e. by conS|d_er|ng
selected from the set of all possible reactions, with a probdiffusion as a normal reaction with a certain rageobabil-
ability proportional to its rat&V, . ; (againg is the resulting ity). However, these methods are approximations and can
configuration of the reactionThe selected reaction is per- have serious drawbapk§ like assuming 'unlform distributions
formed and the set of possible reactions is adapted to take i adsorbates, even if sites are topologically disconnetted.
changes on the grid into account. This procedure is repeate${/€ have chosen for the rigorous approach, which has the
The RSM is used quite often in the literature, althoughMajor drawback that_ only slow_dlffusu_)n_ rates can be used.
mostly without use of correct time dependence. In this! N€ advantage of this method is that it is precise.
method, a site is selected with probabilityNl/whereN is
the total number of sites. After that, a reaction typee.g. ;1. MODEL
CO adsorption or desorptipris selected with probability
ri/Z;r;, wherer; is the rate of reaction type When the
selected reaction type is possible on the site, it is executed. We have simulated oscillating chemical reactions occur-
After each selection of a site, time is incrementedXy  ring on a catalytically active reconstructing single-crystal
which is selected from a fixed distribution-lexp(=NtZir)):  surface. As a reference for discussion, we take the CO oxi-
dation on the R1L0O0Q) crystal plane. There are few MC stud-
At=— NS -Inr. (4) ies dedicated to oscillations in CO oxidation rates on single
ifi crystal surface$25-32and our present model can be viewed
An easier way to include real time in RSM is to incre- as an extension of some of those models.
ment time by a fixed amount given by the mean of equation  In the absence of adsorbates, the top layer of tkiE0Pt
(4). The difference between this method and using equatiosurface has a reconstructed hexagonal structure, which can
(4) washes out after just a few steps. However, one should blee considered a corrugatétl 1) surface. Adsorbates such as
careful with this simplified method as it can introduce arti- CO are known to be able to lift this reconstruction, upon
facts when one would want to calculate time-correlationadsorption above a certain threshold cover¥géThe sur-
functions. Also when one would want to simulate with time- face then transforms into the truncated bulk struciirel
dependent rate constants, the more general R&VFRM) phase, which is a square lattice. The difference between the
should be used. sticking coefficients of oxygen on both phases causes the
FRM and VSSM can be implemented very efficiently, oscillations; because oxygen adsorption is a thousand times
because information generated at some time step can be raster on the X1 phase, C@production occurs only on that
used at subsequent steps. A detailed analysis of the thrgdhase. From experiments, it is known that the surface trans-
methods and their equivalence is published elsewtfefae  formation from hexagonal into 1 phase and vice versa
advantage of VSSM and RSM over FRM is that the cost peswitches the system from an unreactive phase into a reactive
generated transitiofreaction is independent of the size of one, and back. The cause of the transformation lies in the
the grid used in the simulation, whereas in FRM it scales asomewhat higher heat of adsorption of CO on the square
the logarithm of the number of grid points. This makes thelattice>*°* Several reports suggest a nucleation and growth
method more efficient in memory use and execution timemechanism for this transformatiéfi.>®King and coworkers
than FRM for large grids. The advantage of FRM oversuggested a nucleus size around four to TRA.
VSSM is that it is a suitable method to simulate reactions  Reactions are simulated on a regular grid with periodic
with time-dependent transition probabilities, as in temperaboundary conditions. We will model the reconstruction and

A. Description
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20% higher site density than the<1 phase. In the physical
system, the excess platinum atoms are pushed out from the
surface during the hexagonat 1X1 reconstruction. These
platinum atoms gather in unreactive islands. The islands dis-
appear in the reverse reconstructt8rin our simulations,
these effects are ignored. The phase boundaries form no bar-
FIG. 1. lllustration of neighbor relations between the sites. Unit cell bound-rier for any reaction in our model, despite the misfit. It is
aries are indicated \_Nlth solid I|n_es, site boundaries with dotted lines. Th'°kassumed that excess platinum atoms are always available to
lines show the neighbor relations on the hexagonal amxd hases. . . .
Blocked sites are indicated with crossed out labels. For representation puRI€vent macroscopic deformations of the lattice due to re-
poses, we have drawn the unit cells for the hexagonal phase in an obliqueonstructions.
fashion, so that the neighbor relations become more obvious. For the simu-  \we will now briefly describe our model in terms of re-
lation, only the numerical coordinates, (y) are important. Unit vectors are :
only sed for graphical representations. actions between CO and,Owhere CO can adsorb on and
desorb from both the square and the hexagonal phaseai©®
dissociatively adsorb on neighboring unit cells of thell

all other processes on a single grid. The grid consists of unhase only(we have set the very low sticking coefficient of
cells with two sites. Labels “H” and “S” on the sites indi- ©*XYgen on the hexagonal phase to zefxygen atoms are
cate the surface phagbexagonal and %1, respectively bound_ so strongly that associative desorption can be ignored.
Different neighbor relations hold for the two phases; a siteR€actions of the type Cf + Oags — COzgasCan occur
on the 2x1 phase has four neighbors, a site on the hexagon:QetWee” neighboring unit cells. Finally, reactions are speci-
phase has three neighbors, as shown in Fig. 1. We indicafted which control the surface transformations from hexago-
the three coordinates of a site witk, (y, s), wherex andy ~ hal into square and vice versa. For the hexl X1 recon-
stand for the coordinates of the unit cell in the directionsstruction, a cluster of five CO adsorbates on neighboring
indicated in the figure, anslstands for the number of the site POsitions is required®®°However, when CO is adsorbed on
(s=1 ors=2). On the hexagonal grid, all H-labeled sites can@ hexagonal site next to axll island, this site can be trans-
be occupied by adsorbates. Thus, we see that on the hexad8fmed into the X1 phasefisland growth by trapping For
nal phase the neighbors of site (0,0,1) have relative coordithe reverse reconstruction, one empty unit cell is enough as
nates (0,0,2),41,0,2) and (0 1,2). The neighbors of site €nergy is released in this process.
(0,0,2) have relative coordinates (0,0,1), (1,0,1) and All reactions are specified as a change of the labels on
(0,1,1). On the square lattice the neighbor relations are difone or more sites. For example, if CO adsorbs on a hexago-
ferent. We block one of the sites in this phase. By convenhal site, the H label is changed into a CO label. If it adsorbs
tion, we block sites 2, which means that this site is not availon a square site, the S label on site 1 is changed into a
able for any adsorbate and merely acts as a label, indicatingO,” while the S label on site 2 is not changed. Desorption
that site 1 is in the X1 phase. Neighbors of sites 1 have of CO changes the label back into an H or S label, depending
relative coordinates (1,0,1), —(1,0,1), (0,1,1) and on the phase of the grid at that spot. For desorption of CO
(0,—1,1). Hence, on the square lattice, sites have four neighfrom site 1, site 2 is used as a reference; if it is labelled S,
bors and on the hexagonal lattice, each site has three neigglesorption leaves an S label, otherwise it leaves an H label.
bors. Effectively, the two sites of the unit cell correspond toDesorption of CO from site Zin the hollow site mode!
one site on the square lattice. always leaves an H label, as a CO adsorbed on site 2 can
If we imagine surface metal atoms on the vertices in Figonly be on the hexagonal phase. There is only a limited
1, we see that, with the neighbor relations as we define@iumber of combinations of labels within a unit ceBite 1,
them, the sites correspond to hollow sites on the hexagonsite 2=(S, S indicates an empty 41 site.(CO, § repre-
(H labels and the X1 phase(S labels. Adsorption of CO  sents a CO molecule adsorbed onallsite andO, §) is the
on top sites instead of hollow sites does not have a signifisame for oxygen. Other possibilities &, H), denoting two
cant influence on the results described in this report. If weempty hexagonal sites, afi€O, H) and(H, CO), both indi-
would wish to consider lineaiatop bonding sites instead of cating a CO adsorbed on(aexagonal site with an empty
hollow sites, we would need new neighbor relations for thehexagonal neighbor. The last combination is only possible in
hexagonal phase, because in this case every site has ghe hollow site model. No other combinations are allowed
neighbors instead of three. This can be done by adsorbingnd their occurrence is prevented in the specification of the
species on sites 1 onlyever on sites 2 and using sites 2 as reactions. A few examples of reactions are sketched in Fig.
a phase label on both phases. If we then imagine site 1 to b2
located on top of the substrate atofitse vertices in Fig. Ji We require that no more than one CO molecule can ad-
we see that we find a sixfold neighbor relation. This sixfoldsorb in each unit cell. For the hollow site model, this means
symmetry is then accounted for in the reaction specificationghat for a CO molecule to adsorb on a hexagonal site, its
Note from Fig. 1 that th€square 1X1 phase and the hexagonal nearest neighbor sites must be empty. This also
hexagonal phase have different unit vectors. For the simulgsrevents the molecule from adsorbing in quantities larger
tion program, this is not a problem, because it only useshan one monolayefone monolayer being defined as one
relative coordinates of the sites that are involved in a reacadsorbate per surface metal ajomeighboring square sites
tion. However, in the physical system this implies a misfitmay be occupied by any adsorbate. For adsorption on the
between the phases. Furthermore, the hexagonal phase hascuare phase, the only requirement is that both sites 1 and 2

©,1)

(1.0

site2 — = .
sitel — [ S ™
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— a —r In the present model, we have ignored CO adsorption on
b5t/o"S/ o [ ¥/e3 oxygen precovered areas. From experiments, it is known that
S E CO does adsorb on oxygen covered areas of ttiBtcrys-
tal, although slower than on a clean surféte.
M . M In order to reduce the number of parameters in our
MH m& model, we have ignored anisotropic effects, although aniso-
tropic nucleation and growth has been observed experimen-
FIG. 2. A few examples of reactions as they are specified in our méel. tally on P(lOO).56’58
Co oxidgtion reaction in which a CO molecule on the 'he.xagonal phase A few choices restrict our model to the(PBO) surface.
reacts with an oxygen atom on thecl phase,(b) dissociative oxygen First, the symmetry difference between the two phases is as
adsorption on two neighboringXll sites,(c) nucleation. For nucleation, ’ : e
only three H labels are specified to prevent anisotropy. The sites that haven the reconstructing Bt00) surface. However, variation of
no label in the figure may have either an S or an H label. the symmetry of the phases has little influence on the results.
Formally, the symmetry changes as in the reconstructing
Pt(110 surface are not qualitatively different. The(Pt0
of a unit cell have label S. CO then adsorbs on site 1. surface has a more complicated geometry to implement in
The rates of the reverse reactions that are not specified idur model, but this may not alter the qualitative results of our
the model are so slow that they can safely be neglectedgimulations. However, the choices we made for the nucle-
Adsorbate diffusion is not included in the model presentedation reactions, such as nucleus size and nucleus configura-
above. The influence of diffusion on our results will be stud-tions, are based on the (P00 surface, and a different
ied separately* Only first results from simulations which choice, e.g. for the Pt10) surface will influence the results
include diffusion will be presented in Sec. IV D. at least quantitatively, but perhaps also qualitatively. Finally,
the choice for the rate parameters of the elementary reactions
limits our results to a certain crystal plane. The main differ-
ence between the @00 plane and other reconstructing
One of the limitations of our model is that it does not platinum crystal planes is that the oxygen sticking coefficient
account correctly for the difference in surface site densitievaries more on the Pt00 plane upon reconstruction. Sev-
between the hexagonal and th& 1 phase, which is around eral adaptations to our model would be needed to simulate
20%. In the hollow-site model described in detail above, thethe oscillatory behavior on the @fL0) surface or any other
site density on the square phase is 50% smaller than on ttengle crystal surface. Most of the changes would be in the
hexagonal phase. In the top-site model, the site densities aohoice for the rate parameters of the elementary reactions.
equal. Diffusion is not incorporated in most of our simulations.
The maximum adsorbate coverage in our model is onénitial results of some simulations which do include diffusion
adsorbate per unit cell, which is too high. Formally, a redefi-will be briefly discussed in Sec. IV D. In these simulations,
nition of the unit cell size and geometry in our model couldthe model included diffusion as a reaction in which CO and
correct this. A more explicit adaptation of our model can alscan empty site swap positions: G3 —* + CO. The problem
be used to correct this limitation, but this would only com- with this approach is that only much slower than realistic
plicate the present discussion. Another way to prevent thesgiffusion rates can be used. Faster diffusion rates would re-
high coverages could be by including explicit lateral interac-quire some sort of hybrid model as in Ref. 51. However, a
tions between adsorbates. In our study, such interactions argorous inclusion of slow diffusion produces interesting re-
ignored. The only way lateral interactions play a role in oursults which can be of relevance to high diffusion rates. Al-
model is through the substrate reconstructions. though we shall discuss the effects of diffusion briefly in

B. Limitations of the model

TABLE I. Comparison between experimental parameters and simulation paranpettasds for pressure,

for prefactorsE . for activation energy an@, for the initial sticking coefficient. In our model, CO adsorption
occurs on both the hexagonal and thellphase, with equal rates. Parameters fgra@s. are for dissociative
oxygen adsorption on thexIl surface only. Adsorption of oxygen on the hexagonal phase is neglected, since
it is a thousand times slowé¢Refs. 72,73than on the X 1 phase. Oxygen desorption does not occur, because
of the strong bonding of the fragments to the surface. The surface reconstructions are described in the text.

Reaction pS™ (P p*® (Pg sgm S Ref.

CO ads. 1.310% (1-4-10°° 0.8 ~0.8 55,72,74

0, ads. 5-151072 2.7.107? 0.1 ~0.1 72,73
P (s B (kIimo)  ES (kI/mo) Ref.

CO des. 110% (1-3-10° 175 117-159 52,53,72,74-76

CO, prod. 21010 100 84 50-100 77

1x1 — hex 1.10° - 105 105 76,78

Nucleation 0.03 - 0 ~ 0 52,53,74,76

Trapping 0.03 - 0 ~0 74,76
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0.12 — g , . - . , desorption rate were used as system parameters and they
average rate —— were chosen such that oscillations in the gfoduction rate
01 r ‘,?I,__{mlts . were obtained. Values for the temperature and pressure re-
' gime as well as for the oscillation period then automatically
0.08 v followed. They were not subject to any fitting procedure.
% 0.06 - The kinetic behavior of the system strongly depends on
= temperature, as shown in Fig. 3. Below 400 K, surface poi-
0.04 | soning occurs, and hence the £@roduction rate is zero.
__ Poisoning occurs by CO or oxygen, depending on the partial
0.02 ¢ T pressures and the sticking coefficients used at these tempera-
L e tures. Between 400 K and 440 K, the €Production rate
400 4é0 4 40 4é0 45';0 500 520 540 increases, because of a better balance between CO and oxy-
temperature [K] gen coverage. At temperatures higher than 440 K the average

' reaction rate decreases, going to zero at 530 K. Adsorption
FIG. 3. CQ production ratémolecules C@per Pt atom per secopdersus jimitations are the cause of the decrease in rate. At tempera-
temperature. The solid line indicates the average rate. In the oscillator .
region, two extra, dashed, curves are drawn: one for the maximunitoate  tUres between 470 and 510 K, oscillations are observed. The
of oscillations peaksand one for the minimum rate. The amplitude of the gradual splitting of the curve in Fig. 3 indicates that we have
oscillations in this region is then given by the difference between the tWogn Andronov—Hopf bifurcation. We will discuss the different
dashed curves. The grid size was 5%6. Larger grids did not change the . . P . ’
plot significantly. regions in more detal_l below. _
The most interesting temperature range lies between 470
_ o _ _ and 510 K, since in this region oscillations in the rate of
Sec. IV D, this subject is the main topic for another stfitly. co, production occur. An example of such oscillations is
Finally, we stress that this study contains a limitedshown in Fig. 4. From this figure, we see that the period of
model description of the CO oxidation on platinum single ggilation in our simulations lies around 200 seconds. The

crystal surfaces. Despite the severe limitations of our mOdeberiod hardly varies with temperature, although it can be

the simulations will be valuable for the development of MOre, A ried by changing some of the parameter values.

re_allstlchquelz a;]r?ddpr%wde wgpohrtant new insights into the Oscillations were observed for a wide range of gas pres-
MICro-physics behind observed pnenomena. sures for CO and ©adsorption. A minimum @ pressure of
1.6-10 2 Pa was required, and at that pressure, the minimum
IV. RESULTS — 4 ;
CO pressure was 2.00™“ Pa. The maximum CO pressure
A. Parameter dependence for oscillations always was of the order of one tenth of the

The experimental values of the elementary rate constarB_‘xygen pressure so that the CO adgorption ratg was I.ower
parameters of the CO oxidation reaction are shown in Tabld'an the @ adsorption raténote the sticking coefficients in

I, together with the parameters used in the simulations. Thg_able ). For the simulations descr|bed3here, the oscillations
experimental values inserted in the table, are from singiéisappear at CO pressures above 3(%~ Pa. .

crystal experiments performed undaritra) high vacuum These results agree very well with the experimentally
conditions. No parameters were available for the nucleatiofound data on the oxidation of CO on(90); at a CO pres-
and trapping rates, other than the information that the actisure of 1.6107 Pa and an oxygen pressure of 2.0 * Pa,
vation barriers should be low. The prefactors for these reacan oscillatory region between 460 and 540 K is folhjth

tions should be viewed as effective reaction rates, which argeriods of oscillation between 150 and 250 seconds. Also in
assumed to be temperature independent in the temperatulfee experiments the oscillations disappear when the CO pres-
range considered. These rates for reconstruction and the C&ire is larger than about one tenth of the oxygen pressure; in
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0.07 ‘ 140
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= oos NN E 100
o) +
E o004 o 80
% 0.03 c 60

0.02 § 40

0.01 B4 20

0 A T N L—
0 2000 4000 6000 8000 10000 0 0.002 0.004 0.006 0.008 0.01
time [s] frequency [1/s]

FIG. 4. Example of simulated oscillations in the production rate of @€ft) and its power spectrum averaged over 10 simulation runs. Simulatiohs at
= 490 K, grid size= 1024x1024 unit cells. Turn over numbe(§ON) are in reactions per Pt atom per secor)@iz. $ 156102 Pa,v(1 X 1 — hex =
1.6:10° s 1, E,i{1 X 1 — hex = 105 kJ/mol. The other rate parameters are as in Table I. No diffusion was included.
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D

FIG. 5. (Color). Series of snapshots of a simulation grid of 1824924 unit cells, illustrating the observed synchronization mechanism. A number of reaction
fronts arise due to CO desorptidi). When they have grown to full width, they collid®), and extinguish one anothé€). After this, an almost
homogeneously transformed hexagonal phase results. On this surface, CO concentration builds up again, after which transformatisriiptateedccurs

(D). Red areas indicate oxygen on &1 phase, blue areas indicate CO onxallphase. Yellow areas are empty hexagonal unit cells and gneizad yellow

and blug areas show where CO is adsorbed on the hexagonal phase. Cellular structures very similar t¢Q)ittave been observed experimentally on
Pt(110 surfaceqRef. 19.

the experiments just mentioned, the oscillations disappeareshly CO can adsorb and we are at the beginning of a new
at CO pressures above 31® 2 Pa. cycle, which starts with the transformation stage.

The surface changes in the following way during the  The completion of a cycle strongly depends on the rates
oscillations. When a simulation is started on an empty grid irchosen for the different reactions and reaction conditions.
the hexagonal phase, the only possible reaction is CO ad~or example, when the temperature is too high, the system
sorption. At a certain coverage, nuclei will be formed andwill be kept in the recovery stage: CO adsorption and de-
then the surface starts to convert into thellphase, a pro- sorption are in equilibrium, with a CO coverage that is too
cess we shall call thtransformation stageOxygen cannot low to convert the whole surface into the<x1 phase. Oxy-
adsorb on this phase yet, because empty sites on ¥ 1 gen does adsorb frequently and then reacts with CO, but the
phase have to be created by CO desorption. However, onageactive stage is not entered, becausel 1- hex transfor-
two neighboring CO molecules desorb, oxygen can adsorimation is too fast, suppressing the auto-catalytic cycle of O
on this spot and when this happens, it will react with neigh-adsorption on vacant sites and subsequent creation of vacan-
boring CO. The sites vacated in this reaction will be prefercies by reaction with CO. A temperature above 540 K will
entially occupied by oxygefthe O, adsorption rate exceeds keep the CO coverage so low that the system will not even
that of CQ, which will again react with neighboring CO. enter the transformation stage. Choosing the temperature too
This way, a reaction front starts to propagate over the surtow causes the system to stay in the reactive stage; patches of
face. A picture of such a front can be seen in Fig. 5. We willO and CO coexist on the lattice, separated by hexagonal
call this thereactive stageBehind the front, there is not phase. When CO molecules adsorb on these channels, they
much CO present, and oxygen adsorption will compete wittcan form a bridge between the patches, thus bringing the
1X1 — hex transformation. Because, @dsorption is not reactants together. On these coagulated islands, reaction is
possible on the hexagonal phase, the surface will now slowlyast, and at higher temperatures, oxygen would sweep over
transform back into the hexagonal phase, a process we withe island, followed by transformation into the hexagonal
indicate with therecovery stageOn the hexagonal phase, phase. However, at lower temperatures, thelt- hex re-
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action is too slow to complete the transformation completely 0.3 : : :

for the whole island, and as a result, oxygen pat¢haslx 1 . - SRS
phasg¢ remain. On the hexagonal parts, CO can adsorb again, = 0.25 4

after which again CO patches orx1 phase can be created. |9 L

Altogether, CQ production is high and at steady state be- " 02 r

cause of reaction between islands of reactants, but the size §

distribution of the patches is not changed. At very low tem- £ 015 ¢

peraturegT <400 K), the surface gets poisoned by either CO % 01

or oxygen, dependent of the partial pressures and the sticking ¢ )

coefficients used in this temperature regime. The oscillatory “E’ 0.05 |

region is shown in Fig. 3, where the rate of £@roduction

is plotted versus temperature. Note the peak at 490 K; at this 0 s - -
temperature the oscillations are triggered, resulting in a high 0 0.004 0.1(388 0.012 0.016

production rate in the reactive stage. The dependence of the

amplitude on temperature, shown in Fig. 3 is in excellentrig g Grid size dependence of average amplitudes of oscillations at 490 K.
agreement with early experiments on CO oxidation onL is the linear dimension of the grid, ranging from 64 to 2048 in this plot.
Pt(100 reported by Ertlet allé The solic_i line shows the erenQencg fqr the r_nodel _with_out diffusion, the
The dependence of the oscillations on the rate constanf?sr]ed line for the model including diffusion, with a diffusion rate constant
. . . . 01 30 (see Table I). Lines are only guides to the eye. On small grids, only
of the system parameters will be discussed in the followingyne front is present, and oscillations seem synchronized. On large grids
paragraphs. The other rate parameters had little influence anultiple fronts appear and local oscillations, which are out of phase, de-
the oscillatory behavior of the SySteefJn. crease the mean amplitude of the oscillations, until it vanishels fer1024

; ; g " : if no diffusion in included. When diffusion is included, the amplitude is
CO desorption is one of the “triggers” for reaction constant for large grids. The somewhat higher amplitude on small grids is

fronts; on a X1 surface with a very high CO coverage, caused by a finite size effect; a single reaction front does not fit completely
oxygen cannot adsorb. When two neighboring sites are desn the grid. Because of that, the most reactive part of the wave covers a

pleted by CO desorption, this empty spot can initiate a reaca’ge part of the grid which causes higher amplitudes.
tion front. On small grids, this triggering mechanism is es-

sential for_obtalmng oscnlatory be_hawo_r. On large gnjE_ﬂ;Z A delicate balance between the reaction rate constants
X 512 unit cells and larggrthis triggering occurs at differ-

nt itions at cl intervals. resulting in mplete | ?etermines the behavior of the system. This is illustrated by
ent positions at close Intervals, resuiting in a COmpIete 10SS O g ¢4t that in a narrow temperature regime around 490 K,
global oscillations because of destructive interference of th

tion frontglocal ilators, unl hroni Bscillations are triggered. Also the sensitivity of the oscilla-
many reaction frontglocal 0Scillators, Un1ess a Synchroni= 4, ¢ +4 some rate parameters demonstrates this. The number

zation .mechanlsm,. €9 provided by adsorbate diffusion, B parameters is large and change of one parameter alters the
pperatlonal. Choqsmg d|ffer§nt CO desorption rates does "Yehavior of the system in a non-straightforward manner.
influence the oscillation period. The cause of the oscillations in our simulations is the

Thg modelis very s_:ensmve toward thlﬁ _hex rans- g rface transformation. Without this transformation, we
formation rate. Increasing the rate of this reaction by a factof, ;|4 have the Ziff—Gulari—Barshad mo@&Wwith finite re-

of 2 narrows the temperature window in which oscillations 5 tjo rates. It is well known that this model does not exhibit

occur to: 476<T<490 K. Increasing it by a factor of four oqiatory hehaviof Surface reconstruction is not the only
narrows the window down to a small interval around 470 K. o chanism via which oscillations can be introduced. Site

Decreasing the transformation rate narrows the temperaturtﬂocking by an inert species in various forrexide forma-
window too and shifts it upward. A decrease by factor of 24 carhon segregativpris known to introduce oscillations
shifts the window to 490 K<T<530 K, a decrease by a 55 \well2932 However. none of these other models have
factor of ten leaves some oscillations around 530 K only.  ghown the quantitative agreement in temperature and pres-
Finally, we studied the influence of the nucleation andg e range and periods of oscillation with experimental ob-
trapping rate on the oscillations, keeping equal rates for boteyations as found with our model. Hence, it appears that
reaction types. Decreasing or increasing the rates by mofge sryctural transformation is the dominant mechanism be-

than a factor of 5 stops the oscillations, but for differentping the oscillations in CO oxidation on (@00) surfaces.
reasons. At a lower rate, reaction fronts start traveling over

the grid before it is completely in thexil phase. Hexagonal L I
islands still exist, obstructing the reaction front. The reactionB' Grid size effects and temporal self-organization
front, hindered in its motion, will not travel fast enough so The grid size dependence of the average amplitudes of
that new fronts appear before the whole grid has reactedhe oscillations is shown in Fig. 6. One observes that the
thus destroying synchronization. At higher nucleation andscillation amplitudes of the oscillatiofdashed curvede-
trapping rates, the hex- 1Xx1 phase is so rapid, and the crease to zero with increasing grid size, which is to be ex-
recovery time of the system is so low, that new fronts carpected for the following reason: the resulting average ampli-
appear closely behind a previous front, which also ends odude ofN independent oscillators, each with a random phase
cillations. The nucleation and trapping rates influence theshift, but equal periods, is proportional toyN due to de-
oscillation periods. Slower rates give longer periods andstructive interference. On the large grids we expect multiple
higher rates shorter periods. reaction fronts present on the grid. Because the number of
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fronts is proportional to the number of sités’, the average occur, either in the form of turbulent wave patterns or in the
amplitude will depend linearly on [L/ The task of a synchro- form of rotating spirals and target patterns. On large grids,
nization mechanism, e.g. diffusion, should be to omit thethe probability for local disturbances to occur will increase
random phase shift. On small grids, we expect only one fronand hence the oscillation amplitudes will vanish on infinite
at a time to travel across the surface and the amplitude of thgrids. This implies that we observe finite size effects even on
oscillations will not depend on grid size. our largest grids.
On first sight, lowering of the CO desorption rate would
imply a lower rate for the creation of two empty sites on C. Spatio-temporal pattern formation

which a new front can be initiated, and hence a higher prob-  ge\era) forms of spatio-temporal pattern formation were

ability for the presence of a single front on larger grids. A jpcarved in our simulations. We discern two types of pat-
single front always produces synchronized, though perhapgns: patterns of type | are observeiaring oscillations and
irregu_lar, osgillations. However, a “§elf-Friggering” mecha- patterns of type Il are observed undeteady statecondi-
nism is dominant when CO desorption is sléar even ab-  tjons Type | patterns observed in experiments include cellu-
sen). Then after a reaction front has passed over some paff patterns and standing waves, type Il patterns include tar-
of the lattice, the recovery stage starts. During this stag€yet patterns, spirals and turbulent pattéfiteNote that both
some oxygen “contaminants” remain. These very smallypes of pattern formation may occur under exactly the same
oxygen island¢a few atomsare isolated by the surrounding macroscopic circumstancéemperature, partial pressuyes
hexagonal phase, which enters the transformation stage The type | pattern formation we have observed are cel-
coverage has built up, and the surface_is t.ransforming intQylar patterns, as depicted in Fig. 5. These patterns are a
the X1 phasg When the CO coverage is high enough, themanifestation of the front collisions. At many spots on the
oxygen can trigger a new reaction wave. Multiple reactiongrig, reaction waves are initiated. These fronts grow and at a
fronts are always present on large grids. These reactiogertain moment they collide. When small fronts collide at the
fronts are of nanometer to micrometer scale, which is thenoment only part of the surface is covered with fronts, these
largest scale we can simulate at present with our method. fronts can melt together and form a single, larger front.
Although our results show regular oscillations even onywhen most of the surface is covered with fronts, they cannot
the largest grids we have simulated ¢#096<4096 unit melt together and colliding fronts will extinguish. At that
cells), the plots of amplitude vs lL/show that in the absence moement the cells are at maximum size. Cell walls are formed
of diffusion, a synchronization mechanism is missing. by oxygen adsorbates and hexagoifahreactivé phase.
The global—global means in this case for the wholeThese patterns are qualitatively very similar to experimen-
grid—oscillations on our simulations grids are producedally observed patterns on (10 surfaces?® As in the ex-
when we create circumstances such that the distance betweggriments, the cells are only observed simultaneously with
the initiated fronts is not larger than the width of the fronts. global oscillations in C@ production.
The leading edges of the fronts then meet at a moment when  Wwithout diffusion, the cellular structure is not stable. It
CO coverage is still low. Almost the whole grid is now in the can only be observed on grids large enough to contain mul-
reactive stage, and the reactions that occur are mainly adiple cells. The local synchronization mechanism which pro-
sorption of CO and @ production of CQ and IX1 —hex  duces the structure breaks down easily on these large grids
transformation. Because of the transformation reactions, thgecause local fluctuations grow out and form patterns of type
reaction stops: oxygen does not adsorb on the hexagongl These patterns include target patterfa@ouble rotating
grid, and depletion of one of the reactants will extinguish thespirals and turbulent patterns, as shown in Fig. 7. Target
reaction. Subsequently, CO coverage can build up, whereapatterns and rotating spirals are quite stable. However, when
ter the surface can transform into the square phase, on whighey grow large enough to cover the whole grid, they inter-
new reaction fronts can be initiated by CO desorption. Thifere with themselves through the periodic boundary condi-
brings us back to the beginning of the cycle. This way, ostions, which causes them to break down into turbulent pat-
cillations are synchronized on a local scale, up to grids oterns, which are very stable. The stability of target patterns
1024x1024 unit cells. One should note that this is not aand spirals is increased by omission of the periodic bound-
synchronization mechanism that forces many local oscillaaries. All of the patterns we have observed have also been
tors to oscillate in phase, but rather a mechanism that perreported from experiments for CO oxidation or{1A10) sur-
odically annihilates all local oscillations. It is unstable to faces, be it at larger scal®%64-67Similar patterns on the
local disturbances. A more detailed description of thisPt#100 surface have not been observed in CO oxidation,
mechanism is given in Sec. IV C. although the COt+ NO reaction does show pattern formation
When stochastic fluctuations cause part of the grid toon this surfacé® MC simulations by Goodmaet al*° also
produce a few reaction fronts earlier than on the rest of théave shown appearance of spirals and target patterns.
grid, this part of the grid will enter the recovery stage earlier.  In target patterns, new reaction fronts emanate regularly
As a result, a patch will appear which looks “wiped clean”; from a seemingly fixed spot on the surface. Our simulations
because this part is in the recovery stage, no reaction fronthow that this is only apparently the case. In fact, new fronts
are present, whereas the rest of the grid is covered with thesee not initiated regularly in time and not at the same place at
fronts. These other fronts cannot penetrate the “clean” patclall. Concentration gradients of adsorbates and surface phases
because of the high concentration of hexagonal sites. As stabilize the pattern and cause the apparent periodicity both
result, the clean patch will grow and pattern formation will in time and place. The mechanism is as follows. First, the
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FIG. 7. (Color). Pattern formations during our simulations on grids of 1624024 unit cells(A) Cellular patterns(B) target patterng,C) a double spiral,
(D) turbulent patterns. The cellular patterns in this figure were obtained with diffusion. Colors as in Fig. 5.

target pattern is created by the mechanism described in Sewill be initiated after desorption of two neighboring CO mol-
IV B. Suppose we start with one ring-shaped reaction fronecules. Fronts that are initiated outside the primary front will
as sketched in Fig. 8 together with its concentration profilesbe overtaken and they will melt together with the much
We call this front theprimary frontand it was initiated at the larger primary front. Now we consider a newly initiated front
primary spot At random positions on the surface new fronts close to the primary front, but inside it. This front can either

1 T\;\ r '/,f'
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FIG. 8. (Color). Concentration profiles of adsorbate coverages and surface phases for a single reaction front. Note the initiation of a new reaction front inside
the ring. This front is not initiated in the center of the primary front, but will be reshaped into a concentrical circle. Colors as in Fig. 5.
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be generated by desorption of CO or by the self-triggeringrABLE II. Values for thg rate parameters used in simulations \_Nhic_h include
mechanisrT(Sec. VD- This front will grow in all directions, diffusion. Symbols a_s in Table I. The rate consFants for dlffus!on wgre
h in the di . f th . f . il b chosen temperature independent. At 490 K, at which almost all simulations

owever, In the IreCt'fm_ 0 .t € primary r(?nt it W_' € were done, the effective normalized rates are, when a diffusion rate of 30 is
slowed down because it is hindered by the increasing corchosen, for CO adsorption: 310°°; for oxygen adsorption: 7:6.0°5; for
centration of hexagonal phaéghen this concentration is too CO desorption: 2.110"*; for CO, production: 4.210*; for 1X1 — hex-
high the front will di@. In the opposite direction it is accel- agonal reconstructiorlt 2.90™%; for nucleation and trapping: 2.90"* and

: . for diffusion: 5.7.107*.

erated because of a decreasing concentration of hexagonal = "
phase. Its propagation rate in this direction will be high until  reaction psm (Pa) sgm

it encounters a high concentration of hexagonal phase, which

) L . . O ads. 2.010°° 0.8

is at a cgrtaln fixed dlst'an'cg'from -the. primary front. When 0, ads. 4102 01

meanwhile a new front is initiated inside the primary front,

the small fronts will melt together. Thus, each front that is pSM (s7Y) ESM (kJ/mo)

initiated inside the primary front is reshaped into a circle

around the primary center, and after some time it will travel ¢co des. 1105 159

at a fixed distance from the primary front. Hence we have a CO, prod. 210% 84

self-organizing process, keeping the pacemaker in place. The 1x1— hex 1.610° 97
Nucleation 0.015 0

front distance, as well as the front width, is determined by Trapping 0.015 0
the values of the rate constants. At the rate parameters of pigusion rate constants 10-50 0
Table |, the distance is around 200 unit cells, which would
correspond to ca. 0.0bm on Pt100). This is ten to hundred
times smaller than the experimental vaftfé$-%*-¢"obtained
on P(110. - . ... D. Influence of diffusion

Target patterns are stabilized by surface inhomogeneities
with a high higher oxygen affinity. Surface defects have been  Diffusion has been included in our model as an elemen-
proposed to fulfill such a rol¥ If we introduce a spot on the tary reaction which swaps the labels of two neighboring
grid which has a higher affinity for oxygen than the rest ofsites. One of the sites must be emg8/or H labeJ and the
the grid, this spot acts as a fixed front initiator. From thisOther site must have a CO label. We have only simulated
spot, reaction fronts are emanated and front reshaping bgffusion with the model in W_hich CO adsorbs on top sites.
concentration gradients again causes apparent periodicity'uS, @n example of a reaction would &0, S + (S, §
The spatio-temporal pattern formation created this way, iS~ (S, 9 +(CO, S, or(COz S + (HH) — (S, 9 + ((_:O’
more stable than in the absence of defects. Furthermore, tg- We have chosen the diffusion rate temperature indepen-
patterns extend more quickly over a large area. This agree%e”t' Diffusion rates are considered to be the same for the

with the observatiolf that structural defects on the surface hexagonal and thex1 phase and diffusion is not hindered

can introduce spatio-temporal pattern formation. Howeverpy phase boundaries. Inclusion of diffusion in our model still

our simulations show that structural defects form a stabiliz-.prOduces oscillations and spatio-temporal pattern formations

ing, rather than a necessary factor in the same temperature regime. In fact, diffusion introduces
' : . . . . . few qualitative changes in the behavior of our system. The
Rotating spirals are stabilized by a similar mechanism,

. . changes are briefly discussed below.
and their creation also occurs spontaneously. A small reac- . ) e
First of all, inclusion of diffusion alters the rate param-

t|or_1 front sp_ontaneously starts rotating around a CO'®, " eaters for some elementary reactions at which oscillations are
which sometimes meanders across the surface. When SPIrgis nd. The rate parameters used with diffusion are given in

are small, their rofating *head™ collides W'th, the ,ta” . .Table II. Especially the CO desorption rate constant has to be
which separates the two. The head keeps rotating while tail I8 creased to a value which is more in agreement with experi-

reshaped into a_circular front. As the spiral grows, both themental values. The self-triggering mechanism becomes sup-
head and the tail become larger and the spiral can grow OWessed hecause small oxygen islands now are no longer iso-
to the size of the grid. Sometimes, the tail starts to curl back,iaq by hexagonal phase. CO desorption is now the only
before that time, and a double spiral results. Double spiralgigger for front initiation. Pairs of empty sites created by
have also been reported in the literature, e.g. in Ref. 68jesorption now are often separated by diffusion before front
Again, the length scale of the patterns in our simulations isnjtiation can occur. We therefore expect CO desorption and
10-100 times smaller than in experiments. diffusion to influence the period of the oscillations. Indeed
All type Il pattern formations destroy OSCi”ationS, result- this is found; faster CO desorptid@nhanced empty pair
ing in steady state COproduction, as also found in experi- creation causes shorter periods, and faster diffugidimin-
ments by several group&!® One should note that our pat- ished empty pair creatiorrauses longer periods. In the limit
tern formation is not a consequence of interference across ths very high diffusion rategwhen the mean free path for
boundary conditions, as proved by the fact that they are moradsorbates is larger than the grizthe would expect the num-
stable on larger grids. Furthermore, in one simulation, weber of empty pairs to become independent of diffusion rate,
have used a grid without periodic boundary conditions,since diffusion annihilates as well as generates empty site
which made spirals more stable and makes it easier for themairs.
to grow (have more windings A second reason for the longer period with high diffu-
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0.25 ‘ - - - - surface is homogenized. Hence, in this mechanism, synchro-

nization is not achieved by increasing the length scale of the

02 processes on the surface, but by homogenization of the cov-

_ eragesafter the reactive stage has ended. During the reactive
§ 0157 stage, the effect of diffusion is limited to an increase of the

E length scale of the patterns. Qualitative differences only ap-

*g 0.1 pear after the cell walls have dissolved.

Initial simulations with different diffusion rates suggest

0.05 | that a power-law dependence holds for the cell sizes and the

oscillation period. Further investigations are essential to de-

termine whether these grow with the same exponent or not
and whether this dependence holds in a wide range of diffu-
sion rates. We could then study whether our results can be
FIG. 9. Oscillations in C@ production rate with diffusior(rate: 30 s1) extrapolated to realistic diffusion rates—which are10d
included in the model. times higher—and study the implications for the sizes of the
patterns.

sion rates is that the hex- 1x1 reconstruction is delayed, We have observed some type |l patterns with the model

because CO-clusters dissolve more rapidly. Together withCIu?j'ng dlﬁfg&niogzartmg t_e;;gz;ﬁpa_t ternbf(:rg:atmn otc-
the empty pair separation, this causes the recovery stage, fiyjrred on a grid wi musion, but these pat-
which the amount of CO andxi1 phase builds up on the terns were not stable because of interference across the
surface, to become longer. This is clearly visible in Fig. gboundanes. Also these patterns seem to grow with higher

from the tails in the C@ production peaks. Without diffu- d|ffu3|gg4r8a<t§(s);‘rg/Ve.W|ll need to S'”.‘“'a‘f on larger gr(d$h
sion, these tails are absent. Initial results indicate that thjee‘f"St ) site} to pre\{ent Inter erence across t ©
homogeneous CO coverage prevents formation>of hu- grid boundaries to study the influence of diffusion on this

clei until the CO coverage is very high, and reconstructionpattern formation properly. . .
then proceeds very fastg y hd Finally, we found that with diffusion, the system has

Diffusion synchronizes oscillations on large grids. This become much less sensitive to the values of most ra_te param-
could be due to the fact that the length scale of(tllulan eters, which may be due to the increased synchronization of

pattern formation has increased, implying that the breakzhe oscillations.
down of synchronization has shifted to grid sizes which are
too large for our simulations. Our_firs_t result_s suggest any, piscUSSION AND CONCLUSIONS
other, unexpected way of synchronization, which will be ex-
plained below. Without diffusion, our system represents an excitable
First of all, during oscillations, the cellular patterns are medium with spatio-temporal pattern formation and unstable
still present and they are even more pronounced than withowtscillations®® The stage in which reaction fronts propagate
diffusion. CO molecules inside the cells can diffuse aroundpver the surface, a stage we described asdhetive stagén
which makes the CO coverage inside the cells more homoSec. IV A, corresponds to the excited state of the medium.
geneous. CO cannot penetrate the cell walls, because thea#hough no explicit diffusion is included, spatio-temporal
are too reactive. After the cell walls have “dissolved,” when pattern formation is observed. In contrast, reaction-diffusion
the oxygen cell walls have reacted away, CO molecules camodels based on ODEs have clearly shown that diffusion
suddenly diffuse into neighboring cells. At this stage, cellterms are necessary to describe pattern formation. The expla-
walls are still present as hexagonal phase, but this forms noation of this paradox has been given by e.g. Goodman
barrier for diffusion. From this moment, the recovery stageet al*° They have shown that the propagation of our simu-
begins in which diffusion makes the CO coverage homogelated fronts can in principle be described by an effective
neous across the whole surface, thus erasing the hexagortdiffusion constant:
phase remaining from the cells. At the same time, CO cov- —
erage increases. The surface is still mostly in the hexagonal v=2avKefDef: ®)
phase, because diffusion delays the hexl X 1 reconstruc- wherev is the front velocity kqs an effective reaction rate
tion. This stage becomes longer with increasing diffusionconstant and.; an effective diffusion constant. In the ab-
rate. Because this stage is so long, the CO coverage caence of explicit diffusionD is in our case due to the
become homogeneous after each oscillation cycle. Neweaction-driven front propagatiol .4 and ke can be ex-
fronts are generated at random positions and the longer theacted from simulations with a fitting procedure. Goodman
recovery stage takes, the more fronts are generated becaueteal *° used this approach to study the dependence of wave
of the increased CO coveragmeaning that more CO de- velocity on diffusion for an adapted Ziff, Gulari and Barshad
sorption takes plageAs long as reconstruction has not set in (ZGB) model?°
yet, all fronts will die from too high concentrations of hex- Without diffusion, the main predictions of our model are
agonal phase. When reconstruction has set in though, grovpattern formation and oscillations which are synchronized on
ing fronts start at random positions and at random momentsmall grids only. Though these results are interesting from a
in time. These fronts collide and extinguish after which themodel point of view and for small particles or surfaces as in

o h n i L 1
200 300 400 500 600 700 800
time [s]
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FEM experiment$? comparison with experiments is ham- In summary, we have developed a model which includes
pered because diffusion is absent and the rate for CO desorgetailed elementary reaction steps for the oxidation of CO on
tion in our simulations is much too slow. single crystal surfaces. Even when no diffusion is incorpo-
The grid size dependence we find shows that for Montaated, this model reveals many features generally observed in
Carlo studies on kinetic oscillations one should be very careeatalytic reactions on single crystal surfaces. These features
ful in concluding that one has found oscillations. Checkinginclude regular oscillations on a small length scalp to 1
grid size effects by increasing the grid dimensions by a factoem) and several types of spatio-temporal pattern formation.
of two or four is often used, but this is clearly not enough.The time scales are in agreement with experimental observa-
Grid size effects should therefore be checked more thortions. Incorporation of diffusion introduces a synchronization
oughly and on much larger grids. Furthermore, our resultgnechanism and increases the length scales of all phenomena
suggest that irregular oscillations simulated on smalincrease and more realistic rate parameters can be used.
grids’t:243%40wil| vanish on large grids. The concomitant
pattern formations may have to be attributed to finite gridACKNOWLEDGMENT
size effects.
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