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Signatures of clumpy dark matter in the global 21 cm background signal
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We examine the extent to which the self-annihilation of supersymmetric neutralino dark matter,
as well as light dark matter, influences the rate of heating, ionisation and Lyman-α pumping of
interstellar hydrogen and helium and the extent to which this is manifested in the 21 cm global
background signal. We fully consider the enhancements to the annihilation rate from DM halos and
substructures within them. We find that the influence of such structures can result in significant
changes in the differential brightness temperature, δTb. The changes at redsfhits z < 25 are likely
to be undetectable due to the presence of the astrophysical signal; however, in the most favourable
cases, deviations in δTb, relative to its value in the absence of self-annihilating DM, of up to ≃ 20mK
at z = 30 can occur. Thus we conclude that, in order to exclude these models, experiments measuring
the global 21 cm signal, such as EDGES and CORE, will need to reduce the systematics at 50MHz
to below 20mK.

PACS numbers: 95.35+d

I. INTRODUCTION

The standard cosmological model, motivated by mea-
surements of temperature anisotropies in the Cosmic Mi-
crowave Background (CMB) [1–4], the large scale distri-
bution of galaxies [5, 6], and by evidence of the accel-
erated expansion of the Universe from supernova obser-
vations [7, 8], requires that the Universe possesses a flat
spatial geometry with a corresponding critical density,
approximately 27 percent of which consists of physical
matter. However these observations also indicate that
only 4 percent of this matter is baryonic in nature, imply-
ing that the remaining 23 percent consists of an elusive,
non-baryonic component called dark matter (DM) owing
to the severe constraints that current astronomical data
sets on its radiative capabilities.
Despite this compelling evidence for the existence of

DM, its precise nature is still a topic of debate. Particle
physicists have independently supported DM by postu-
lating the existence of a variety of exotic particles with
wide-ranging properties that may potentially solve prob-
lems in particle physics whilst resulting in a thermal relic
particle density that is consistent with current observa-
tional constraints.
The most intensely studied DM candidate is the light-

est neutralino [9], a weakly-interacting massive particle
(WIMP) motivated by supersymmetric extensions of the
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Standard Model of particle physics. In many of these
extensions the neutralino is the lightest supersymmetric
particle (LSP). In theories where the LSP is stable, for
example theories where R-Parity is a conserved quan-
tum number [10–12], the neutralino is thus a highly-
motivated DM candidate. Furthermore, an attractive
feature of neutralinos is that a large region of the relevant
supersymmetric parameter space can be investigated us-
ing CERN’s Large Hadron Collider (LHC)1.
Whilst neutralino DM is “cold”, owing to its negligible

free-streaming length (i.e. the length scale below which
fluctuations in DM density are suppressed), warm DM
(WDM) is typically lighter and possesses a much longer
free-streaming length. WDM is a viable alternative to
cold dark matter (CDM) models which may potentially
resolve several shortfalls of the standard CDM model,
such as for example the over-prediction of low mass satel-
lites and the existence of cuspy halos [13–16]. Among
WDM candidates, there are sterile neutrinos [17–19], ma-
jorons [20–22] and light DM (LDM) particles [23]. What
makes LDM interesting for this study is the fact that it
can self-annihilate, as opposed to other forms of WDM,
and therefore its annihilation rate can be enhanced by
overdensities.
In this paper, we re-examine the influence of neutralino

and LDM annihilations on the thermal history of the Uni-
verse at times between the epochs of recombination and
reionisation, commonly referred to as the “Dark Ages”,
when gas existed in a nearly uniform, dark, neutral state.

1 www.cern.ch/LHC
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The investigation of the Dark Ages is one of the fron-
tiers of modern cosmology, and will be carried on by a
new generation of radio interferometers such as LOFAR2,
MWA3, 21CMA4, and SKA5, as well as single antenna
experiments such as EDGES6 and CORE.
These experiments will look for the redshifted 21 cm

signal associated with the hyperfine triplet-singlet tran-
sition of neutral hydrogen. If DM annihilates or decays,
the resulting products subsequently collide and heat the
surrounding gas, increasing its kinetic temperature and
ionisation fraction. This is in turn manifested as distinct
features in the 21 cm background signal that can be used
to constrain the properties of DM [24–26].
With few exceptions (e.g. [27, 28]), past studies

proclaim that the heating effects associated with the
annihilation of SUSY WIMP DM are too small to be
detected by current radio interferometers. However,
these studies overlook the enhancements to the DM
annihilation rate in galactic halos and in their substruc-
tures [29], which could be large enough to make the
DM signature detectable by the next generation radio
telescopes. In this paper, we calculate the effect of
neutralino and LDM annihilations on the 21 cm signal
when accounting for the effect of DM clustering.

The rest of this paper is organized as follows. In § II
we elaborate on the basic properties of neutralinos and
LDM. We also discuss the basic physics describing the
way in which energy from annihilations is injected into
the intergalactic medium (IGM). In § III and § IV we
calculate the enhancement in the DM annihilation rate
caused by the presence of halos and their substructures.
In §V we estimate how much of the energy produced in a
single DM annihilation is actually injected into the IGM.
In §VI we discuss the modifications to the differential
equations describing the evolution of the ionised fraction
and kinetic temperature of the IGM and subsequently
use these equations to calculate the modified 21 cm back-
ground. In §VII we calculate the predicted 21 cm back-
ground for our benchmark neutralino and LDM mod-
els and discuss the potential for a detection. Finally, in
§VIII we summarise our results and draw our conclu-
sions.

II. DARK MATTER CANDIDATES

The lightest supersymmetric (SUSY) neutralino is a su-
perposition of higgsinos, winos and binos. Consequently,
neutralinos are electrically neutral and colourless, only
interacting weakly and gravitationally, and hence very

2 http://www.lofar.org
3 http://www.haystack.mit.edu/ast/arrays/mwa
4 http://web.phys.cmu.edu/past/
5 http://www.skatelescope.org
6 http://www.haystack.mit.edu/ast/arrays/Edges/index.html

difficult to detect directly. In SUSY models that con-
serve R-parity, the LSP is stable [10–12]. Consequently,
in a scenario where present-day CDM exists as a re-
sult of thermal freeze-out, the dominant species of CDM
could quite possibly include the LSP. The relic density
of the LSP will then heavily depend on its mass and
annihilation cross section. Throughout this paper we as-
sume that the LSP is the lightest SUSY neutralino. The
neutralino is a popular candidate for CDM because the
theoretically-motivated values of these parameters yield
a corresponding value of the relic density that is in good
agreement with observations (for a more detailed review
of the various properties and motivations for neutralino
DM see, e.g., Bertone et al. [9]).
Neutralinos possess a wide-range of annihilation spec-

tra owing to the vast extent of currently unexcluded
SUSY parameter space. Owing to the Majorana nature
of the neutralino, its annihilation to fermionic channels is
suppressed by a factor proportional to the square of the
mass of the final state. This means that, if the neutralino
is lighter than the W± and Z bosons, annihilations will
be dominated by the process χχ → bb̄ with a minor con-
tribution by χχ → τ+τ−. Assuming annihilations are
dominated by the former process, the resulting spectrum
will depend entirely on the LSP mass. For heavier LSPs,
the annihilation products become more complex, often
determined by several dominant annihilation modes, in-
cluding χχ → W+W−, χχ → ZZ or χχ → tt̄ as well as
χχ → bb̄ and χχ → τ+τ−.
The other DM candidate we consider is LDM, consist-

ing of MeV mass particles, which annihilate to electron-
positron pairs 7 and consequently were considered to be
a possible source of the positrons contributing to the
511keV positronium decay signature from the bulge of
the Galaxy observed by SPI/INTEGRAL [30]. While
the current view favours the interpretation of the 511
keV feature as due to e+e− injection by a population
of astrophysical sources, there is nevertheless continued
interest in reviving a dark matter interpretation because
of the possible connection with other anomalous spatially
extended signals seen from the innermost Galaxy, specifi-
cally the WMAP and the FERMI hazes [31]. More exotic
dark matter models are required in this case, most specif-
icaly some form of multicomponent dark matter (see e.g.
Refs. [32, 33]).
Relevant analyses of the 511 keV emission impose the

constraint on the LDM mass mDM < 20MeV in or-
der not to overproduce detectable gamma-rays from in-
ner bremsstrahlung processes [34] (although see Boehm
& Uwer [35]). A stronger, albeit less conservative con-
straint, mDM < 3MeV can be obtained if one considers

7 MeV LDM particles can also potentially annihilate directly into
neutrinos and photons. However most theories suppress this
emission in order to be consistent with observational constraints.
Here we only consider scenarios where LDM annihilates entirely
to electron-positron pairs, so that our results can be considered
as an upper limit to the more general case.

http://www.lofar.org
http://www.haystack.mit.edu/ast/arrays/mwa
http://web.phys.cmu.edu/past/
http://www.skatelescope.org
http://www.haystack.mit.edu/ast/arrays/Edges/index.html
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the generation of gamma-rays from the in-flight annihila-
tion between positrons produced from LDM annihilation
and electrons residing in the interstellar medium of our
Galaxy [36].
Both in the case of neutralinos and LDM, the average

rate of energy absorption per hydrogen atom in the IGM
at a redshift z is given by

ǫ̇(z) =
1

2
fabs.(z)

n2
DM,0

nH,0
〈σann.υ〉mDM(1 + z)3 C(z) (1)

wheremDM is the mass of the DM particle, 〈σann.υ〉 is the
thermally-averaged DM annihilation cross section, nDM,0

and nH,0 are the current average number densities of DM
and hydrogen respectively, and fabs. is the fraction of en-
ergy which is absorbed by the IGM. The “clumping fac-
tor” C(z) is the redshift-dependent enhancement of the
annihilation rate owing to the presence of DM structures,
relative to a completely homogeneous Universe8.

III. EXTRAGALACTIC DARK MATTER

ANNIHILATION RATE

In the standard cosmological model, all structure in
the Universe originated from small amplitude quantum
fluctuations during an epoch of inflationary expansion
shortly after the Big Bang. The linear growth of the
resulting density fluctuations is then completely deter-
mined by their initial power spectrum, which for ΛCDM
is usually assumed to be a power law with spectral index
n. Current limits on n from observations of temperature
fluctuations in the CMB conducted by the Wilkinson Mi-
crowave Anisotropy Probe, nWMAP = 0.963 ± 0.012 (at
68% confidence level) [4, 37], support the existence of a
power spectrum consistent with inflation.
During the expansion of the Universe, the aforemen-

tioned small initial density fluctuations will eventually
grow and produce the structures that we observe today.
In the currently accepted cosmological model, smaller
structures form first and then merge to form larger ones
in a process of “bottom-up” hierarchical structure for-
mation. The mass distribution at any given redshift can
potentially be determined through the use of numerical
simulations.
As a first approximation, the smaller progenitors form-

ing larger isolated structures are completely disrupted
after merging and the resulting “smooth” DM density
distribution can be described by a continuous function,
conventionally of the form

ρ(r) =
ρs

(r/rs)γ [1 + (r/rs)α]
(β−γ)/α

, (2)

8 The factor of 1/2 in Eq.(1) assumes Dirac DM particles; for
Majorana particles this should be further multiplied by a factor
of 2.

where r is the distance from the centre of the halo, rs is
a scale radius, ρs is a normalisation factor, and α, β and
γ are free parameters.
However, N-body simulations of CDM halos reveal that

a wealth of substructure halos (henceforth referred to as
subhalos) exist within such halos. Moreover, utilising re-
sults from the Via Lactea II simulations, Diemand et al.
[38] claimed that a further generation of sub-subhalos ex-
ist with a near self-similar mass distribution relative to
their parent subhalo. This suggests the possibility that
if one were to conduct simulations with sufficiently high
resolution, one would find a long nested near self-similar
series of halos within halos within halos etc., all the way
down to the smallest halos9. This has significant im-
plications for the indirect detection of annihilating DM
since the rate of DM annihilations is proportional to the
square of the local density, and hence the presence of
over-densities can significantly increase the annihilation
rate relative to that obtained with a smooth DM distri-
bution.
The above scenario applies to structures formed in a

CDM-dominated Universe. In a WDM-dominated Uni-
verse, the significant damping of small-scale density fluc-
tuations, due to the larger free-streaming length, should
be taken into account. Following Bardeen et al. [39],
this can be accounted for by using the modified power
spectrum P (k) = T 2

WDM(k)PΛCDM(k), where the WDM
transfer function is approximated by

TWDM(k) = exp

[

−
kRf

2
−

(kRf )
2

2

]

, (3)

where Rf is the free-streaming length.
For WDM particles with negligible interaction rates,

the free-streaming length is related to the particle mass
mDM by [39].

Rf,n = 7.4× 10−6
( mDM

1MeV

)−4/3
(

ΩDM

0.258

)1/3

×

(

h

0.719

)5/3

h−1 Mpc. (4)

However, as we will show below, the interaction rates for
self-annihilating LDM in the models considered here are
non-negligible. In this case, the free-streaming length is
given by [40]

Rf,i = 0.3

(

Γdec.,DM

6× 10−24 s−1(1 + zdec.)3

)1/2

(5)

×

(

1MeV

mDM

)1/2

Mpc, (6)

9 Although there are results from the more recent Aquarius simu-
lations [125, 126], conducted by the Virgo consortium, that are
in contention with these results (see §VIII).
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where Γdec.,DM is the WDM self-annihilation rate at the
decoupling redshift zdec. given by

Γdec.,DM =
1

2

ρc,0ΩDM,0

mDM
〈σann.υ〉dec.(1 + zdec.)

3, (7)

and 〈σannυ〉dec. is the thermally-averaged product of the
WDM annihilation cross section and relative speed of two
annihilating WDM particles, evaluated at the same time.
In order to obtain the thermal relic density observed to-
day, one requires 〈σann.υ〉dec. ≃ 10−26 cm3 s−1.
For mDM = 3MeV we obtain Rf,n = 2.4 pc and

Rf,i = 98 pc, while for mDM = 20MeV, we obtain
Rf,n = 0.19 pc and Rf,i = 15 pc. Hence, in both cases
the co-moving free-streaming length set by WDM inter-
actions is at least an order of magnitude larger than that
when interactions are completely negligible, and conse-
quently we must use the former in our determination of
the cut-off scale in the WDM power spectrum.
We follow the treatment by Avila-Reese et al. [15]

and define a characteristic free-streaming wavenumber
kf such that TWDM(kf ) ≃ 0.5, leading to kf ≃ 0.46/Rf .
This wavenumber is then related to a characteristic fil-
tering mass Mf by

Mf =
4π

3
ρ̄WDM

(

λf

2

)3

, (8)

where λf = 2π/kf = 13.6Rf . In this paper we invoke
the approximation Mmin. ∼ Mf , where here Mmin. is
the minimum mass of a LDM halo, and equal to ap-
proximately 46M⊙ and 0.16M⊙ for mDM = 3MeV and
20MeV respectively. Since the mass within a given co-
moving volume is constant as the Universe expands, the
result (8) is independent of redshift.
Below, we perform a series of detailed calculations il-

lustrating the enhancement of the annihilation rate rela-
tive to that obtained with a completely smooth Universe,
known as the clumping factor.

IV. CALCULATION OF THE CLUMPING

FACTOR

We assume a standard homogeneous, isotropic Universe
with a flat spatial geometry. Let R(M, z) be the average
annihilation rate within a generic DM halo of mass M
located at redshift z. Even for large M , this source can
be regarded as an unresolved point-source and we assume
this throughout, for all halos considered. The rate of
annihilations per unit volume at a given redshift is then
equal to

Γ(z) = (1 + z)3
Mmax.
∫

Mmin.

dM
dn

dM
(M, z)R(M, z), (9)

where we have introduced the unconditional halo mass
function, dn/dM , i.e. the co-moving number density

of virialised halos with mass M located at redshift z,
(the factor (1 + z)3 converts this from co-moving to
proper density). The integral spans over the mass range
M > Mmin., where Mmin. can be as small as ∼ 10−12M⊙,
due to kinetic decoupling in the case of CDM [41], and ap-
proximated by the filtering mass (8) in the case of WDM.
Three ingredients are required in order to calculate the

annihilation rate (9). Firstly, we need to specify the anni-
hilation cross section of our DM candidates (in our case
neutralinos or LDM). Secondly, we need to specify the
DM density profile of a generic halo of mass M at red-
shift z. Finally, we need an estimate of the distribu-
tion of halos, i.e. an estimate of the halo mass function
dn(M, z)/dM .

A. The halo mass function

Press-Schechter theory [42] postulates that the cosmolog-
ical mass function of DM halos can be expressed in the
universal form

dn

dM
=

ρ̄0
M2

νf(ν)
d log(ν)

d log(M)
, (10)

where ρ̄0 is the average co-moving DM density, ρ̄0 =
ρcΩM , and ρc is the present critical density of the Uni-
verse. The parameter ν = δsc/σ(M) is defined as the
ratio of the critical overdensity required for spherical col-
lapse at redshift z extrapolated using linear theory to
present time, and σ(M) is the r.m.s. of primordial den-
sity fluctuations when smoothed on a scale which con-
tains mass M , again extrapolated using linear theory to
present time. The form of δsc(z) can be found in Tegmark
et al. [43]. σ(M) is related to the power spectrum P (k) of
the linear density field extrapolated to the present time
by

σ2(M) =

∫

d3kW 2(kR)P (k), (11)

where W is the top-hat window function at the length

scale R = (3M/4πρ̄)
1/3

and ρ̄ is the mean matter den-
sity. We utilise the analytical approximation specified in
Tegmark et al. [44], relevant in the linear regime long af-
ter the relevant fluctuation modes have entered the hori-
zon, when all modes grow at the same rate, which means
that σ(M) can be factored as a product of two functions,
one solely dependent on redshift z and the other solely
dependent on the comoving spatial scale R. We nor-
malise P and σ by computing σ at R = 8h−1Mpc and
setting the result equal to the cosmological parameter σ8

as measured by WMAP, σ8 = 0.796± 0.036 [4].
The first-crossing distribution f(ν) has the following

analytical fit [45] to the N-body simulation results from
the Virgo consortium [46]

νf(ν) = A
[

1 + (aν)−p
]

(aν

2π

)1/2

exp
(

−
aν

2

)

, (12)
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where a ≃ 0.7, p = 0.3, and A is determined by the
requirement that all mass lies within a given halo, i.e.
∫

dνf(ν) = 1 or equivalently
∫

dMMdn/dM = ρ̄0.

B. The density profile of dark matter halos

Since the rate of DM annihilation scales with density
squared, it depends sensitively on the density profile of
each halo. We consider three universal density profiles
to model the smooth distribution of DM within each
halo (substructure will be dealt with later in this sec-
tion). Firstly, we consider the popular profile proposed
by Navarro, Frenk & White [47, 48] (NFW), which cor-
responds to α = 1, β = 3 and γ = 1 in Eq.(2). Sec-
ondly, we consider a profile with a significantly larger
slope, specifically the one proposed by Moore et al. [49],
corresponding to α = 1.5, β = 3 and γ = 1.5. Both
of these profiles have the same functional form and are
both singular towards the Galactic centre (in fact, the
slope of the Moore profile must necessarily be truncated
for r < rmin., where rmin. ∼ 0 - see below, otherwise
the integral of density squared will diverge). However,
there have been indications that cuspy profiles are in-
consistent with observations, specifically regarding the
rotation curves of small-scale galaxies [50–54], which are
more likely to be consistent with density profiles possess-
ing flattened cores similar to that which may be achieved
with WDM [13, 16]. Therefore, we lastly consider the
Burkert density profile [55]:

ρ(r) =
ρs

[1 + (r/rs)] [1 + (r/rs)2]
, (13)

which has been shown to be fairly consistent with the
rotation curves of a large number of spiral galaxies [56].

C. Concentration-mass relation for dark matter

halos

Here we introduce the virial concentration parameter
cvir., defined by cvir. = rvir./rs, where rs is the scale
radius defined above and rvir. is the virial radius of the
halo. The latter is defined as the radius encapsulating
the virial mass M of the halo within which the average
density is equal to the overdensity ∆vir. times the average
cosmological density ρ̄(z) at that redshift

M =
4π

3
∆vir.ρ̄(z)r

3
vir.. (14)

For ∆vir., we use the approximation provided in Tegmark
et al. [44], namely ∆vir. ≃ 18π2 + 52.8x0.7 + 16x, where
x(z) = ΩΛ(z)/ΩM(z), (∆vir. ≃ 311 at z = 0 for ΩM = 0.3
and ΩΛ = 0.7). This is accurate to within 4% of the
exact numerical calculation at relevant times.
There has been evidence from simulations revealing

a strong correlation between the halo mass M and its

corresponding concentration cvir., with larger concentra-
tions in smaller mass halos, which is consistent with the
idea of bottom-up hierarchical structure formation with
smaller halos collapsing at earlier times when the aver-
age density of the Universe was much greater [47, 48].
This relationship was later re-affirmed by Bullock et al.
[57] (B2001 hereafter) using a sample of simulated halos
in the mass range 1011 . M/h−1M⊙ . 1014, who pro-
posed a toy model to describe this behaviour, which is
popular in the relevant literature: on average, a collapse
redshift zc is assigned to each halo of massM through the
relation M∗ = FM , where at a redshift z the typical col-
lapsing mass M∗(z) is defined implicitly by the relation
σ(M∗(z)) = δsc(z) and is postulated to be a fixed frac-
tion F of M , which, following [58], we set equal to 0.015.
The density of the Universe at redshift zc is then associ-
ated with a characteristic density of the halo at redshift
z. Therefore, here we use the average concentration-mass
relation obtained using the above method, which is given
by

cvir.(M, z) = K
1 + zc
1 + z

=
cvir.(M, z = 0)

1 + z
(15)

where K ≃ 5, for ΩΛ = 0.742, ΩM = 0.258, h = 0.719
and σ8 = 0.796 [4]
Since this relation has been derived for halos with a

minimum mass of ∼ 1011M⊙, the extrapolation to very
small values of the mass, down to the mass associated
with the DM free streaming length (that we take to be
as small as ∼ 10−12M⊙), could be unreliable, since small
mass halos become increasingly concentrated. For this
reason, following [59], we introduce a cut-off mass Mcut

such that cvir.(M, z) = cvir.(Mcut, z) for M < Mcut. In
the following, we will either take Mcut equal to the mass
of the smallest DM halos (i.e. no cut-off) or equal to
106M⊙, which is the typical (mass) resolution of current
numerical simulations of Galaxy-sized DM halos.

D. Clumping factor for smooth halos

We are now able to calculate the clumping factor C(z)
attributed to extragalactic halos with smooth DM den-
sity profiles and concentrations given by Eq.(15). We
start by calculating the annihilation rate R(M, z) within
a DM halo of mass M located at redshift z given by

R(M, z) =
1

2

〈σann.υ〉

m2
DM

rvir.(M,z)
∫

r=0

ρ2(r)4πr2dr. (16)

The integral in (16) can be expressed in analytical form
for the NFW and Moore profiles; we present the relevant
formulas in Appendix A. In the case of the Moore profile,
however, in order for the integral over density squared to
be finite, the density must be truncated below a radius
rmin ..
To obtain a value for rmin. we assume that, within

some minimum distance from the center of the halo,



6

most of the neutralino DM has self-annihilated, leav-
ing a flattened density core. The size of the core is
roughly determined by the condition that within it the
time-scale for DM annihilation, tann. ∼ (nχ〈σann.υ〉)

−1,
should be smaller than the average time-scale tin. for
the replenishment of the core owing to the infall of
DM from larger radii. Then rmin. will be defined as
the radius where tann. ≃ tin.. We do not try to esti-
mate tin.; instead, since we must have tin. ≪ th, where
th ∼ 1017 s is the Hubble time, we have that within
the core nχ〈σann.υ〉 ≫ th

−1, and since the density de-
creases monotonically with increasing radius we can ob-
tain a conservative upper limit for rmin. from the condi-
tion nχ〈σann.υ〉 ≃ t−1

h . Then, we adopt the conservative

criterion (ρχrmin./mχ)〈σann.υ〉 ∼ t−1
h , with canonical val-

ues of the neutralino mass and annihilation cross section
of mχ ∼ 100GeV and 〈σann.υ〉 ∼ 10−26 cm3 s−1. This
sets an upper limit for xmin. which is ∼ 10−8 for the
Galactic halo at present day, which is consistent with
similar approximations by other authors (see, e.g., Tay-
lor & Silk [29]).
Then, it follows from Eq.(9) that the contribution to

the DM annihilation rate per unit volume, Γhalos(z), by
halos located at redshift z is

Γhalos(z) =
1

2

〈σann.υ〉

m2
DM

(1 + z)3

×

Mmax.
∫

M=Mmin.

dM
dn

dM
(M, z)

rvir.(M,z)
∫

r=0

ρ2(r)4πr2dr.

(17)

The corresponding rate of DM annihilation per unit vol-
ume contributed by the smooth background density at
redshift z is given by

Γsmooth(z) =
1

2

〈σann.υ〉

m2
DM

ρ̄2DM(z), (18)

where ρDM(z) = ρc,0ΩDM,0(1 + z)3. Therefore, we define
the clumping factor for smooth halos, Chalo(z), as

Chalo(z) ≡ 1 +
Γhalo(z)

Γsmooth(z)
=

= 1 +
(1 + z)3

ρ̄2DM(z)

×

Mmax.
∫

M=Mmin.

dM
dn

dM
(M, z)

rvir.(M,z)
∫

r=0

ρ2(r)4πr2dr,

(19)

so that Chalo(z) → 1 for a completely smooth universe.
In Fig. 1 we display plots of Chalo(z) as a function of

z for halos with NFW profiles (top panel), Moore pro-
files (central panel) and Burkert profiles (bottom panel).
Halos with cuspy density profiles, such as the NFW

10
0

10
1

10
20

1

2

3

4

5

6

1+z

lo
g 10

[ C
ha

lo
(z

) 
]

 

 

10
0

10
1

10
20

1
2
3
4
5
6
7
8

1+z

lo
g 10

[ C
ha

lo
(z

) 
]

 

 

10
0

10
1

10
20

1

2

3

4

5

6

1+z

lo
g 10

[ C
ha

lo
(z

) 
]

 

 

FIG. 1. Clumping factor as a function of redshift for DM
halos with mass M > Mmin. with smooth NFW (upper
panel), Moore (central panel) and Burkert (bottom panel)
DM density profiles with a cvir. − M relation described
by Eq.(15), truncated at a halo mass Mcut. The dis-
played curves correspond to values of (Mmin./M⊙,Mcut/M⊙)
of (10−12, 10−12) (thin black solid), (10−12, 106) (thin blue
dashed), (10−4, 10−4) (thin red dot-dashed), (10−4, 106)
(thick green dashed) and (106, 106) (thick magenta dot-
dashed) for the NFW and Moore profiles, and equal to
(0.16, 0.16) (thin black solid), (0.16, 106) (thin blue dashed),
(46, 46) (thin red dot-dashed), (46, 106) (thick green dashed)
and (106, 106) (thick magenta dot-dashed) for the Burkert
profile.

and Moore profiles, are typical of CDM halos for which
the minimum mass cut-off scale in the matter power
spectrum is determined by collisional damping and free
streaming in the early Universe. For WIMP DM the
value ofMmin./M⊙ can range from 10−12 to 10−4 for typ-
ical kinetic decoupling temperatures. Hence in the upper
panels of Fig. 1 we illustrate the effect on the clumping
factor for values of Mmin./M⊙ of 10−12, 10−4 and 106,
where, as mentioned above, the latter value is the typical
minimum mass of resolved subhalos in numerical simu-
lations of Galactic halos. We also demonstrate the influ-
ence of truncating the Bullock et al. concentration-mass
relation (referred to as the “B2001 relation” hereafter)
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below a mass of 106M⊙, as well as using the relation
when extrapolated to Mmin..
In the bottom panel of Fig. 1 we show the clumping

factor for halos with flattened cores like the ones pos-
sibly formed by WDM. In particular, we plot Chalo for
minimum halo masses Mmin. ≃ 46M⊙ and 0.16M⊙, cor-
responding to the values of the damping mass (8), ob-
tained using mWDM = 3MeV and mWDM = 20MeV
respectively. We also again illustrate the effect of us-
ing relation Eq.(15) when extrapolated to Mmin. or trun-
cated at 106M⊙. The selected values of mWDM corre-
spond to the respective upper limits on the LDM particle
mass from constraints on inner bremsstrahlung gamma
ray flux from the galactic centre [34] (although see Boehm
& Uwer [35]), and from in-flight annihilation [36] between
positrons from LDM annihilation and electrons in the in-
terstellar medium.
An analysis of Fig. 1 reveals some interesting trends.

Firstly, Moore profiles tend to yield larger clumping fac-
tors than NFW profiles, which in turn yield larger clump-
ing factors than Burkert profiles. This is clearly related
to the relative cuspiness of the three profiles and the fact
that DM annihilations are enhanced in higher-density re-
gions. In general, we have that Chalo at z = 10 is between
104 and 106 for Moore profiles, 103 and 105 for NFW pro-
files, and 102 and 104 for Burkert profiles. Secondly, we
observe that the smaller the value of Mmin. the sooner
the clumping factor starts to deviate from unity and the
larger the clumping factor is at present day. This is due to
the contribution in the integral in Eq.(17) of the smaller
halos, that form earlier, and are thus denser, than larger
halos. It is however worth stressing that the mass func-
tion and the concentration parameters have not been well
measured for these extremely small, high-z halos. Finally,
when the Bullock et al. relation is truncated at a value
Mcut = 106M⊙ > Mmin., the clumping factor is smaller.
In particular, this roughly amounts to an order of mag-
nitude difference at z = 10 for the NFW and Moore pro-
files with Mmin. = 10−12M⊙, and, as can be expected,
the difference is smaller for larger values of Mmin. and in
the case of Burkert profiles.

E. Clumping factor for halos possessing sub-halos

and sub-sub halos

Thus far we have considered the amplification of the DM
annihilation rate for isolated halos with smooth density
profiles. However, as already mentioned, N-body simula-
tions indicate that a significant proportion of the smaller
progenitors giving rise to larger mass halos survive the
merging processes and the tidal forces exerted upon them
during their orbital motion within halos. In particular,
the Via Lactea II ΛCDM simulations of Galactic halos
presented in Diemand et al. [38] and in Kuhlen, Diemand
& Madau [60] (KDM hereafter), revealed a second gener-
ation of surviving substructures within halos (designated
as “sub-subhalos”). Further, these simulations suggest

that the mass distribution of sub-subhalos within their
host subhalo is approximately the same as the mass dis-
tribution of subhalos within their host halo10.
Since the DM annihilation rate scales with density

squared, these subhalos and sub-subhalos could pro-
vide significant enhancement to the annihilation rate,
even for modest substructure mass fractions, within ha-
los/subhalos. For halos of mass M these have been sug-
gested to be as much as 10% for subhalo masses Ms in
the range 10−5 < Ms/M < 10−2 [38] (which approxi-
mately corresponds to a constant mass fraction per sub-
halo mass decade of 3%, owing to the fact that the sub-
halo mass function has a slope of approximately 2 - see
below). However, owing to the fact that substructures in-
variably form earlier than their host halos, and that tidal
disruption is unlikely to effect the inner density profiles
of structures (i.e. where the majority of the enhance-
ment originates), the concentration of substructures may
be significantly greater than that of their host halos. The
simulation results recently presented in KDM are consis-
tent with the ratio Nc = chalovir. /c

subhalo
vir. ≃ 3 for subhalos

located at solar radii within galactic halos11, whilst the
numerical simulations of Bullock et al. show that, on
average, Nc ≃ 1.5 for halos of mass M ∼ 5 × 1011M⊙

(B2001).
Here we calculate the contribution to the clumping fac-

tor by halos possessing substructures with a self-similar
mass distribution. Consider a DM halo of mass M with
a subhalo mass distribution function given by

dN(M)

dMs
∝ M−β

s , (20)

where the index β is assumed to be time-independent and
approximately equal to 2, i.e. equal mass per decade in
subhalos (KDM). Whilst we adopt a minimum subhalo
mass equal to the minimum halo mass, Mmin., for which
we utilise several values as discussed above, we utilise
an upper limit on Ms of 10−2M , where M is the mass
of the host halo, a choice motivated by recent numerical
simulations (see, e.g., [38]).
There are indications that β may slightly deviate from

this value, particularly for WDM substructures, for which
Knebe et al. [61] claim that β may be as small as 1.6.
However, as shown in Fig. 2, the effect on the clump-
ing factor by varying β slightly from 2 is small at the
times of interest. We therefore adopt the value β = 2 for
both CDM and WDM. Consequently, each subhalo mass
decade contributes a constant fraction Fsub. of the halo
mass.

10 Once again, we remind the reader that there are results from
the more recent Aquarius simulations [125, 126] that are in con-
tention with these results (see §VIII).

11 Although Nc demonstrates a slight galactocentric radial depen-
dence, the authors of KDM claim that the effect on the overall
annihilation rate is negligible.
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FIG. 2. Total clumping factor from halos and subhalos
Ctotal.(z) = 1 + Chalos(z) + Csubhalos(z), for different values
of the substructure mass function index β. We show the val-
ues of Ctotal for structures with NFW (purple) and Moore
(blue) density profiles for β = 2 and 1.8 (solid and dashed
curves respectively) and β = 2 and 1.6 for the Burkert pro-
file (black solid and dashed curves respectively). We take
Mcut = Mmin. = 10−12 M⊙ for NFW and Moore profiles and
0.16M⊙ for Burkert profiles. In all cases Fsub. = 3%, Nc = 3.

Adopting a course of reasoning analogous to that used
to derive Eq. (16), the rate of DM annihilations within
a similar halo, solely due to the subhalos within it, pos-
sessing smooth density profiles ρ(r), is then given by

Rsub.(M, z) =
〈σann.υ〉

2m2
DM

10−2M
∫

Ms=Mmin.

dMs
dN(M,Fsub.)

dMs

×

rvir.(z,Ms)
∫

r=0

ρ2(r, csub.vir. [Ms, z])4πr
2dr

=
〈σann.υ〉

2m2
DM

A(M,Fsub.)

10−2M
∫

Ms=Mmin.

dMsM
−β
s

×

rvir.(z,Ms)
∫

r=0

ρ2(r, csub.vir. [Ms, z])4πr
2dr,

(21)

where A is the appropriate normalisation of dN/dMs.
The subhalo scale density can be obtained from the ex-
pressions (A3) or (A6) for NFW and Moore profiles
respectively, with the substitutions cvir. → csub.vir. and
M → Ms. Then integrating this contribution over all
halos at redshift z we obtain the annihilation rate for all

subhalos residing within such halos

Γsubhalos(z) = (1 + z)3

×

Mmax.
∫

M=Mmin.

dM
dn(M, z)

dM
Rsub.(M, z, Fsub.)

=
〈σann.υ〉

2m2
DM

(1 + z)3

×

Mmax.
∫

M=Mmin.

dM
dn(M, z)

dM
A(M,Fsub.)

×

10−2M
∫

Ms=Mmin.

dMsM
−β
s

×

rvir(z,Ms)
∫

r=0

ρ2(r, csubvir [Ms, z])4πr
2dr,

(22)

and following Eq. (19), we obtain the associated subhalo
clumping factor

Csubhalos = 1 +
Γsubhalos(z)

Γsmooth(z)

= 1 +
(1 + z)3

ρ̄2DM(z)

Mmax.
∫

M=Mmin.

dM
dn(M, z)

dM
A(M,Fsub.)

×

10−2M
∫

Ms=Mmin.

dMsM
−β
s

×

rvir.(z,Ms)
∫

r=0

ρ2(r, csub.vir. [Ms, z])4πr
2dr.

(23)

However as mentioned above, each subhalo is likely
to itself host substructures with mass function approxi-
mately equal to

dN

dMss
= A(Ms, Fss, β)M

−βss
s . (24)

Owing to the near self-similar nature of the mass dis-
tribution of substructures within halos, we take the val-
ues of the index βss and the sub-subhalo mass fraction
per mass decade Fss to be equal to β and Fsub. respec-
tively. Hence, following the above treatment for ha-
los and their constituent subhalos, the clumping factor
for all sub-subhalos with virial concentration cssvir.residing
within subhalos, themselves residing within halos located
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at redshift z, is given by

Csub−subhalos = 1 +
(1 + z)3

ρ̄2DM(z)

Mmax.
∫

M=Mmin.

dM
dn(M, z)

dM

× A(Ms, Fs)

10−2M
∫

Ms=Mmin.

dMsM
−β
s

× A(Mss, Fss)

10−2Ms
∫

Mss=Mmin.

dMssM
−βss
ss

×

rvir.(z,Ms)
∫

r=0

ρ2(r, cssvir.[Mss, z])4πr
2dr.

(25)

where, analogous for subhalos, for a given host subhalo
of mass Ms and minimum permitted mass Mmin., we al-
low for sub-subhalo masses in the range Mmin. ≤ Mss ≤
10−2Ms.

Finally, using Eqs.(19), (23) and (25), we obtain the
total clumping factor for all structures at redshift z

Ctotal = 1 + (Chalo(z)− 1)

+ (Csubhalos(z)− 1)

+ (Csub−subhalos(z)− 1), (26)

where it should be understood that the normalisation of
expressions Chalo and Csubhalos is modified to take into
account the fact that a specified percentage of the mass
of each halo and subhalo is provided by smaller substruc-
tures.

In Fig. 3 we show the total clumping factor as a func-
tion of z for halos with NFW profiles (left panel), Moore
profiles (central panel) and Burkert profiles (right panel).
We find the same trends as in the case of smooth halos.
However, the presence of substructures boosts the clump-
ing factor, more effectively so for cuspier (i.e. Moore and
NFW) profiles and for smaller values of (Mmin., Mcut).
In particular, we find that Chalo at z = 10 is in the range
between 104 and 108 for Moore profiles, between 103 and
106 for NFW profiles, and between 102 and ∼ 104 for
Burkert profiles.

From the recursive structure of Eq.(25), one can eas-
ily observe how to extend the present scenario to include
higher generations of substructures, but since there is no
evidence for such structures we omit them in this study.
Moreover, we have found that the relative contribution
of halos, subhalos and sub-subhalos to Ctotal(z) is in-
creasingly smaller at the redshifts of interest for realis-
tic values of the concentration ratio Nc and substructure
fraction Fsub such that further generations of substruc-
tures, if they exist, are unlikely to increase Ctotal(z) by
more than a few percent.
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FIG. 3. Plots of Ctotal(z) for structures with NFW (top
panel), Moore (central panel) and Burkert (bottom panel)
density profiles with subhalo and sub-subhalo mass fractions
per decade Fsub. and Fss of 0.03, and a relative concentration
ratio Nc of 3.0. The different curves correspond to different
values of (Mmin./M⊙,Mcut/M⊙), as in Fig. 1.

V. ENERGY ABSORBED FRACTION

A key quantity entering our computations is the fraction
fabs. of energy produced in each DM annihilation that is
effectively absorbed by the IGM. In fact, taking fabs. = 1
would be quite a poor approximation as sometimes just a
very small fraction of the total energy actually goes into
the heating/ionisation of the IGM. We describe in detail
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the method used to compute fabs. in Appendix B; here
we describe the annihilation spectra used for the differ-
ent particle physics models that we adopt, provide some
qualitative arguments to gain a physical insight on the
mechanisms that lead to the absorption of particles, and
finally, show the results obtained when the full method
is invoked.

A. Dark matter annihilation spectra

Neutralino DM can annihilate directly into either a
fermion pair or weak gauge bosons. Since the cross sec-
tion for annihilation to fermion pairs is proportional to
the square of the final state fermion mass, this process
will be dominated by heavy final states, namely bb̄, τ−τ+

and tt̄ (if kinematically allowed), while direct annihi-
lation into electron-positron pairs will be strongly sup-
pressed. Hence we need only consider the following an-
nihilation modes: χχ → W+W−, χχ → ZZ, χχ → bb̄,
χχ → τ+τ− and χχ → tt̄. Both the gauge bosons and the
fermion pairs produced in neutralino annihilations will
initiate a cascade that will eventually lead to a contin-
uum of photons, neutrinos, electron/positrons pairs and
protons in the final states, extending to energies much
smaller than the rest mass of the DM particle. Here we
utilise PYTHIA12 [62] to calculate these spectra.
The actual spectrum produced by the annihilations

will depend on the branching ratios of the various chan-
nels; this in turn will be determined by the gaugino and
higgsino fractions of the neutralino. In the following, we
will consider four representative supersymmetric scenar-
ios, in a similar way to what was done by Hooper et al.
[63]. First, we consider a 50GeV neutralino with an an-
nihilation branching ratio of 0.96 to bb̄ and of 0.04 to
τ+τ− (designated as model 1). Such a particle could
be gaugino-like or higgsino-like, since for masses below
the gauge boson masses, these modes dominate for either
case. Second, we consider two cases for a 150GeV neu-
tralino: One (designated as model 2) which annihilates as
described in model 1, and another (designated as model
3) which annihillates entirely to gauge bosons (W+W−

or ZZ). Such neutralinos are typically gaugino-like and
higgsino-like respectively. Finally, we consider heavy,
600GeV neutralinos, which annihilate to bb̄ with a ratio
of 0.87 and to τ+τ− or t+t− the remaining time (desig-
nated as model 4). Although these models do not fully
encompass the extensive parameter space available to
neutralinos at present, they do describe effective MSSM
benchmarks. Furthermore, the relevant results for neu-
tralinos with a mixture of the properties of those above
can be inferred by interpolating between those presented.
In Fig. 4 we show the spectrum of photons and elec-

trons produced in a single annihilation for our four neu-

12 http://home.thep.lu.se/∼torbjorn/Pythia.html

Model N̄γ Ēγ N̄e± Ēe±

SUSY-1 21.6 1.3GeV 9.2 1.1GeV
SUSY-2 24.7 3.5GeV 10.6 2.8GeV
SUSY-3 31.5 2.1GeV 14.6 2.6GeV
SUSY-4 25.8 12GeV 11.3 9.8GeV
LDM 3MeV - - 1 3MeV
LDM 20MeV - - 1 20MeV

TABLE I. Average number and energy of the photons and
electrons (positrons) produced in a single DM annihilation,
for the different models considered.

tralino models. As we shall describe in more detail in Ap-
pendix B, in the numerical computation of fabs. we will
be make the approximation that the annihilation spectra
are monochromatic and peaked at the average energy. In
Table I we show the average photon and electron energy
for the four models described above, together with the
average number of particles produced in each annihila-
tion.

In addition to neutralinos, we also consider light (MeV)
DM candidates, which annihilate directly into electron-
positron pairs. This will result in a monochromatic spec-
trum with E±

e = mDMc2. We consider two different LDM
candidates with masses mDM = 3 and 20MeV respec-
tively. For completeness, we present the “average” energy
and number of electrons (which is equal to the number
of positrons) produced in each annihilation in Table I.

B. Interaction of the annihilation products with

the IGM

In this section we discuss the different processes by which
the annihilation products of our DM candidates inject
energy into the IGM. We will be only concerned with the
interaction of photons and electron-positron pairs with
the IGM. Protons are very penetrating and thus do not
transfer energy to the IGM; neutrino interactions are so
weak that they are also unable to transfer energy to the
IGM, so that the annihilation energy that ends up into
protons and neutrinos is effectively lost for the purpose
of heating/ionising the IGM.

We will compute the transparency and opacity win-
dows for photons and e+e− pairs in order to gain a qual-
itative insight to the regions in the (E, z) plane where en-
ergy injection is expected to be efficient or not. However,
for the actual calculations of the absorbed energy frac-
tion, the energy transfer between the annihilation prod-
ucts and the IGM is treated in more detail as explained
in Appendix B.

http://home.thep.lu.se/~torbjorn/Pythia.html
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FIG. 4. Photon (left) and electron (right) energy spectra E dN/dE resulting from a single neutralino annihilation, for our four
benchmark models.

1. Photons

As far as photons are concerned, we are mostly inter-
ested in the absorption of γ-ray photons. The absorption
processes of x-ray and γ-ray photons at cosmological dis-
tances were discussed by Zdziarski & Svensson [64]. In
principle, the possible energy loss mechanisms for pho-
tons are: photoionisation of atoms; Compton scattering
on electrons; pair production on atoms; pair production
of free electrons or nuclei; scattering on CMB photons;
pair production on CMB photons. The total rate for
fractional energy loss, φγ(z, E), i.e., the fraction of the
photon energy that is lost in a unit time, is given by a
sum over the contributions of the individual processes:

φγ(z, E) = −
1

E

dE

dt
=

∑

i

φγ,i (27)

where the index i runs over the different processes listed
above. However, for z . 1500, and in the range of en-
ergies we are interested (namely E . 10 GeV), the rel-
evant processes are photoionization, Compton scattering
and pair production on atoms or free electrons and nu-
clei. The effectiveness of these processes depends upon,
other than on the photon energy, the density of the Uni-
verse at the redshift of interest. Roughly speaking, we
can say that photoionization is effective for energies be-
low ∼ 10 keV, while pair production is the dominant ab-
sorption mechanism at z & 1000 for 100MeV . E .
10GeV. Compton scattering is effective only for z & 100,
in a range of photon energies roughly centered around
∼ 1 MeV; at z = 500, the region where absorption is
dominated by Compton scattering extends roughly from
10 keV to 30MeV. The other processes, namely scatter-
ing on CMB photons and photon-photon pair production,
can be safely neglected for our purposes since they are
only relevant either at large redshifts or for very large
(E & 100GeV) energies.
The rate for fractional energy loss by photoionisation

φγ,ion. is given by

φγ,ion.(z, E) =
σHe+H(E)

16
nb(z)c, (28)

where nb(z) is the number density of baryons at redshift
z, and σHe+H is the absorption cross section per helium
atom (hence the factor of 16 in Eq.(28), since nHe =
nb/16), given by

σHe+H(E) = 5.1× 10−20

(

E

250 eV

)−p

cm2, (29)

where p = 3.3 for E > 250 eV, p = 2.65 for 25 eV ≤ E ≤
250 eV.
The fractional energy loss rate by Compton scattering

is

φγ,Com.(z, E) = σT ǫ g(ǫ)ne(z)c, (30)

where σT is the Thomson cross section, ǫ = E/mec
2 is the

photon energy in units of the electron mass, ne ≃ 0.88nb

is the total electron density at redshift z (including both
free and bound electrons), and g(ǫ) is

g(ǫ) =
3

8

[

(ǫ − 3)(ǫ+ 1)

ǫ4
ln(1 + 2ǫ)

+
2
(

3 + 17ǫ+ 31ǫ2 + 17ǫ3 − 10ǫ4/3
)

ǫ3(1 + 2ǫ)3

]

. (31)

The corresponding term for pair production over atoms
is given by

φγ,pair(z, E) = 0.63× ασTne(z)c ln

(

513ǫ

ǫ+ 825

)

, (32)

while the one for pair production over ionized matter is

φγ,pair(z, E) = 0.8× ασTne(z)c

(

ln 2ǫ−
109

42

)

, (33)
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FIG. 5. Photon transparency window. In the black region,
the photon loses all of its energy through interaction with
particles in the IGM and CMB photons. In the white region,
the photon can propagate freely. The dashed lines represent
photon trajectories.

where α is the fine structure constant.
A simple rule of thumb to assess the efficiency of the

above energy loss mechanisms is to compare the rate φγ

with the expansion rate, as given by the value of the
Hubble constant H(z). When φγ ≫ H(z), the photon
loses all of its energy on a time scale small compared
to the cosmological time, so that the energy loss mecha-
nisms are very effective and the universe is opaque to its
propagation. It can then be assumed that all the photon
energy is instantly lost, and, in the case of photoioni-
sation and Compton scattering, instantly deposited into
the IGM (in the case of pair production, one should take
into account the subsequent interaction of the pair with
the IGM - see Appendix B for details). In the opposite
regime, φγ ≪ H(z), the photon loses a significant frac-
tion of its energy on a time scale larger than the cosmo-
logical time, and the Universe is effectively transparent
to the photon propagation.
Following Chen & Kamionkowski [79], in Fig. 5 we

show the photon transparency window in the (E, z)
plane. For illustrative purposes, we consider redshifts
as large as z = 1000 and energies up to 10TeV in the fig-
ure, so that, in addition to the three processes for which
we have listed explicitly the energy loss rates, we have
also included the scattering and pair production over
CMB photons in the total rate φγ . In the filled region,
φγ > H(z), corresponding to the optically thick regime.
In the white region, φγ < H(z), corresponding to the
optically thin regime.

Although the transparency window can be useful as a
preliminary tool, in order, for example, to assess which

processes are important at a given redshift and energy
range, it has some limitations nevertheless. First of all, it
does not allow us to treat properly the regime φγ ≃ H(z),
i.e. the regime where the energy loss happens on cosmo-
logical time scales. In this case, the approximation of
an instantaneous energy deposition is not appropriate,
since part of the energy can be deposited at a redshift
lower than the redshift of emission. Secondly, even if in
the regime φγ ≫ H(z) one can safely conclude that all
the energy of the annihilation products is instantaneously
lost, this does not mean that it is instantaneously trans-
ferred (or even transferred at all) into the IGM: in some
cases the interactions of the annihilation products gener-
ate secondary particles, like the e+e− generated by the
pair production of photons on atoms or nuclei, whose
propagation has to be followed as well. For these reasons
we follow (with some small modifications) the approach
of [92] to calculate fabs.; the detailed calculations and the
results for fabs. are described in Appendix B.

In any case we can gain some qualitative insight by
looking at the Figs. 4 and 5. For the supersymmetric
models considered, the average energy of the photons
produced in each annihilation is of order of a few GeV,
and their energy is at most a few hundred GeV (in the
case of our heaviest candidate, the 600GeV neutralino of
model 4, only ∼ 1% of the total energy produced in the
annihilation is released in the form of photons with en-
ergy Eγ > 200GeV). As it can be seen from Fig. 5 above,
these photons lie in the middle of the transparency win-
dow: their energy is too low for pair production, as al-
ready noticed, but on the other hand it is too high for
photoionisation (or Compton scattering at z > 100) to be
effective. These photons will propagate freely and their
energy will decrease due to cosmological expansion. Al-
though it is in principle possible that, due to cosmological
redshifting, a photon produced in the transparency win-
dow at a given time will be absorbed later, we see from
Fig. 5 that this is practically never the case. In conclu-
sion, we expect that the absorbed fraction for photons at
z < 1000 will be very small, and that the photons pro-
duced in neutralino annihilations will instead show up in
the diffuse gamma-ray background.

2. Electron-positron pairs

Electrons and positrons can lose energy through colli-
sional ionisation of atoms or through inverse Compton
scattering off of CMB photons. In addition, positrons
can annihilate with thermal electrons. Other energy loss
mechanisms, like synchrotron radiation loss, can be safely
neglected.

The rate of energy loss through collisional ionisation is
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given by

φe,ion.(E, z) =
v

E

2πe4

mev2

×

{

ZHnH

[

ln

(

mev
2γ2Tmax,H

2I2H

)

+D(γ)

]

+ ZHenHe

[

ln

(

mev
2γ2Tmax,He

2I2He

)

+D(γ)

]

}

, (34)

where v is the electron velocity, γ = E/mec
2 is the elec-

tron Lorentz factor, IH = 13.59 eV and IHe = 24.6 eV are
the hydrogen and helium ionisation thresholds respec-
tively, ZH and ZHe are the hydrogen and helium atomic
numbers respectively, the function D(γ) is given by

D(γ) =
1

γ2
−

(

2

γ
−

1

γ2

)

ln 2 +
1

8

(

1−
1

γ

)2

, (35)

and Tmax.,H and Tmax.,He are the maximum energy trans-
fers in a single collision

Tmax.,H =
2γ2m2

Hmev
2

m2
e +m2

H + 2γmemH
, (36)

Tmax.,He =
2γ2m2

Hemev
2

m2
e +m2

He + 2γmemHe
. (37)

The fractional energy loss rate through inverse Compton
scattering is given by

φe,Com.(z, E) =
4

3

σTUCMB(z)

me

γ2 − 1

γ
, (38)

where UCMB(z) is the CMB energy density at redshift z.
In the case of inverse Compton losses, we must take

into account that the electrons and positrons do not
transfer their energy directly into the IGM; instead, they
accelerate the CMB photons they interact with, boost-
ing their energy by a factor ∼ γ2 . These up-scattered
photons can either be absorbed by the IGM or escape, de-
pending on their energy. As explained above, at redshifts
below a few hundred, the only relevant photon absorp-
tion processes are photoionisation, Compton scattering
and pair production; however, a simple calculation shows
that the electrons and positrons produced in the anni-
hilation of the DM candidates considered here are not
energetic enough to boost the CMB photons above the
threshold for pair production. We can also safely neglect
Compton scattering, since it is only efficient for z > 100
and in a small energy region around 1MeV. Therefore we
need only consider photoionisation as the secondary pro-
cess leading to the absorption of the photons produced
by inverse Compton scattering of electrons and positrons.
The method that we use to estimate the energy injected
in the IGM by the up-scattered photons is described in
detail in Appendix B. Here we just show the results con-
cerning the opacity window of electrons and positrons.
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FIG. 6. Transparency window for electrons. In the white re-
gion, electrons propagate freely. In the grey regions, electrons
transfer all of their energy to the CMB photons, but these are
subsequently lost, so that no energy is injected in the IGM. In
the black regions, all the electron energy is efficiently injected
in the IGM. See text for discussion.

The behaviour of electron-positron pairs with respect
to the energy transfer to the IGM is summarised in Fig. 6.
In the white region, the total energy loss rate is smaller
than the expansion rate: φe,ion. + φe,Com. < H , so that
the Universe is transparent to the propagation of elec-
trons. In the grey regions, the electrons and positrons
interact by inverse Compton scattering, but the result-
ing photons fall in the photon transparency window. This
means that the Universe is opaque to the propagation of
electrons, but nevertheless their energy is not transferred
to the IGM. Finally, in the black regions the electron en-
ergy is efficiently transferred to the IGM. In particular,
the region on the left correspond to the case in which
collisional ionisation is the dominant process; the region
on the right is where inverse Compton is the dominant
interaction, and the up-scattered CMB photons fall into
the photon absorption window.

VI. THE 21CM BACKGROUND

A. CMB-kinetic temperature coupling

In this section we briefly review the basic physics behind
the 21 cm signal. For a more in-depth discussion, we refer
the reader to Refs. [65–67] and references therein.

The emission or absorption of the 21 cm line signal em-
anating from neutral gas is associated with the transition
between the n = 1 triplet and singlet hyperfine levels of
hydrogen. The transition rate is governed by the spin
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temperature, Ts, defined as

n1

n0
= 3 exp

(

−
T∗

TS

)

, (39)

where n0 and n1 are the respective number densities of
hydrogen atoms in the singlet and triplet states, and T∗ =
0.068K is the equivalent temperature corresponding to
the transition energy.

In the presence of the CMB radiation field, the spin
temperature of the neutral hydrogen gas rapidly tends
towards the CMB temperature TCMB ≃ 2.725(1 + z)K.
In order for neutral hydrogen gas to produce a detectable
signal in the 21 cm background, be it in absorption or
emission, that is distinguishable from that generated
from the CMB, the kinetic temperature TK of the gas
must decouple from TCMB.

In a Universe containing stable, non-annihilating DM,
the spin temperature and the kinetic temperature of
HI gas are coupled to TCMB until z ≃ 200 [68]. At
30 . z . 200, prior to the formation of non-linear
baryonic structures, the IGM cools adiabatically, i.e.
TK ∝ (1+ z)2, compared to TCMB ∝ (1+ z). During this
epoch, spin-exchange collisions between hydrogen atoms,
protons and electrons are efficient at coupling TK and
TS of the gas, and consequently an absorption at wave-
length λ = 21(1 + z) cm can be observed until approx-
imately z ≃ 70. At later times cosmological expansion
reduces the frequency of these collisions significantly, to
the extent where TS re-couples with TCMB, diminishing
the 21 cm absorption signal.

However, in a Universe containing annihilat-
ing/decaying DM which injects appreciable energy
into the IGM, the thermal history of the gas may be
significantly altered to the extent where the correspond-
ing changes in the evolution of the 21 cm signal are
detectable by current and future radio experiments. Of
particular importance is the high sensitivity of these
changes with respect to the nature of the DM, making
them a powerful tool for constraining the properties of
potential DM candidates.

There are two mechanisms which can decouple TS from
TCMB: firstly, the aforementioned spin-exchange colli-
sions between neutral atoms, electrons and protons [69],
which are effective at z ≥ 70 before the Hubble expansion
has rarefied the gas in the IGM, and secondly, scatter-
ing by Lyman-α radiation (known as the “Wouthuysen-
Field” effect, also known as “Lyman-α pumping” [70–
72]), which couples TS to TK via the mixing of the n = 1
hyperfine states through intermediate transitions to the
2p state.

In the quasi-static approximation for the population
of the hyperfine levels in question, and in the absence
of radio sources, the HI spin temperature is a weighted
mean involving TK and TCMB,

TS =
TCMB + yTK

1 + y
, (40)

The coupling coefficient y can be written as

y = yα + yC , (41)

where yα is the term associated with Lyman-α pumping,
given by

yα =
P10T∗

A10TK
, (42)

whilst yC is associated with the de-excitation of the
HI hyperfine triplet state due to collisions with neutral
atoms, electrons and protons, collectively written as

yC =
T∗

A10TK
(CH + Ce + Cp). (43)

In the above equations A10 = 2.85 × 10−15 s is the rate
of spontaneous photon emission, P10 is the de-excitation
rate of the hyperfine triplet state due to Lyman-α scat-
tering, and CH, Ce and Cp are the de-excitation rates
associated with collisions of hydrogen atoms with other
hydrogen atoms, electrons and protons respectively.
We write P10 = (16πJασα)/(27hpνα), where Jα is the
background intensity of Lyman-α photons, σα is the
Lyman-α photon absorption cross section for neutral
hydrogen and hp is Planck’s constant. We neglect the
small corrections to the above expressions proposed by
Hirata [72]. The H-H collision term can be written as
CH = k10nHI, where k10 is the effective single-atom
collision rate coefficient for which we adopt the fit:
k10 = 3.1 × 10−11T 0.357

K exp(−32K/TK) cm3 s−1 pro-
posed by Kuhlen et al. [73], which is accurate to within
0.5% in the range 10 < TK < 103 K. For the e-H collision
term, Ce = neγe, we have used the following fit13 pro-
posed by Liszt [74]: log(γe/cm

3 s−1) = −9.607 +

0.5 log(TK/1K) exp
{

− [log(TK/1K)]
4.5

/1800
}

for 1 < TK < 104K, log(γe/cm
3 s−1) =

−9.607 + 0.5 log(TK/1K) for TK < 1K [77], and
γe(TK > 104K) = γe(10

4K). We ignore de-excitations
involving collisions with protons since they are typically
much weaker than those involving electrons at the same
temperature, although it has been shown that they can
be relevant at low temperatures [76].

B. Modifications to IGM thermal evolution in the

presence of DM

In this section we describe the modifications to the stan-
dard equations describing the thermal and ionisation his-
tory of the IGM when we incorporate the potentially sig-
nificant energy deposition of the products of annihilating
DM.

13 Updated rates can be found in [75].
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We parameterize the effect of DM annihilation by the
rate of energy injection given by Eq.(1). This energy is
then used to excite and ionise the hydrogen and helium
atoms in the IGM. We will not enter here into the detail
of the partition of energy between hydrogen and helium,
but instead assume that it is divided proportionally to
the respective number densities. This means that a frac-
tion 1/(1 + fHe) of the absorbed energy will go to hy-
drogen, while a fraction fHe/(1 + fHe) will go to helium,
fHe being the helium to hydrogen number ratio. Then
we need to know how the energy is partitioned between
the different processes. The relative fractions χi, χh and
χe of the energy absorbed which is diverted towards re-
spectively ionising, heating and exciting hydrogen and
helium atoms were calculated by Shull & van Steenberg
[78]. Their results can be approximated by [79]

χi,j(z) ∼
[1− xj(z)]

3
, (44)

χh,j(z) ∼
[1 + 2xj(z)]

3
, (45)

χe,j(z) ∼
[1− xj(z)]

3
, (46)

where xj(z) is the ionisation fraction of the relevant nu-
clear species j (i.e. j=H or He for hydrogen or helium
nuclei respectively), defined as

xj =
nj+

nj
, (47)

where nj+ is the number density of ionised nuclei of the
species j. We can also define a total ionisation efficiency
χi ≡ (χi,H + fHeχi,He)/(1 + fHe), and similar quantities
for heating and excitation.
Following [80], we compute the ionisation and ther-

mal history of the IGM, when incorporating our chosen
species of DM, using the publicly available code REC-
FAST [81, 82], modifying the standard evolution equa-
tions for the ionisation fractions of hydrogen and helium
nuclei, as well as the evolution equation for the kinetic
temperature as follows:

− δ

(

dx[H]

dz

)

=
ǫ̇

IH

χi,H

(1 + fHe)

1

H(z)(1 + z)
, (48)

−δ

(

dx[He]

dz

)

=
ǫ̇

IHe

χi,He

(1 + fHe)

1

H(z)(1 + z)
, (49)

−δ

(

dTk

dz

)

=
2ǫ̇

3kB

(χh,H + fHeχh,He)

(1 + fHe)H(z)(1 + z)
. (50)

A further equation needed to calculate the 21 cm signal
is that describing the evolution of the Lyman-α back-
ground intensity Jα, which can couple the spin and ki-
netic temperatures of the H-atoms in the IGM via the
Wouthuysen-Field effect. H-atoms, excited by collisions
with fast photoelectrons subsequently produce a cascade
of line photons, including Lyman-α photons which are
then likely to be re-absorbed by the optically-thick IGM.
We utilise the approximation adopted by Furlanetto et al.

[24] that approximately half of the total energy which is
diverted to excite hydrogen is used to produce Lyman-α
photons14, i.e. χα ∼ χe,H/2.
Following the treatment by Valdés et al. [26] we obtain

(however, note the additional correction factor of να in
front of the expression)

Jα =
n2
Hhcνα

4πH(z)

[

xexe,Hα
eff.
22P + xe,HxHIγeH +

χαǫ̇

nHhνα

]

,

(51)
where the first two terms are the contributions associ-
ated with the collisional excitation involving electrons
discussed above, and the last term is the contribu-
tion from DM. Also, αeff.

22P is the effective recombina-
tion coefficient to the 22P level [84], and γeH ≃ 2.2 ×
10−8 exp

[

−11.84/(T/104K)
]

cm3 s−1 is the collisional ex-
citation rate of HI atoms involving electrons [78].
The quantity most intimately associated with observa-

tions of the cosmological 21 cm signal is the differential
brightness temperature deviation, δTb, between the 21 cm
signal and the CMB, approximately given by [71, 85, 86]

δTb ≃ 26 mK xHI

(

1−
TCMB

TS

)(

Ωbh
2

0.02

)

×

[(

1 + z

10

)(

0.3

ΩM

)]1/2

, (52)

where xHI = 1 − xH is the average fraction of neutral
hydrogen in the patch of sky being observed.

VII. RESULTS

In the following section, we illustrate our predictions for
the effects on the thermal history of the IGM caused by
the additional energy injected into it by annihilating neu-
tralino CDM and LDM, when including the enhancement
effects from DM structures.
Since, as we have seen, this enhancement can be very

large, boosting the DM annihilation rate by several or-
ders of magnitude, we want to be sure that this does
not contradict other observations. Consequently, we per-
form two tests on each of the clumping factors investi-
gated, before taking into consideration its effect on the
21 cm brightness temperature. First of all, we check that
the huge injection of energy into the IGM does not lead
to premature re-ionisation. We use for this purpose our
modified version of the RECFAST code described above,
and discard all clumping factors for which the ionised
fraction xe > 0.01 at z = 14. We choose this value of
the redshift because it is close to the 3σ upper limit to

14 The authors of [83] actually find that χα is somewhat larger than
the value used here, χα ≃ 0.79χe,H/2. However we do not think
this would alter our results significantly; in any case it would
result in a larger deviation of the brightness temperature, so our
results can be considered as more conservative.
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zreion. coming from WMAP7 observations [37]. Secondly,
we check that the diffuse photon flux produced does not
exceed the observed diffuse gamma-ray and x-ray back-
ground (adopting the conservative approximation that
fabs. ∼ 0, that for all the models we consider is quite
a good approximation at the present time z = 0, where
the clumping factor reaches its maximum value). We use
to this purpose the measurements of the diffuse gamma-
ray background in the 1MeV - 100GeV range conducted
by EGRET [87, 88] and COMPTEL [89], and those of
the diffuse x-ray background in the sub-MeV range con-
ducted by the SPI spectrometer aboard INTEGRAL [90].
In the following, owing to the fact that the effects on

the spin and brightness temperature can be very subtle,
we display results only for the the most optimistic clump-
ing factors, which we define, for a given DM model, as
those which yield the largest difference in the differential
brightness temperature, δTb−δTb,0 (see §VIII), at z = 30
(i.e., the smaller z were plausibly astrophysical effects are
not important, see discussion at the end), while at the
same time conforming to the above criteria. For refer-
ence, in Appendix C we have tabulated the relevant as-
trophysical parameters associated with all clumping fac-
tors investigated, indicating which have been excluded
on the basis of the criteria described above.

A. Neutralino dark matter

We show the results for the supersymmetric models de-
scribed in §VA in Figs. 7 and 8 for halos with NFW and
Moore density profiles respectively. In particular, in each
panel we show the evolution of TK and TS for the most
optimistic clumping factors consistent with our selection
criteria, as described above. For comparison, we also dis-
play the corresponding results for the “no DM” scenario,
i.e., in the absence of annihilating DM.
We start by considering model 1, i.e., 50GeV neu-

tralinos that annihilate to bb̄ pairs 96% of the time
and to τ+τ− otherwise, with a canonical annihilation
cross section of 〈σann.υ〉 = 3× 10−27cm3 s−1/ΩDM,0h

2 ≃
2.7 × 10−26cm3 s−1. Owing to the relatively small mass
of this neutralino, the associated energy injection rate
into the IGM per annihilation is large (since overall,
ǫ̇DM scales as m−1

DM). Consequently, the majority of the
clumping factors calculated using the Moore profile are
excluded based on our criterion involving the diffuse radi-
ation background. The most optimistic clumping factors
consistent with our selection criteria are N4 and M18, for
the NFW and Moore profiles resepectively. It is known
that when the enhancement inside structures is neglected
(i.e. when C = 1), the energy injection from neutralino
annihilation is insufficient to significantly alter the evo-
lution of the IGM kinetic temperature. It can then be
expected that significant heating of the IGM by annihila-
tions can only start once the clumping factor is deviates
significantly from unity. This corresponds to z ≃ 25 for
M18 and z ≃ 85 for N4, corresponding to the time when

the least massive DM structures start to form in these
scenarios. The function fabs. for model 1 neutralinos is
almost constant during the period 10 < z < 90, there-
fore we expect the evolution of the clumping factor to
almost completely determine the evolution of the devi-
ations from the “no DM” scenario. This is illustrated
somewhat by the rapid elevation in TK corresponding to
the rapid increase in the M18 clumping factor at z ≃ 20,
compared to that associated with N4, which maintains a
more uniform increase in log(TK), reflecting the almost
constant value of d log(C)/d log(1 + z) at this time.

Next, we consider DM composed of neutralinos de-
scribed by model 2, that is, 150GeV gaugino-dominated
neutralinos that annihilate 96% to bb̄ and 4% to τ+τ−.
As for model 1 neutralinos, the majority of the clumping
factors calculated using the Moore profile are excluded
owing to the overproduction of the diffuse radiation back-
ground with M8 being the most optimistic clumping fac-
tor to survive this constraint. For structures with NFW
profiles, nearly all clumping factors are permitted, with
N2 being the most optimistic. The clumping factors M8
and N2 are very similar in their evolution, both signifi-
cantly exceeding unity at approximately z = 85, although
M8 always exceeds N2 for the times 100 & z & 2. Hence,
we expect the evolution of TK and TS in both cases to
be similar, with larger deviations from the “no DM” sce-
nario expected for the M8 scenario. Unlike model 1, fabs.
for model 2 neutralinos decreases by nearly a factor of 3
during this period. The decrease in fabs. largely miti-
gates the increasing heating rate resulting from the for-
mation of DM structures, leading to the rather flatter
evolution of TK that is observed. This can be compared
with the earlier results for model 1 neutralinos, which
display constantly increasing TK ’s (for C ≫ 1), owing to
the constant value of fabs. during such times.

Next we consider DM composed of neutralinos de-
scribed by model 3, that is, 150GeV higgsino-dominated
neutralinos that annihilate 58% to W+W− and 42% to
ZZ. Despite the fact that the gaugino fractions of the
neutralinos described by models 2 and 3 are significantly
different, their spectra of injected electrons and photons,
and thus the absorbed fraction fabs are quite similar.
Hence we expect that the permitted clumping factors
will also be quite similar, and in fact, this is the case:
the most optmistic clumping factors are N2 and M7 for
the NFW and Moore profiles, respectively. This results
in the evolution of TK to be very similar to that predicted
for model 2, and all the considerations made above apply.

Finally, we consider DM composed of neutralinos de-
scribed by model 4, that is, 600GeV gaugino-dominated
neutralinos that annihilate 87% to bb̄ and 13% to τ+τ−.
The relatively low energy injection rate per annihilation
(arising from the large neutralino mass) allows for corre-
spondingly larger clumping factors that satisfy our dif-
fuse background constraints. In fact, the most optimistic
clumping factors that are allowed are N2 and M4. Both
M4 and N2 have similar patterns of evolution owing to
the similar values of the parameters associated with each
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FIG. 7. Evolution of the IGM kinetic (thick dashed blue curves) and spin (dotted red curves) temperatures for our four
supersymmetric models. In each plot we show the results for the most optimistic clumping factors using the NFW density
profile (thick curves) and, for comparison, the kinetic and spin temperatures in the absence of DM annihilations (thin curves).
The CMB temperature is also shown (black solid curve). The annihilation cross section 〈σann.υ〉 = 2.7 × 10−26 cm3 s−1 in all
plots. The clumping factors used are N4 for model 1, and N2 for models 2, 3, and 4.

model (see Table III). However, despite this, M4 is al-
ways much larger than N2 (as can be expected when com-
paring clumping factors for structures possessing Moore
and NFW profiles with similar structural parameters),
with a maximum difference of approximately one order
of magnitude at z ≃ 30. Also, M4 increases slightly
more quickly than N2 for times 20 < z < 90, explaining
the correspondingly larger increase in TK associated with
the M4 model despite the larger substructure mass frac-
tion associated with N2. This explains why the displayed
M4 result for TK increases so rapidly compared to that
for N2 during these times. The associated fabs. func-
tion for model 4 decreases significantly over the period
100 > z > 10 (approximately 0.05 to 0.006), owing to
the significantly larger energies of annihilation products
produced compared to the lighter neutralinos of models
1, 2 and 3. Further, unlike the other three models, fabs.
here has no minimum within the times of interest. This,
in addition to the steeply decreasing nature of fabs. ex-
plains the distinct lack of a rise in TK at later times,
unlike that observed in models 1, 2 and 3. However, the
similar values in d log(C)/d log(1+ z) for z < 20 for both

M4 and N2 result in similar rates of decrease in log(TK)
at such times.

B. Light dark matter

In this section we consider the effects on the kinetic and
spin temperature of the IGM caused by LDM particles
that annihilate entirely to monochromatic e+e− pairs.
In the following, we calculate results utilising values

of the LDM annihilation cross section 〈σann.υ〉 based on
constraints derived from the predicted effects of LDM
annihilations on the CMB presented in [91, 92] as

〈σann.υ〉 ≤ 2.2× 10−29 cm3 s−1 f−1
abs.

(mLDM

1MeV

)

. (53)

We follow the conservative treatment in [92] and substi-
tute a value of fabs. approximately equal to its maximum
value, fmax.

abs. , into Eq.(53), in order to determine our con-
servative estimate for 〈σann.υ〉. For comparison, we also
calculate results for a value of 〈σann.υ〉 one order of mag-
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FIG. 8. Evolution of the IGM kinetic (dashed blue curves) and spin (dotted red curves) temperatures for our four supersym-
metric models. In each plot we show the results for the most optmistic clumping factors using the Moore density profile (thick
curves) and, for comparison, the kinetic and spin temperatures in the absence of DM annihilations (thin curves). The CMB
temperature is also shown (black solid curve). The annihilation cross section 〈σann.υ〉 = 2.7 × 10−26 cm3 s−1 in all plots. The
clumping factors used are M18, M8, M7 and M4 for models 1, 2, 3, and 4 respectively.

nitude smaller than this limiting value. We show our
results for TK and TS in Fig. 9.

Firstly we consider 3MeV LDM particles. In the left
panels of Fig. 9 we display the effects of DM composed
of these particles on the evolution of TK and TS, when
using annihilation cross sections 〈σann.υ〉 equal to 1.2 ×
10−28 cm3 s−1 (upper left panel) and 1.2× 10−29 cm3 s−1

(lower left panel). We display results calculated using the
B19 (upper left panel) and B15 (lower left panel) clump-
ing factors, calculated for structures possessing Burkert
density profiles, deduced to be the most optimistic mod-
els consistent with our constraints involving the diffuse
radiation background when using values of 〈συ〉 equal to
1.2× 10−28 cm3s−1 and 1.2× 10−29 cm3s−1 respectively.
As usual, we compare these results for TK and TS to the
“no DM” scenario. In the 3MeV case, we also compare
our results to those obtained using the formula for fabs.
provided by Ripamonti et al. [92] (see Appendix B for
details).
The clumping factors B19 and B15 possess significant

differences in their evolution owing to the different values
of the minimum halo mass associated with them (106 M⊙

for B19 and 46M⊙ for B15). This results in the time at
which B19 starts to significantly exceed unity occurring
much more recently (z ≃ 20) than for B15 (z ≃ 35).
As can be observed from Fig. 9, these times closely cor-
respond with the respective minima in TK immediately
before its rapid increase. However, unlike neutralinos,
LDM can still significantly heat the IGM at times when
C ∼ 1, provided that 〈σann.υ〉 is large enough. This
can again be observed in Fig. 9, where in the upper left
panel significant deviations in TK relative to the “no
DM” scenario occur for z > 20, whereas such deviations
are negligible for 〈σann.υ〉 = 1.2× 10−29 cm3 s−1 at times
z > 35, as can be seen from the lower left panel. Fur-
ther, at recent times, B19 increases much more rapidly
than B15, resulting in the correspondingly larger value
of d log(TK)/d log(z) that is observed.

We also show the effect of using the function fabs. as
calculated in Ref. [92]. At the respective times when
the clumping factors B19 and B15 are much greater than
unity, both the absorbed fraction calculated in this paper
and that of Ref. [92] are monotonically increasing, with
the former roughly twice larger than the latter (see upper
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FIG. 9. Evolution of the IGM kinetic (dashed blue curves) and spin (dotted red curves) temperatures for annihilating LDM
particles with a mass of 3MeV (left panels) and 20MeV (right panels). In each plot we show the results for the most optmistic
clumping factors using the Burkert density profile (thick curves) and, for comparison, the kinetic and spin temperatures in the
absence of DM annihilations (thin curves). The CMB temperature is also shown (black solid curve). In the case of 3MeV
LDM, we also show the results for TK and TS, obtained using the fitting formula for fabs. of [92] (dot-dashed thin red curves).
The annihilation cross section used is given by 〈σann.υ〉 = 1.2× 10−28 cm3 s−1 and 〈σann.υ〉 = 4.4× 10−28 cm3 s−1 in the upper
left and right plots respectively, and a factor of 10 smaller in the corresponding lower plots. The clumping factors used are B19
in the two upper panels, B15 in the lower left panel, and B3 in the lower right panel.

panel of Fig. 14). This is illustrated in the left panels of
Fig. 9 by the larger values TK associated with our fabs.
relative to those associated with the fabs. of Ref. [92].

Next, we consider 20MeV LDM particles. In the right
panels of Fig. 9 we display the effects of DM composed
of these particles on the evolution of TK and TS when
using annihilation cross sections 〈σann.υ〉 equal to 4.4 ×
10−28 cm3 s−1 (upper right panel) and 4.4×10−29 cm3 s−1

(lower right panel). We display results calculated us-
ing the B19 and B3 clumping factors, calculated for
structures possessing Burkert density profiles, deduced
to be the most optimistic models consistent with our
constraints involving the diffuse radiation background
when using values of 〈σann.υ〉 equal to 4.4×10−28 cm3 s−1

and 4.4 × 10−29 cm3 s−1 respectively. In all cases, we
utilise the function fabs. calculated according to the pro-
cedure described in Appendix B. Once again, we com-
pare these results for TK and TS to those when DM
is absent. The function fabs. starts to deviate from

unity at z ∼ 1000, but the decrease is quite slow until
z ∼ 30− 50; then it becomes more rapid until it reaches
0.2 at z ≃ 10 (see lower panel of Fig. 14). This accounts
for the slight decrease in dTK/dz observed during the
period z < 30. Hence, at times z > 30, the evolution
of the LDM heating rate is dominated by that of the
clumping factor B19 (upper right panel) or B3 (lower
right panel). There are significant differences in the evo-
lution of these two clumping factors. In particular, the
respective minima in TK closely correspond to the times
at which the clumping factor C starts to become much
greater than unity. However, there appears to be signif-
icant heating by LDM at times when C ∼ 1, indicated
in the right panels of Fig. 9 by the non-negligible devi-
ations from the “no DM” model, especially when using
〈σann.υ〉 = 4.4 × 10−28 cm3 s−1 (upper right panel) at
least up to z = 300, and up to z ≃ 150 when using
〈συ〉 = 4.4× 10−29 cm3s−1 (lower right panel).
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FIG. 10. Evolution of the 21 cm differential brightness tem-
perature δTb, relative to δTb,0 calculated for the “no DM”
model, for the four supersymmetric models considered in the
text, in the case of NFW (upper panel) and Moore (lower
panel) profiles. For each model and density profile we display
results using the most optmistic clumping factors compatible
with our selection criteria based on the reionization redshift
and on the gamma-ray background (top panel: N4 for model
1, N2 for models 2, 3, 4; bottom panel: M18, M8, M7, M4
for models 1, 2, 3 and 4 respectively). The annihilation cross
section 〈συ〉 = 2.7 × 10−26 cm3s−1 for all models.

C. The 21 cm global signature

Using the above results for the evolution of the spin tem-
perature, TS , in this section we present corresponding
results for the differential brightness temperature δTb,
calculated using Eq.(52), that is most readily associated
with measurements of the 21 cm background.

1. Neutralino dark matter

As in §VII, we firstly consider neutralino DM. In Fig. 10
we display our predictions for the evolution of δTb in the
presence of neutralino DM, relative to that calculated

for the “no DM” scenario, δTb,0, for our four bench-
mark SUSY models. In each case, we utilise an anni-
hilation cross section 〈συ〉 = 2.7 × 10−26 cm3 s−1. For
each DM model we display results when using the most
optimistic clumping factors associated with Moore (lower
panel) and NFW (upper panel) density profiles. For the
Moore profiles, these are the clumping factors M18, M8,
M7, M4 for models 1, 2, 3 and 4 respectively; for the
NFW profile, they are the N4 clumping factors for model
1, and N2 for models 2, 3 and 4. For comparison, we
have also calculated the differential brightness tempera-
ture for the least optimistic clumping factors, and also
in the absence of structures (i.e. C(z) = 1). We do not
show the results, but we have found that in both cases
the deviations from the “no DM” behaviour are smaller
than 1mK at all redshifts greater than 10.

We observe that generally the evolution of δTb using
the most optimistic clumping factors presents some com-
mon features among the four models. In most cases we
find a peak in the 21 cm emission at z ≃ 60 of up to
∼ 40mK. These features emphasise the additional heat-
ing by DM at times prior to the formation of baryonic
structures, when the Universe cools adiabatically, when
there is a characteristic absorption feature in the “no
DM” scenario arising from the efficient coupling (via col-
lisions) between TK and TS at these times (see, e.g., Ref.
[26]). In the case of the NFW profile, we have that the
clumping factors used for the four models are very sim-
ilar (in fact, models 2, 3 and 4 use the same clumping
factor N4, while model 1 uses N2), so that we expect
the differences among the models to be mainly driven
by the difference in the injected energy. In particular,
lower-mass neutralino yield a larger signal, since over-
all the energy produced by annihilations scales as m−1

DM.
Also, in the case of lighter neutralinos, a larger part of
the energy produced is effectively absorbed by the IGM
(see Figs. 12 and 13). For these reasons, model 1 gives a
peak of ≃ 35 mK at z = 60 (≃ 18 mK at z = 30), while
model 4 presents only ∼ 1 mK deviations from the “no
dark matter” case.

In the case of the Moore profile, the clumping factors
used differ more, so that we should factor this in when in-
terpreting the results for δTb. In the case of model 1, the
large energy injection leads to the violation of the con-
straints on the diffuse background for nearly all clumping
factors, so that has to be compensated by relatively small
values of C(z). The result is that there is actually an
overcompensation, so that for the clumping factor con-
sidered there is no significant heating of the IGM and the
brightness temperature basically has the same evolution
as in the “no dark matter” case. Of course, our explo-
ration of the parameter space for the clumping factor is
far from complete, so that it could well be possible that
there is a “soft spot” in parameter space (in particular a
value of the minimum mass Mmin somewhere between
10−6 and 104M⊙) where the clumping factor is large
enough to produce sizeable differences in δTb, without
at the same time violating the constraints on the reion-
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ization redshift and on the diffuse gamma backgrund. On
the other hand, the clumping factors used for models 2
and 3 are very similar, and in fact, considering also that
the neutralino mass is the same in the two models, the
results for the brightness temperature are very similar.
The differences can be traced in the larger value of the
absorbed energy fraction for model 3. Finally, in the case
of model 4, the smaller energy injection with respect to
models 2 and 3 is nearly completely offset by the use of
a larger clumping factor. In general, in models 2, 3 and
4, we find a peak of ≃ 25 mK at z = 60 (≃ 5−−10 mK
at z = 30) in the deviation of the differential brightness
temperature with respect to the “no dark matter” case.

2. Light dark matter

We now consider light dark matter. In the top panel
of Fig. 11 we display predictions for the evolution of
δTb − δTb,0 in the presence of DM solely composed of
3MeV LDM particles. We use values of the annihila-
tion cross section 〈σann.υ〉 equal to 1.2 × 10−28 cm3 s−1

(red solid curves) and 1.2 × 10−29 cm3 s−1 (blue dashed
curves). For comparison, we also show the corresponding
results calculated using the function fabs. derived in [92]
(thin curves). For each value of 〈σann.υ〉 we utilise the
clumping factors associated with Burkert density profile
which were determined to be the most optimistic, namely,
B19 for the larger cross section and B15 for the smaller.

For both values of 〈σann.υ〉, like neutralinos, there is
a characteristic peak in δTb − δTb,0 which, as expected,
is more distinct for the larger value of 〈σann.υ〉 because
of the larger deviations in the heating rate of the IGM
relative to the “no DM” scenario. However, for LDM this
peak occurs, in most cases, quite earlier (z ≃ 100) than
for neutralino DM (with maxima at z ≃ 60).

Finally, in the bottom panel of Fig. 11 we display pre-
dictions for the evolution of δTb − δTb,0 in the presence
of DM solely composed of 20MeV LDM particles. Our
results are calculated using values of the annihilation
cross section 〈σann.υ〉 equal to 4.4 × 10−28 cm3 s−1 (red
solid curve) and 4.4×10−29 cm3 s−1 (blue dashed curve).
As for 3MeV LDM particles, for each of these values of
〈σann.υ〉 we utilise two most optimistic clumping factors
associated with the Burkert density profile, which in this
case were B19 for the larger cross section and B3 for the
smaller.

For 〈σann.υ〉 = 4.4×10−29 cm3 s−1, the most optimistic
clumping factor, B3, results in a rate of IGM heating
that yields a peak in δTb − δTb,0 of ≃ 25 mK at z ≃ 40.
This results in a deviation at z ≃ 30 of roughly 20mK.
For 〈σann.υ〉 = 4.4 × 10−28 cm3 s−1, the heating rate is
sufficient to produce a significantly larger deviation of
≃ 40mK at z ≃ 100; however, the deviation is < 1 mK
at z ≃ 30.
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FIG. 11. Evolution of the 21 cm differential brightness tem-
perature δTb, relative to δTb,0 calculated for the “no DM”
model, for LDM particles with a mass of 3 MeV (upper panel)
and 20 MeV (lower panel), for structures with Burkert pro-
files. For each value of the mass, we consider two values of the
annihilation cross section. In the case of 3 MeV LDM, we also
show the results obtained using the fitting formula for fabs. of
[92] (thin curves). For each model we display results using the
most optmistic clumping factors compatible with our selection
criteria based on the reionization redshift and on the gamma-
ray background [top panel: B19 for 〈συ〉 = 1.2×10−28cm3s−1,
B15 for 〈συ〉 = 1.2 × 10−29cm3s−1; bottom panel: B19 for
〈συ〉 = 4.4×10−28cm3s−1, B3 for 〈συ〉 = 1.2×10−28cm3s−1].

VIII. DISCUSSION

We have calculated predictions for the effects on the evo-
lution of the cosmological HI 21 cm signal during the
Dark Ages for various forms of annihilating neutralino
and light dark matter. In doing so, we fully accounted
for the significant enhancements made to the annihilation
rate of these DM particles arising from DM structures.
We utilised results from the state-the-art N-body simu-
lations to calculate the evolution of the aforementioned
enhancement in the annihilation rate, referred to here as
the “clumping factor”, owing to the distribution of ha-
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los and the near self-similar distribution of increasingly
smaller substructures predicted to exist within them. We
did this for a diverse range of values of astrophysical pa-
rameters consistent with the uncertainties in the dynam-
ics of the simulated halos. We performed detailed cal-
culations of the absorbed fraction of the energy injected
into the IGM by the annihilation products of our DM
candidates. We used the standard equations for the evo-
lution of the kinetic and spin temperatures of the IGM
with modifications to account for the additional energy
injected into by the IGM from DM annihilations. Finally,
we calculated the resulting deviations in the evolution of
the differential brightness temperature δTb relative to a
scenario where DM is absent.

In our calculations of δTb we have neglected the influ-
ence of astrophysical processes affecting the 21 cm back-
ground. In fact, these effects dominate the 21 cm signal,
thus obscuring the cosmological information, once star
formation becomes important at redshifts z ≃ 25 [93].
This means that the effect of the presence of annihilating
DM at z . 25 (corresponding to frequencies ν & 55 Hz)
will likely be undetectable due to the uncertainity in the
astrophysical modelization.

The global 21 cm signal is the target of several ex-
periments, like the “Cosmological Reionization Experi-
ment” (CORE) [94] and the “Experiment for Detecting
the Global EOR Signature” (EDGES) [95, 96]. Both ex-
periments roughly operate in the frequency range from
∼ 100 to ∼ 200 MHz, corresponding to the redshift range
7 . z . 14. In fact, the single antenna experiment
EDGES has already released preliminary results [95, 96].
This experiment attempts to separate the redshifted HI
21 cm signal from the contribution of the Galactic and
Extragalactic foregrounds at the same frequencies by tak-
ing advantage of the fact that these foregrounds are an-
ticipated to be smooth power-law spectra. Conversely,
the cosmological signal, is expected to have up to three
rapid transitions in brightness temperature correspond-
ing to the cooling and heating of the IGM, and most
recently from reionisation. However, the rapidly varying
(with respect to frequency) systematic and instrumental
contributions to the measured power spectrum can eas-
ily be mistaken for a cosmological signal. Currently, the
r.m.s. level of systematic contributions is approximately
T ∼ 75mK, but further reductions in these systematics
are anticipated in the near future [97]. Unfortunately,
both CORE and EDGES operate in a frequency range
where, as explained above, the evolution of the ionized
fraction and of the kinetic temperature is dominated by
astrophysics, so that presently they cannot be useful in
constraining the models considered here. However, the
EDGES team plans to expand the frequency coverage
of the instrument down to 50MHz or lower [95], thus
opening the possibility of exploring the regime where the
21 cm signal is dominated by the cosmological contribu-
tion. In order to exclude at least the most optimistic
models considered here, the EDGES experiment should
be able to reduce the systematics at 50MHz to below

∼ 20mK, although the contribution of the Galactic syn-
chrotron foreground increases significantly at the lower
frequencies.

Another interesting way to potentially put observa-
tional constraints on the energy injection from DM an-
nihilation would be to consider the effects on the spatial
fluctuations of the brightness temperature, as encoded
by their power spectrum, PTb

, rather than the average
signal as we have done in this paper. This was done,
for example, in [24] (although the authors neglect the
clumpiness of DM). Such fluctuations are somewhat eas-
ier to measure than the average signal since they are less
contaminated by foregrounds.

Even more interestingly, peculiar velocities give rise to
an anisotropy of the 21 cm power spectrum that can be
used to separate the cosmological signal from the (uncer-
tain) astrophysical contribution, thus allowing, at least
in principle, one to detect the effects of DM annihilation
in the astrophysics-dominated regime [93, 98, 99].

The 21 cm fluctuations are themselves the target of sev-
eral experimens, such as LOFAR [100], MWA [101], PA-
PER [102], 21CMA [103] and SKA [104]. In particular,
the impending LOFAR epoch of reionization experiment
is designed to observe radio fluctuations at frequencies
115-215 MHz, corresponding to the redshifted 21 cm sig-
nal in the range 6 < z < 11.5 [105]. Unfortunately, the
cosmological signal is contaminated by a plethora of as-
trophysical and non-astrophysical components - includ-
ing, Galactic synchrotron emission from diffuse and local-
ized sources [106], Galactic free-free emission [106], inte-
grated emission from extragalactic sources, such as radio
galaxies and clusters [106–110], ionospheric scintillation
and instrumental response - the fluctuations in which can
significantly exceed the cosmological signal (see e.g. [111–
113]).

We did not consider the possibility that the DM annihi-
lation cross section is enhanced inside cold substructures
due to non-perturbative quantum corrections [119]. This
so-called Sommerfeld enhancement could increase the an-
nihilation cross section by orders of magnitude with re-
spect to its early-Universe value. The effect of such an en-
hancement on the heating/ionisation history of the IGM
has been studied in [120], where it has been shown that it
could similarly increase the IGM temperature by orders
of magnitude.

An interesting extension of our analysis would be to
consider other DM particles, such as “Exciting DM”
(XDM) (see, e.g., [121]). XDM can annihilate to produce
two intermediate scalars φ that can subsequently decay
to standard model particles. If 2me < mφ < 2mµ, the φ
will mainly decay to an e+e− pair, with an energy spec-
trum extending up to the mass of the XDM particle [122].
Such particles are well motivated DM candidates and
have been proposed to explain several other astronom-
ical observations [121–123]. Like LDM, the direct pro-
duction of boosted e+e− pairs following self-annihilation
gives XDM the potential to produce observable features
in the global 21 cm signal. In fact, recently it has been de-
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termined that particles with collisional long-lived excited
states, and inspired by XDM models, may have observ-
able effects on the CMB and the 21 cm background signal
[124].
We would also like to acknowledge the recent simula-

tions by the Virgo Consortium as part of its Aquarius
project [125, 126], conducted during the writing of the
most recent version of this paper. These simulations in-
vestigate the properties of a Galaxy-sized DM halo and
its substructure with unprecedented resolution. Whilst
the results are largely consistent with those deduced from
the Via Lactea simulations, there are significant differ-
ences. These include (i) four generations of resolved sub-
structure (rather than the two in Via Lactea II), (ii) a
distribution of substructures that is not self-similar to
its host halo (rather than a fractal-like distribution ob-
served in Via Lactea), (iii) a subhalo mass function with
an index of -1.9 (rather than the -2.0 used in this study,
although a brief discussion of the significance of such
deviations on the clumping factor are made in § IVE).
Whilst we acknowledge that these differences may change
some of our conclusions regarding the detectability of the
21 cm global signature, we do not pursue an investigation

of these results here, but intend to incorporate them into
a subsequent study [127].
Finally, we note that the effect of DM annihilations

on the 21 cm signal has been further studied in [128],
including the effects on the brightness temperature fluc-
tuations, that we have not considered here. On the other
hand, the authors do not include the effect of substruc-
tures in their calculations.
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[15] Avila-Reese V., Coĺın P., Valenzuela O., D’Onghia E.,

Firmani C., 2001, Astrophys. J., 559, 516
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Appendix A: Analytical expressions for the halo

annihilation rate

In this appendix we report the analytical formulas for the
annihilation rate within halos with NFW and Moore DM
density profiles. For the Burkert profile, it is not possible
to express the relevant integrals in analytical form.

Applying Eq. (16) to the case of a halo of mass M
with an NFW profile with concentration cvir.(M, z), the
annihlation rate R(M, z) is easily calculated to be

R(M, z) =
1

2
〈σann.υ〉

(

ρs
mDM

)2
4π

3

(

rvi.r(z,M)

cvir.(z,M)

)3

×

{

1−
1

[1 + cvir.(M, z)]
3

}

.

(A1)

By equating (14), for the virial mass, M , to the integral

M =

rvir.
∫

r=0

ρ(r, cvir.(M, z))4πr2dr

= 4π

(

rvir.
cvir.(M, z)

)3

ρs(M, z)

×

[

log [1 + cvir.(z,M)]−

(

cvir.(z,M)

[1 + cvir.(z,M)]

)]

,

(A2)

we obtain the relation for the scale density

ρs(M, z) =
M

4π
(

rvir.
cvir.(M,z)

)3

×
1

[

log [1 + cvir.(z,M)]−
(

cvir.(z,M)
[1+cvir(z,M)]

)] .

(A3)

For the Moore profile, in order for the integral over
density squared to be finite we must truncate the density
below a radius rmin . (see discussion in § IVD). Defining
the variable x = rcvir./rvir. with xmin. = rmin.cvir./rvir.
we find that for a Moore profile

R(M, z) =
1

2

〈σann.υ〉

n̄b(z)

(

ρs
mDM

)2
4π

3

(

rvir.(z,M)

cvir.(z,M)

)3

× F1(cvir., xmin.),

(A4)

where

F1(cvir., xmin.) =
1

3

1

(1 + xmin.)2

+
1

1.5

[

log

(

c1.5vir.(1 + x1.5
min.)

x1.5
min.(1 + c1.5vir.)

)]

+
1

1.5

[

1

1 + c1.5vir.

−
1

1 + x1.5
min.

]

,

(A5)

and

ρs(M, z) =
M

4π
(

rvir.
cvir.(M,z)

)3

×

[

1

1.5
log

(

1 + c1.5vir.

1 + x1.5
min.

)

+
1

3

x1.5
min.

(1 + x1.5
min.)

]−1

≡
M

4π
(

rvir.
cvir.(M,z)

)3

F2(cvir., xmin.)

(A6)

respectively.
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Appendix B: Computation of the absorbed fraction

Here we describe the method that we have used to com-
pute the energy absorbed fraction fabs.. It is mainly
based on the method first described in [92] (henceforth
referred to as RMF07).
We denote with N(z, z′) the number of particles (per

hydrogen nucleus) produced in the annihilations at red-
shift z′, that are still present (and able to transfer energy
to the IGM) at redshift z ≤ z′, and their energy spectrum
with dN(z, E, z′)/dE. The rate ǫ̇ of energy absorption
per H nucleus at redshift z is obtained by integrating over
all energies and production redshifts:

ǫ̇ =

∫ ∞

z

dz′
∫

dE
dN

dE
(z, E, z′)EΦ(z, E), (B1)

where Φ(z, E) is the fractional energy transfer rate to
the IGM by a particle with energy E at redshift z. A
summation over the different particle species produced
in the annihilations is also implicit in Φ. The upper in-
tegration limit over redshift is formally infinite, but from
the numerical point of view it is enough to take a red-
shift large enough so that all the absorption happens lo-
cally and does not give contributions at later times. In
our calculations, we have taken, as an upper integration
limit, zmax. = 1500, and checked explictly that increases
in zmax. do not significantly alter our results.
This expression can be simplified assuming that the

energy spectrum of the particles is very peaked around
the mean energy (as it is often the case) and thus ap-
proximating the energy spectrum with a Dirac delta
function: dN/dE(z, z′, E) ∝ δ(E − Ē(z, z′)), where
of course the peak energy Ē depends on both z and
z′. The normalization is given by the condition that
∫

dN/dE(z, z′, E)dE = N(z, z′). Then:

ǫ̇ =

∫ ∞

z

dz′N(z, z′)Ē(z, z′)Φ(z, Ē(z, z′)). (B2)

Finally, the energy absorbed fraction is simply given
by the ratio between the energy absorbed and the energy
produced by the annihilations:

fabs. =
ǫ̇

1
2

n2
DM,0

nH,0
〈σannυ〉mdm(1 + z)3

(B3)

The problem then reduces to the computation of the
two functions N(z, z′) and Ē(z, z′) and to the subsequent
computation of the integral in Eq. (B2). In the following,
we will describe how we computed the evolution ofN and
Ē for different DM particles (in our case, SUSY neutrali-
nos and LDM) and annihilation products (in our case,
namely photons, electrons and positrons).
In order to compute the evolution of the two quantities

N(z, z′) and Ē(z, z′) with redshift, it is useful to divide
the possible interactions of the annihilation products be-
tween those that result in the loss of a particle, without
changing their average energy, and those that, conversely,

reduce the average energy without changing the number
of particles. An example of the first class is the pho-
toionisation of hydrogen atoms by photons produced in
the annihilation, as the photon responsible for the ionisa-
tion is effectively removed; an example of the second class
is the Compton scattering of photons over electrons. We
shall denote with φN (z, E) and φE(z, E) the interaction
rates for the two kind of processes, respectively. Another
thing that should be considered is that the total energy
loss rate, φ = φN + φE , is not necessarily equal to the
total rate of energy transfer, Φ, that appears in Eq. (B2).
The reason is that not all the energy that is lost by the
particles is actually transferred to the IGM; for example,
as we shall see later, high energy electrons produced in
DM annihilations can lose all of their energy very rapidly
by inverse Compton scattering on CMB photons, but it
can be the case that the up-scattered photons do not sub-
sequently interact with the IGM. The net result is that,
although the electrons lose all of their energy, this does
not end up heating or ionising the IGM. We shall take
this into account using, for a given process, an efficiency
factor, η(z, E) ≤ 1, such that Φ = ηφ.
We first consider the absorption of photons. We can

write the equations describing the evolution of Nγ(z, z
′)

and Ēγ(z, z
′) (for z < z′) as:

dNγ

dz
(z, z′) = Nγ(z, z

′)
φN,γ [z, Ēγ(z, z

′)]

H(z)(1 + z)
(B4)

and

dĒγ

dz
(z, z′) = Ēγ(z, z

′)

(

φE,γ [z, Ēγ(z, z
′)]

H(z)(1 + z)
+

1

1 + z

)

,

(B5)

where the second term in Eq. (B5) takes into account
the cosmological redshifts of photons, and the factor
H(z)(1+z) originates from the transformation from cos-
mological time to redshift. The initial conditions at
z = z′ for the above system are:

Nγ(z
′, z′) = ζγ,1

ṄDM(z′)

H(z′)(1 + z′)
(B6)

Ēγ(z
′, z′) = ζγ,2mdmc

2 (B7)

where ṄDM is the rate of decrease of DM particles per H
nucleus, ζγ,1 is the average number of photons produced
per every annihilating DM particle (i.e., it is equal to the
number of photons produced in the annihilation, divided
by 2), and ζγ,2 is the average fraction of the DM rest
mass energy that goes to each photon. The values of ζγ,1
and ζγ,2 can be easily inferred from the values presented
in Table I, while the rate of decrease of DM particles is
given by

ṄDM =
1

2

ndm(z)

nH(z)

2

〈συ〉 (B8)

The next step is to model the rates φN and φE in order
to include the relevant processes in the energy and red-
shift ranges of interests. For the supersymmetric models
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we consider here, the average photon energy ranges from
∼ 1GeV in model 1 to ∼ 10GeV in model 2. From [64]
and from the discussion in §VB we know that at these
energies the only relevant absorption process is pair pro-
duction over atoms (if z < zdec.) or over ions and free
electrons (if z > zdec.); even this process is only effective
for redshifts larger than a few hundred. At more recent
times, the Universe is basically transparent to GeV pho-
tons. Compton scattering over electrons should also be
taken into account as it can contribute to the absorbed
fraction, and is in fact the main mechanism of energy
transfer at redshifts z . 100, as we have checked explic-
itly by computing the absorbed fraction with and without
the Compton term. Since pair production results in the
loss of a photon, while Compton scattering just changes
its energy, we take φN = φγ,pair and φE = φγ,Com., and
numerically solve Eqs. (B4) and (B5).
Once the time evolution of N(z, z′) and Ē(z, z′) is

known, the only ingredient required before we can pro-
ceed with the computation of the integral in Eq .(B2) is
the estimation of the photon absorption rate, Φγ , i.e. of
the total photon energy loss rate weighted with the ab-
sorption efficiency. We can in general write

Φγ =
∑

i

ηiφi, (B9)

the sum running over all relevant processes. In the
present case, all the energy lost through Compton scat-
tering over electrons directly goes into the IGM, so
we can take ηCom. = 1. On the other hand, not all
electron-positron pairs produced by the interaction of
photons actually inject energy into the IGM. We model
the subsequent absorption as follows. Every photon will
produce an electron and a positron, each with energy
Ee± ≃ Eγ/2. These electrons and positrons very quickly
lose all of their energy through inverse Compton scat-
tering off of CMB photons. The up-scattered photons
have an average energy E′

γ = γ2kBT
0
CMB(1 + z), where

γ = Ee±/(mec
2) is the Lorentz factor of the electron

or positron. Finally, following RMF07, we assume that
these secondary photons are absorbed through Compton
scattering with an efficiency η given by

η(z, Eγ) = f1

[

1− e−τγ(z, E
′
γ)
]

, (B10)

where τ is the optical depth for Compton scattering,
given by

τγ(z, E
′
γ) =

f2
H(z)

φγ,Com.(z, E
′
γ), (B11)

where f1 = 0.91 and f2 = 0.6.
We can now proceed with the evaluation of the pho-

ton channel contribution to ǫ̇, as given by expression
(B2), and consequently to fabs.. The results are shown
in Figs. 12 and 13 (long dashed green lines).
We now turn our attention to the absorption of elec-

trons and positrons produced in neutralino annihila-
tions. Relativistic electrons and positrons lose their en-
ergy through inverse Compton scattering off of CMB

photons, while slow electrons and positrons lose their
energy through collisional ionisation of neutral atoms.
In addition, positrons can annihilate over thermal elec-
trons; this process also is very effective for particles with
very low kinetic energy, i.e. Ee+ ≃ mec

2. Since the
relevant energy range is the same as for photons, i.e.
1 − 10GeV, we expect inverse Compton scattering to
be the only relevant process. In any case, we included
collisional ionisation and annihilation over thermal elec-
trons (just for positrons) in our equations and explic-
itly checked that such terms have a negligible impact on
our results. The evolution equations for ultra-relativistic
electrons and positrons then have the same form as the
ones for photons:

dN±
e

dz
(z, z′) = N±

e (z, z′)
φN,e±(z, Ē

±
e (z, z′))

H(z)(1 + z)
(B12)

dĒ±
e

dz
(z, z′) = Ē±

e (z, z′)

[

φE,e±(z, Ē
±
e (z, z′))

H(z)(1 + z)
+

1

1 + z

]

(B13)

where we take φN,e± = φe,ion. and φE,e± = φe,Com. for
electrons, while for positrons we also include the annihi-
lation term in φN . As we have just mentioned, one can
in practice take φN = 0 in both cases and still obtain the
same results.
The efficiency of inverse Compton scattering in trans-

ferring energy to the IGM can be estimated as follows.
The average energy of the upscattered photons is given
by E′

γ = γ2kBT
0
CMB(1 + z); for an electron in the 1 to

10GeV energy range, this gives a corresponding photon
energy of (1 − 100)(1 + z) keV. This means that, espe-
cially at low redshifts, the up-scattered photons can have
the right energy to transfer energy to the IGM by ion-
ising neutral atoms. We quantify this effect as follows.
The energy Eion. corresponding to unitary optical depth
for photoionisation (i.e. φγ,ion. = H) at a given redshift
z is given by

Eion.(z) = 0.64 keV× (1 + z)0.45. (B14)

We consider that upscattered photons with E′
γ < Eion.

transfer their energy to the IGM, while the others are
lost. We then take the efficiency of inverse Compton scat-
tering as being equal to a fraction F of the total CMB
energy density carried by photons that after scattering
have an energy below the ionisation threshold. The effi-
ciency ηCom. is then given by

ηCom. = F (E < Emax.) =

[

∫ Emax./c

0

pf(p, z)d3p

]

×

[
∫ ∞

0

pf(p′, z)d3p

]−1

, (B15)

where f(p, z) =
[

epc/kBT (z) − 1
]−1

is the Bose-Einstein

distribution, and Emax. = Eion.(z)/γ
2. Using the dimen-
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FIG. 12. Absorbed energy fraction for neutralino models 1
(upper panel) and 2 (lower panel). We show the total ab-
sorbed fraction (solid red line) together with the contribu-
tion from the photon (long dashed green curves) and elec-
tron/positron (short dashed blue curves) channels.

sionless variable y = pc/kBT this can be rewritten as

ηCom.(z) =
π4

15

[
∫ ymax.

0

y3

ey − 1
dy

]

, (B16)

where ymax. = Emax.c/kBT . Then we finally take the
absorption rate in Eq.(B2) to be

Φe± = ηCom.φCom.. (B17)

The results for fabs. are displayed in Figs. 12 and 13.

In addition to supersymmetric neutralinos, we have
also considered the case of MeV light dark matter annihi-
lating directly to e+e− pairs. In this case the spectrum is
monochromatic at E±

e = mDMc2. We consider two par-
ticular cases of LDM with particle masses mDM = 3MeV
and 20MeV. The treatment is basically the same as that
in the previous section for electrons and positrons pro-
duced in neutralino annihilation, apart from the fact
that, especially for the 3MeV case, the annihilation of
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FIG. 13. Same as for Fig. 12 except now for models 3 (upper
panel) and 4 (lower panel).

positrons over thermal IGM electrons gives an apprecia-
ble contribution to the total absorbed energy fraction.
Annihilations are only important when the positron has
lost all of its kinetic energy through inverse Compton
scattering; it can be seen in fact that the energy loss rate
for ionisation is always larger than the loss rate for anni-
hilations. Then the only regime where annihilations can
be effective is when the kinetic energy of the positron is
below the H ionisation threshold at 13.6 eV, i.e. where
Ee+ ≃ mec

2.

We then use the following scheme to follow the evolu-
tion of theN and Ē for positrons. Based on the argument
above, we split the integral in the Eq. (B2) in two parts.
The first integral, evaluated from z′ = z to z′ = z1, takes
into account the contribution from positrons that still re-
tain an appreciable fraction of their kinetic energy at red-
shift z, and are thus losing energy mainly through inverse
Compton scattering and collisional ionisation. The sec-
ond integral, evaluated from z′ = z1 to z′ = zmax., takes
into account the contribution of positrons that have al-
ready lost all their kinetic energy (i.e. slow positrons) and
can only lose more energy by annihilating with thermal
electrons. The redshift z1 is simply obtained by solving
the differential equation for Ē and finding the redshift
where Ē = 13.6 eV.

Finally, it should be taken into account that the pho-
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tons produced in the annihilation will not necessarily
transfer all of their energy to the IGM. We follow a
method similar to the one described in the previous sec-
tion, and assume that energy is transferred via Compton
scattering, with an efficiency given by

ηann.(z, Eγ) = f1

[

1− e−τγ(z, E
′
γ)
]

, (B18)

where τ is the optical depth for Compton scattering de-
fined above, the parameters f1 and f2 have also been
defined above, and Eγ = mec

2 since the positron and
electron annihilate basically whilst at rest.
The absorbed energy fraction for annihilating MeV

DM has been computed explicitly in RMF07 for mDM =
1, 3 and 10MeV. We have compared our results to theirs
in the case of 3MeV and although the results are qual-
itatively similar (the absorbed fraction is appreciable at
large redshifts, has a large decrease at intermediate red-
shifts, and then starts increasing again to fabs. ∼ O(0.1)
at z = 5) there are also some quantitative differences. As
we could not track down the origin of such discrepancies,
we have decided to compute the expected brightness tem-
perature for 3MeV annihilating DM particles using both,
the version of the function fabs. that we have obtained

in this paper (fCLS
abs. ) and the one from RMF07 (fRMF

abs. ),
for which they provide an analytic approximation. How-
ever, for comparison we have also computed the absorbed
fraction for the 10MeV case (not considered elsewhere in
this paper) and we have found an excellent agreement
between our results and those of RMF07, so the discrep-
ancies are likely due to the different handling of positron
annihilations, which only contribute to the lower masses.
We present our results for the absorbed fraction for

MeV DM in Fig. 14, together with the result for fabs. for
3MeV LDM from RMF07.

Appendix C: Clumping factor parameters

In this section we conveniently list the relevant parame-
ters associated with each of the clumping factors utilised
throughout this study, for clumping factors calculated
using structures possessing NFW (Table II) and Moore
(Table III) DM density profiles for our four neutralino
DM models, and for Burkert profiles using our two LDM
candidates (Table IV).
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FIG. 14. Absorbed energy fraction for the 3MeV (upper
panel) and 10MeV (lower panel) LDM. We show the total
fabs. (solid red line) together with the contribution from elec-
trons and positrons (long dashed green and short dashed blue
lines, respectively). For the 3MeV case, we also show the
absorbed fraction compute in RMF07 (dotted magenta line).
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nmin. ncut Fsub., Fss (%) Nc Model 1 Model 2 Model 3 Model 4

N0a – – – – −0.022 −0.007 −0.007 −0.001
N1 −12 −12 3 3 – – – –
N2 −12 −12 3 1.5 – 2.35 3.72 −1.12
N3 −12 −12 0.3 3 – 1.89 3.16 −1.07
N4 −12 −12 0.3 1.5 18.0 1.28 2.41 −0.987
N5 −12 6 3 3 – – −0.905 −0.671
N6 −12 6 3 1.5 3.95 −1.26 −1.23 −0.366
N7 −12 6 0.3 3 4.25 −1.28 −1.23 −0.379
N8 −12 6 0.3 1.5 3.87 −1.25 −1.22 −0.360
N9 −4 −4 3 3 – – – −0.587
N10 −4 −4 3 1.5 4.15 −1.59 −1.59 −0.417
N11 −4 −4 0.3 3 3.83 −1.57 −1.58 −0.401
N12 −4 −4 0.3 1.5 3.59 −1.55 −1.56 −0.387
N13 −4 6 3 3 – −1.10 −1.22 −0.199
N14 −4 6 3 1.5 −0.993 −0.925 −1.04 −0.162
N15 −4 6 0.3 3 −1.02 −0.927 −1.04 −0.162
N16 −4 6 0.3 1.5 −1.04 −0.912 −1.03 −0.159
N17 6 6 3 3 −0.034 −0.009 −0.009 −0.002
N18 6 6 3 1.5 −0.034 −0.009 −0.009 −0.002
N19 6 6 0.3 3 −0.033 −0.009 −0.009 −0.002
N20 6 6 0.3 1.5 −0.033 −0.009 −0.009 −0.002

a Corresponding to the absence of structures, i.e. C(z) = 1.

TABLE II. Parameters used for the calculation of the clumping factors for structures with NFW DM density profiles.
Column (1) - clumping factor label;
Column (2) - nmin. = log(Mmin./M⊙), where Mmin. is the minimum halo mass considered [see Eq. (9)];
Column (3) - ncut = log(Mcut/M⊙), where Mcut is the mass below which the concentration-mass relation for halos is truncated
[see Eq. (15)];
Column (4) - percentage of the host halo (subhalo) mass contributed by each subhalo (sub-subhalo) mass decade
Column (5) - ratio of concentrations for a subhalo and halo of the same mass located at the same redshift;
Column (6 - 9) - value of the difference in the differential brightness temperature relative to the standard “no DM” scenario,
δTb − δTb,0 (mK), evaluated at redshift z = 30 in the four SUSY models described in the text. A dash – indicates that the
model does not satisfy the constraints on the reionization redshift and/or on the diffuse gamma background (see Sec. VII for
details).
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nmin. ncut Fsub., Fss (%) Nc Model 1 Model 2 Model 3 Model 4

M0a – – – – −0.022 −0.007 −0.007 −0.001
M1 −12 −12 3 3 – – – –
M2 −12 −12 3 1.5 – – – –
M3 −12 −12 0.3 3 – – – –
M4 −12 −12 0.3 1.5 – – – 6.69
M5 −12 6 3 3 – – – –
M6 −12 6 3 1.5 – – – −0.912
M7 −12 6 0.3 3 – – 11.3 −0.860
M8 −12 6 0.3 1.5 – 8.61 10.6 −0.910
M9 −4 −4 3 3 – – – –
M10 −4 −4 3 1.5 – – – –
M11 −4 −4 0.3 3 – – – −1.20
M12 −4 −4 0.3 1.5 – – – −1.23
M13 −4 6 3 3 – – 3.62 –
M14 −4 6 3 1.5 – – 2.09 −1.21
M15 −4 6 0.3 3 – – 2.19 −1.22
M16 −4 6 0.3 1.5 – 0.893 2.06 −1.20
M17 6 6 3 3 – −0.025 −0.029 −0.004
M18 6 6 3 1.5 −0.147 −0.025 −0.029 −0.004
M19 6 6 0.3 3 −0.147 −0.025 −0.029 −0.004
M20 6 6 0.3 1.5 −0.147 −0.025 −0.029 −0.004

a Corresponding to the absence of structures, i.e. C(z) = 1.

TABLE III. Same as for Table II but for clumping factors associated with structures possessing Moore density profiles.

nmin ncut Fsub,ss(%) Nc 20 MeV 20MeV 3MeV 3MeV
〈συ〉28

a = 4.4 〈συ〉28 = 0.44 〈συ〉28 = 1.2 〈συ〉28 = 0.12

B0b – – – – −0.022 −0.007 −0.007 −0.001
B1 −0.80 −0.80 3 3 – – – –
B2 −0.80 −0.80 3 1.5 – – – –
B3 −0.80 −0.80 0.3 3 – 20.2 – –
B4 −0.80 −0.80 0.3 1.5 – 20.0 – –
B5 −0.80 6 3 3 – – – –
B6 −0.80 6 3 1.5 – 13.1 – –
B7 −0.80 6 0.3 3 – 12.8 – –
B8 −0.80 6 0.3 1.5 – 12.8 – –
B9 1.66 1.66 3 3 – – – –
B10 1.66 1.66 3 1.5 – – – –
B11 1.66 1.66 0.3 3 – – – −1.81
B12 1.66 1.66 0.3 1.5 – – – −1.81
B13 1.66 6 3 3 – – – –
B14 1.66 6 3 1.5 – – – −2.32
B15 1.66 6 0.3 3 – – – −2.37
B16 1.66 6 0.3 1.5 – – – −2.37
B17 6 6 3 3 – −0.552 – −0.230
B18 6 6 3 1.5 – −0.552 – −0.230
B19 6 6 0.3 3 0.284 −0.542 −1.01 −0.225
B20 6 6 0.3 1.5 0.284 −0.542 −1.01 −0.225

a 〈συ〉28 ≡ 〈συ〉/(10−28cm3s−1).
b Corresponding to the absence of structures, i.e. C(z) = 1.

TABLE IV. Same as for Table II but for clumping factors associated with structures possessing Burkert density profiles, using
LDM of mass 20MeV [columns (6) and (7)] and 3 MeV [columns (8) and (9)]).


