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Abstract

We are concerned with the Sinh-Gordon equation in bounded domains. We construct blow
up solutions with residual mass exhibiting either partial or asymmetric blow up, i.e. where
both the positive and negative part of the solution blow up. This is the first result concerning
residual mass for the Sinh-Gordon equation showing in particular that the concentration-
compactness theory with vanishing residuals of Brezis-Merle can not be extended to this
class of problems.
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1 Introduction

We are concerned with the following Sinh-Gordon equation

eu e—u
—p- =0 inQ
fQ etdx fQ e Udx (1.1)

u=2~0 on 082.

Au+ pt

where  C R? is smooth and bounded and p*, p~ are two positive parameters. The latter
problem arises as a mean field equation in the study of the equilibrium turbulence [21, 24].
Moreover, it is also related to constant mean curvature surfaces [20, 29]. Observe that for
p~ =0, (1.1) reduces to the standard Liouville equation which has been extensively studied
in the literature. Therefore, many efforts have been done to study existence [3, 12—15] and
blow up phenomena [1, 10, 16, 17, 20, 23, 25, 26, 28] for this class of problems.

In the present paper we further explore the blow up phenomenon of (1.1). Let u, be a
sequence of solutions to (1.1) corresponding to p* = pF < C. Define the positive and
negative blow up set as

St = {x eQ: Ax, — x5t Luu(xy) —log/ eTndx —i—log,o,fE — +ooasn — oo’.
Q

We have S+ N a2 =@ by [1], and S+ C 2 is finite by the argument of [5]. For p € S1 the
local mass is defined by

+ +uty

T fB,(p)e “rdx

m4(p) = lim lim ——~—~—~"—
r>0n—>oc0  [o eFtndx

By [16, 20] we know that m 4 (p) satisfy a quantization property, i.e. m+(p) € 8w N. More-
over, in view of the relation

(my(p) —m_(p))* = 8w (my(p) +m_(p)),
see for example [23], the couple (m, m_), up to the order, takes the value in the set

s {871 (k(kz— 1)’ k(k2+ 1)

), keN\{O}}, (1.2)

see [16, 20]. Finally, by standard analysis [23], one has, for n — 400,

+up
+ e
P g 2 My

PES+

in the sense of measures, where r+ € L!(€) are residual terms. From the above conver-
gence, pT will be called global masses of the blow up solutions. Observe that both the
local masses and the residual terms affect the global masses. In striking contrast with the
concentration-compactness theory of Brezis-Merle [5], the latter residuals may not be zero
a priori. This fact has important effects in the blow up analysis, variational analysis and
Leray-Schauder degree theory of (1.1). One of the goals of the present paper is to provide
the first explicit example of blow up solutions exhibiting residual terms, thus confirming that
the concentration-compactness theory can not be extended to this class of problems.
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1.1 Partial blow up

We start here with a related problem, that is partial blow up with prescribed global mass.
More precisely, we look for blowing up solutions —u,, with p,” — 8k, k € N, such that u,
have prescribed global mass p; = p* € (0, 87). To this end we introduce

fk91={§ = (&, E) e QR & £E fori#j} (1.3)
and consider the following singular (at §&; € 2) mean field equation:

h(x, §)es®%) 0 ing
=0 in €,
th(x’ E)gZ(X»g)dx (14)
7(x, &) =0 on 92

Az(x, &)+ pT

where £ € FQ and h(x, &) = ™37 i G(x.&) Here G(x, y) is the Green function of the
Laplace operator in 2 with Dirichlet boundary condition and we denote its regular part by
H (x, y). Equation (1.4) is the Euler-Lagrange equation of the functional

I (2) == %/Q [Vz|?dx — p* log </;2h(x, S)ezdx> .

To the latter functional and (a combination of) the Green functions we associate the following
map:

k
A = 180~ 3203 HGE L 80+ Y GG 6)). (1.5)
i=1 J#i

It is known by [2] that if  is simply connected and p™ € (0, 87), then for any & € F;Q

there exists a unique solution to (1.4) and the solution is non-degenerate, in the sense that

the linearized problem admits only the trivial solution. Then, by making use of the implicit

function theorem it is not difficult to show that the function A is smooth, see for example

[8]. Finally, as in [22], a compact set I C Fj 2 of critical points of A is said to be C 1_stable

if, fixed a neighborhood U/ of K, any map ® : U — R sufficiently close to A in C!-sense
has a critical point in U.

The first result of this paper is the following.

Theorem 1.1 Let Q be simply connected, p™ € (0,87) and let K C FiQ, k € N, be a
Cl-stable set of critical points of A. Then, there exists Ly > 0 such that for any X € (0, Ao)
there exists a solution uy, of (1.1) with p* = ,oit such that the following two properties hold:

1. pf =p*, p; — 8kmwasr— 0.
2. There exist E(A) € Fi2 and 8;(A) > O such that d(&, K) — 0, §; — 0 and
k

w0 = 2(r. ) = 3

i=1

1 .
log Car—cy + 8T H(x, gi)) in H(),

as A — 0, where z solves (1.4) .

Some comments are in order. The assumptions that 2 is simply connected and p* €
(0, 87) guarantee the existence of a unique non-degenerate solution to (1.4): in general,
the above result holds true whenever such solution exists. For example, one can drop the
condition on £ by assuming p to be sufficiently small, see for example [8].
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On the other hand, if 2 is simply connected and p* € (0, 87) it is not difficult to show
that for k = 1 the minimum of A is a C!-stable set of critical points of A, see for example
[8]. Moreover, for non-simply connected domains the function A always admits a C!-stable
set of critical points [7].

Therefore, the conclusion of Theorem 1.1 holds true if either 2 is simply connected,
pT € (0,87) and k = 1, or Q is multiply connected, ot sufficiently small and k > 1.
Finally, the location of the blow up set can be determined by using the following expression,
which can be derived similarly as in [8]:

_ o 07 2(9H 96 .
0, M) = 8757, §) — 327 (5 (5,,s,>+; 6E)) (16

1.2 Asymmetric blow up

We next construct blow up solutions with residual mass exhibiting the asymmetric blow up,
i.e. where both the positive and negative part of the solution blow up. Since the local masses
(m4, m_) belong to the set ¥ defined in (1.2), for k > 2 we look for blowing up solution
u, with p; — 4mk(k + 1) and p;” = p™ = 4wk(k — 1) + po, where py € (0, 87) is a
fixed residual mass. For simplicity of presentation we assume that k is odd, the case of k even
being similar. We consider here /-symmetric domains € with / > 2 even, i.e. if x € Q then
R; - x € Q, where

cos ZT” sin 27”
Ry = , [ >2even. (1.7)
2 2

—sin 5* cos 5-
Consider then the following singular (at x = 0) mean field equation:

ez(x)78knG(x,0)

Jo e -SrG0 gy 0 ing, (1.8)

z(x) =0 on 092.

Az(x) + po

Again by [2] we know that if Q is simply connected and p° € (0, 87), then there exists a
unique non-degenerate solution to (1.8).
The second result of this paper is the following.

Theorem 1.2 Let Q be a simply connected l-symmetric domain according to (1.7) and p™ =
drk(k — 1) + po with k € N odd, | > 2 even and pg € (0, 8m). Then, there exists Ag > 0
such that for any ) € (0, Lo), there exists a solution u; of (1.1) with ,0i = pf such that the
following two properties hold:

1. p =p*, p; — 4nk(k + 1)asr — 0.
2. There exists 8; (L) — O (defined in (4.2)) such that

k
uy (x)— z(x)—i—Z(—l)i (log

i=1

1 - .
W+4ﬂa1H(X,O)) mn HO (Q), Cli=4l —2,

as . — 0, where z solves (1.8) .

Observe that the assumption that 2 is simply connected and pg € (0, 87) is used only to
ensure the existence of a non-degenerate solution to (1.8): in general, the above result holds
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true whenever such solution exists. On the other hand, the symmetry condition of the domain
is imposed to rule out the degeneracy of the singular Liouville equation.

The argument follows the strategy introduced in [8, 9] for the Toda system, that is a
system of Liouville-type equations, and it is based on the perturbation method starting from
an approximate solution and studying the invertibility of the linearized problem. The main
difficulty is due to the coupling of the local and global nature of the problem since we
are prescribing both the local and global masses. In particular, blow up solutions of (1.1)
with local masses (4wk(k — 1), 4mwk(k + 1)) have been constructed in [11] by superposing
k different bubbles with alternating sign. Gluing the solution of (1.8) to the latter blow
up solutions we are able to construct blow up solutions with residual mass, that is with
pf = pt =4dnk(k — 1) + po and p; — 4mwk(k + 1) for any k > 2. In this generality the
latter construction is quite delicate and technically more difficult compared to the one in [9,
11], since we have more sign-changing singular bubbles, and since one need to consider all the
interactions of different bubbles and also the interaction with the global solution z(x) which
makes the linear theory more complicated, see the linear theory in Sect. 4.3. We remark that
the same strategy can be carried out for more general asymmetric Sinh-Gordon equations,
for example for the Tzitzéica equation [18].

The paper is organized as follows. Sect. 2 contains some notation and preliminary results
which will be used in the paper. Sect. 3 is devoted to the proof of Theorem 1.1 while the
proof of Theorem 1.2 is derived in Sect. 4.

2 Preliminaries

In this section we collect some notation and useful information that we will use in this paper.
We shall write

1

]| = (/Q|Vu|2dx>% and ull, = (/Qul’dx)E

to denote the norm in HO1 (2) and in LP(2), respectively, for | < p < 4o00. For @ > 2, let
us define the Hilbert spaces:
oa—2
),
A+ 1y1*)
Hy(R?) == {u € WH2(R?) N Lo(R?) : || Vull 2 g2y < 00},

oc

Lo(R?) := Lz(Rz

2
L2(R?)
For simplicity, we will denote L, and H, by L and H, respectively. Let us recall that the

embedding H, (Rz) — Ly(R?) is compact [11]. For any p > 1, let i; LP(Q) — H(} ()

be the adjoint operator of the embedding i), : HO1 () — L%(Q), ie. forv € LP(Q),
u= i;;(v) if and only if in the weak sense

. 1 . . .
with ||ullz, and |[ullg, = ([Vul + ||u||%a)2 denoting their norms, respectively.

—Au=vin Q, u=0o0nodQ.

. .
Then one has ||1p(v)||H01(Q) < c¢pllv|lp for some constant ¢, > 0 depending only on €2 and
p>1

The symbol B, (p) will stand for the open metric ball of radius r and center p. To simplify
the notation we will write B, for balls which are centered at 0. Throughout the whole paper
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¢, C will stand for constants which are allowed to vary among different formulas or even
within the same line.

3 Partial blow up

3.1 Approximate solutions

In order to prove Theorem 1.1 we introduce the associated equation

u

e
Au+ pt —de =0 inQ,
P e (3.1)
u=0 ond2

where A > 0 will be suitably chosen small. By the definition of i}, problem (3.1) is equivalent
to the following:

u=i%F@), ue Hy(R) (3.2)

where F(u) = p*g(u) — Af(u) and

eu

glu) = ——. fu) =" (3.3)
Jo

,
etdx

First let us introduce the approximate solutions we will use. Recall that solutions of the
following regular Liouville equation [6]:

Aw+e” =0 inR2, / eVdx < oo,
R2

are given by

852
WhE) =108 G ey
for§d >0, £ € R? and we set
8
U)(X) = log m

Since we are considering Dirichlet boundary condition, let us introduce the projection:
APu=Au inQ, Pu=0 onodQ.
By the maximum principle,
Pws g (x) = ws £(x) — log88% + 8w H(x, &) + O(8%) in C'-sense, (3.4)

where H (x, y) is the regular part of the Green’s function of the Dirichlet Laplacian in €2,
Gx,y) = ﬁ log ﬁ + H(x, y), see [11] for the derivation of (3.4)

Letk > 1, fix £ € F;Q and consider z(x, &) which is the unique solution to (1.4). The
approximate solutions we will use are given by

k
W=z(x,6) = Y Pwi(x), wi(x)=uwsgx), (3.5)

i=1
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where the parameters §; are suitably chosen such that
857 = Adi(£), d;(§) =exp [877(1'1(51’ g)+ Yy GG &) — &, 5)]. (3.6)
J#
Our aim is to find a solution u to (3.1) of the form u = W + ¢ where ¢ is small in some

sense. Before we go further, let us first collect some useful well-known facts.
As it is shown in [4], any solution ¥ € H of

AY 4+ e%éy =0 in R?,

can be expressed as a linear combination of

8 —x — & - xi — &
70 — . Zt =" i=1,2.
e = e B T e
Moreover, the projections of Z (’3 ¢ have the following expansion:
PZJe(x) = Z) () + 14 0(8),
PZj (x) = Z(x)+ 0(1), i =1,2 in C'-sense. (3.7

Finally, by straightforward computations and taking into account the choice of A in (3.6) the
following estimates hold true [8]:

Lemma 3.1 Forany C C Fi2 compact and & € C, one has
1 1
[Pwill = O(llogA|2), [[VgPwill = O(L™2),
1 _1
Wil = O(llogi|2), [VeW] =0(1"2),

and there exists some a > O such that foranyi = 1,--- ,kand j = 1,2, it holds that
IPZ/ | =ar" (1 +o(1), [VePZ!|=0 (%) , (3.8)
and
(pz!, Pz} :()G) if i#lorj#k, (3.9)

where Z;j = Z({X_,Ei and (u,v) = [ Vu - Vvdx.
In the section, we set
K =Span{PZ/ i=1,--- kj=1,2) (3.10)
and
Kt={(¢ec HOI(Q),/Qqu-VPZijdx =0,i=1,-,k j=12}. @311
Denote by
M: HY(Q) — K, T1: H (@) - Kt
be the corresponding projections. To solve (3.1), itis equivalent to solve the following system:

IM(u — i;(F(u))) =0, Ttu— i;(F(u))) =0. (3.12)
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3.2 Estimate of the error

We next estimate the error of the approximate solution:

eV

Jae¥

Lemma3.2 Forany p > 1 we have, for & € C C Fi2, C compact,

R=AW+p™ — e and R = i%(R).

2p 1=p
IRIIp=0@™2), |gRIl,=0@ 7).
Moreover, |R|| < cp IR, for some c), > O depending on p, Q2.

Proof By the definition of W,
w

fQ eV

=A(z(x, &) — Z Pwj)+p*

R=AW+p* —2e W

26 =Y Pu;

_ keZi Pw;—z(x,&)
f 2(x, )= Pw;
Q e

26— Pw; )

_ Wi _ 3 X Pwi—z(x,§) + € =
= <Ze re ) + (Az(x, & +p T
1

= E1(x) + Ex(x).

Estimate of £| = (Zl evi — peli Pwi‘Z(""‘E)). Take n > 0 such that |§; — &;| > 25 and
d(&;, 02) > 2n. First, using (3.4), we have

1
W=1z(x,§&) — Pw; =z(x, &) — log————— + 87 H(x,&) |+ O(L).
x93 (x. 6) Z[ T (8]
Hence, on By (§;), writing x = &; + §;y, one has

k 1 3 —
R e ] i on

=" .exp (SNH(&', &)+ ZSJTG(&,E])
J#i
—4logd; —log8 — 2(6:, £)) (1 + 0 + O 1yD)
d; (&)
884

l

= N1+ 00) + 0@ [y)).

Thus

8 A
Vi —re VW = 11— Zdi(§)+ 00 + 0
PR [ 2 ®)+ 0G) + 01D

1 [yl
((1 + |y|2)2> (A%(l + |y|2>2>

) _ 2-p
le™ — re W(X)IILp(B(g,,n)) =O0M?") forany p > 1.

(3.13)

It follows that
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Moreover,
e Lo = OO for j # i and [le” = xe™ ™| L@y, = OO
Combining the above estimates,

.
IE|l, = 0% ) for p > 1. (3.14)

+ e E) =3 Pw;

Estimate of E2 = (AZ(X, g) +p W
Q

). First of all,

W=z(x.6) =) Puw

=206, 6) +2) 1og(d] + Ix — &) =87 Y H(x, &) + O()

(3.15)
8+ |x — &
=logh(x,£) + z(x. &) +2 ) _log W +0W0),
where
k k
her,§) = [T 1 — &l expl=87H (x. 601 = [ Texp (— 87G . 6).
i=1 i=1
So
eV =h(x, 8™ + o). (3.16)
One has
w z(x,8)
— +_ ¢ _ +_h(x. §e -
Ery=Az(x,&) +p v =Az(x, &) +p N +00M) =00,
since z(x, &) is a solution of (1.4). Thus
| E2llcc = O ). (3.17)

Estimate of d; £1. Next we consider the derivatives. By straightforward computations we
get

W

aé;/El = Xlzewz 351:/ wy + Ae*Wagij

k
= )»e_was_jz(x, &+ (Z e’ — Ae_W> Z 8&__,-ng
' i =1
=€ (Pwg —w) = )" 3 Py
¢ ' O !

=L+ L+ 15+ 1.

@ Springer



209 Page 10 of 46 W.Aoetal.

It is then not difficult to show that

: 1-p
Il < NEdl,+ Y lle™ll, = 07 ),

l
1-p
21l < IE1plldg Pwjlloo = OO 7)),

. I=p
11311, < lle™ Il 0 (Pw; — w)lloc = OG 7 ),
14l = 0.

Combining all the above estimates,
1—p
0 Eill, = O 7 ). (3.18)

Estimate of 0z E>. The estimate of the derivative of E; is analogous. Using the equation
satisfied by z(x, &) in (1.4) and (3.15),

| @20 E)h+ 0 e ™ het ™8 [0 (0, 2(x, £ + 0, h)e? D)
— 9 i Ey = — 2 i i i
o+ g B2 N (o he B dx)?
eWBE_,-W eV [ eWaE,- Wdx
_"_ 1 _ 1
Jae” (Joe")?
=0@).

Thus we have
10s E2llcc = O(R). (3.19)
Finally, combining the estimates for E; and E;, we have
2p 1=p
IR, =0@72), [gR[,=0@ 7).

Once we get the estimate for R, the estimate for R follows directly. O

3.3 The linear operator

In this subsection, we consider the following problem: given i € HO1 (2) we look for a
function ¢ € HO1 (£2) and ¢;; such that

w w w '
[ V¢VPZldx =0, j=1,2,i=1,-- k.
It is equivalent to
$—SMWIG) =h— c;jPZ]. e K* 3.21)

ij

where

w w w k
4 e o e er ¢dx w;
MW)lp] = p (fQ Vax T T + ;:e ®.
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Let L : K+ — K™ be the linear operator defined by
L(¢) = ¢ — T3 (M(W)[@]),
then the problem is equivalent to first solving ¢ for
L(¢) =" (h) (3.22)

and then finding c;; for

MM (W)[gD) = TI(h) — Y cij PZ]. (3.23)

ij
First we have the following apriori estimate:

Lemma3.3 Let C C Fi2 be a fixed compact set. Then, there exist Ao > 0 and C > 0 such
that for any A € (0, 1p), E e Cand h € HOl (R2), any solution ¢ € HO1 () of

eV eV fQ eVodx
JoeWdx (JgeWdx)?

Ap+pt ( ) + Y0 eMig = A,

(3.24)
[oVé-VPZldx =0, j=1,2,i=1,--- Kk,
satisfies
¢l < CllogAl[|All-

Proof We prove it by contradiction. Assume there exist A, — 0, &, — &§* € . Q, h, €
HJ(Q) and ¢, € H} () which solves (3.24) with

l¢nll =1, [logAn|llhn]l — O asn — oo.

Fori=1,--- ,k, deﬁneq;i(y) as

Gy = | B0 HE) yei= 2k
' 0, yeR2\ Q.

In the following, we omit the index n for simplicity.
Step 1. We claim that

= 11—y . 2 . 2

oi(y) = yi TIIZ weakly in H (R”) and strongly in L(R?), (3.25)

y
and
¢ — 0 weakly in H(; (2) and strongly in L (2) for g > 2. (3.26)

Let € Cg°(Q\ {&], - -+, §}), multiply equation (3.24) by v and integrate, then

k W 1% 1%

B . w; o Joe" ovdx B Joe" pdx [ e ydx
fQW’ V‘“;/Qe prdx + p ( eV 0 eVdx)?
:f Ahyrdx.

Q

@ Springer



209 Page 12 of 46 W.Aoetal.

By the assumption on ¢, using the fact that in Q \ {],--- , &}, ¢"" = O(X) and eV =
h(x, £)e**8 4+ 0(1), one has

¢ — ¢* weakly in Ho1 (2) and strongly in L9 () for ¢ > 2,

which gives

fQ he*¢p*yrdx 3 fQ he*yrdx fQ hez¢*dx> _0

— * . +
/Q VoT - Vydx +p ( fQ hezdx (fQ he?dx)?

*k .
So [|¢ ”HOI(Q) < 1 and it solves

A+ pt ( hei¢*  he g hez‘p*dx) -
Jo hezdx (o hevdx)?

By the non-degeneracy of z(x, &), we can get that ¢* = 0. Thus (3.26) is proved.
Now let us prove (3.25). Multiplying (3.24) again by ¢ and integrating,

a W2 w 2
20x — wi g2+ Jae ¢dx_(er ¢dx) _/ .
/;2|V¢I dx ;/Qe ¢*dx — p ( T JoeVan? | = QVh Vdx.

From the above equation, one can get that

/ ewqgizdx=/ eViprdx
Qi Q

W .2 w 2
2,4 er d)dx_(er ddx) _/ '
< /;2 IVo|“dx — p ( fg Vi (fg W idx)? ; Vh-Vodx

=1l+oM+ |l =0

where we used (3.26). So we get that ¢~5l~ is bounded in H (R?). There exists qu such that
qSi — qu weakly in H (Rz) and strongly in L(]Rz).

Let ¥ € C3°(R?) and define y; = &(Xg—ff). Multiplying (3.24) by v; and integrating over
Q’

_ JoeVovidx [ e pdx [ eV yidx
. dx — Y. Wid:dx — ot —
Ja Ve -Viidx =3, [oe"igyudx —p ( T eVx o eV dny?

= [, Vh - Vidx.
(3.27)

Since ¥ (x) = 0if |x — &;| > R4; for some R > 0, we have
/Szew/qﬁl/fidx = 0(8) forj #i.
Passing to the limit in (3.27), we have
/Rz Vo - Vidx — /R2 eV ordx = 0.

Moreover, by the orthogonality condition in (3.24), we have

oW yj .
dy=0, j=1,2.
quboe ENTE y J
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So we deduce that

- L=yl
Step 2. We claim that y; = 0 fori = 1, --- , k. Multiplying equation (3.24) by PZ? and
integrate over €2,

w 0 W W p 70
, $pPZdx  [ye"pdx [e"V PZPdx
V¢ -vPZ% —§ YigPZ0dx—p™T Jae e $2 :
,/Q ¢ P 4x I /Qe oPZidx=p ( JoeWdx (f eWdx)?

=/ Vh-VPZ)dx.
Q

(3.28)
Since
/v¢-VPZ?dx :/ eipZ)dx :/ " Z°idy
Q Q Q;
where Z0 = 1= and b 3.7)
Ty AREDY 2D,
> / e"ipPZ%x = f e"PPZYdx + ) f " PPZ]dx
j e @ j#i T8

:/~ e"i(l +Z°(y)+0(8i2))dy+2/ Vi PZ0%x
o i 2
=[ "G (1 + Z°())dy + 0 7),

i

for some p > 1, by Holder inequality. Moreover, by (3.26), (3.7) and (3.15), one has

N Joe"¢PZ0dx B JoeVodx [ eV PZ0dx _ow
p JoeVdx (Jo eWdx)? o '

From (3.28) and the above estimates, one has
lim [logi| [ e¢idy = 0. (3.29)
1—0 Qi

Next we multiply equation (3.24) by Pw; and integrate over €2,

/ Vo - VPwidx — Z/ "¢ Pwidx — p* JoeT#Pwidx _ Joelodr [ge” Puidx
l l
Q I Q

JoeWdx (fqeWdx)?
= / Vh-VPwidx.
Q
Now we estimate the above equation term by term.

/ V¢ - VPw;dx =/ eVipdx = /~ eV didy = o(1)
Q Q ;

Ql

1— 2
/ e" |y|2dy=0.
Rz L+1yl

by (3.25) and the fact that
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209 Page 14 of 46 W.Aoetal.

By the expansion of Pw;,
Z/ eVl Pw;dx :/ewi¢Pwidx+Z/ eV Pwidx
J J#Ei
=[ e — 410g8; — 2log(1 + [y2) + 87 H (&, &) + O 1y| + 7)) dy
+Z/ e"$;BrG (&, &) + 0@yl +8))dy

J#

— Iy
=y 2log(1 1
”/Rze Taypl 2l +1yPldy + o(1).

Moreover,

. JoeVoPwidx  [qeVpdx [ eV Pwidx o
JoeWdx B (JgeWdx)? =o()

and

1
/QVh - VPwidx = O(||h][p| Pwi|) = O(og 1) ||h]| = o(1).

Combining all the above estimates, we have

ly|?
; 2log(1 dy =0,
V’/Rze T l2lox(1 + )y

which implies that y; = 0 since

yl?
2log(1 d
[ e i pi=2loe(t + IyPldy £ 0.

Step 3. Finally, we derive a contradiction.
Multiply equation (3.24 ) by ¢ and integrate:

W 2 w 2
200 w2y [Jae 97dx  (fpe"gdx) _/ _
/Q|v¢>| dx §i /Qe 2dx — p (erde Joevan® ) = Qw Vdx.

From the estimates in step 1-2 and the assumptions on ¢ and £, it is not difficult to show that
the left hand side of the above equation tends to 1, while the right hand side has limit 0. This
is a contradiction which concludes the proof. O

Now we can derive a priori estimates for problem (3.20).

Proposition 3.4 Let C C Fi2 be a compact set. Then, there exist Ao > 0 and C > 0 such
that for any A € (0, 1p), E e Cand h € H(} (2), if (¢, cij) is a solution of (3.20), we have

1l < Cllog Af[lA]l.

Proof By Lemma 3.3 and (3.8) , we know that

¢l < Cllog 2| IIhII+ZICUIIIPZ]|| < CllogA| IIhII+Z[|Cu|

ij
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In order to estimate c;;, multiply the equation (3.20) by PZij and integrating over €2,

/ pe"i(PZ! — Z))dx +Z/ " ¢PZldx + 0 (/ 1pIIPZ] |dx +/ |¢|/ |sz|dx>
Q PRy Q Q Q
J w; 7] Jj [crel
= Vh-VPZ] +cij | e"Z;PZ;dx + Z o - )
@ @ ki £
where in the last line we use (3.9). Since for any ¢ > 1,

. . . . 1—
f ¢ell’i(PZf—Z,-j)dx + Z/ ew%Pzijdx:0(||¢||(H€w'||q+||€w“PZ,!||q))=0 ()LTqu)Il) ,
Q 7Y

O(f |¢||ng'|+/ |¢|/ |ng’|) = 0(1PZ] 21181 = O (110g 2 1),
Q Q Q

; ; 1
Vh-VPZ! = 0(h Pz!)zo(—h),
/Q ; Al PZ; ﬁll I

we have
1 1 1
el +o( D leel | =0 (27101 + Al1og A2 gl + 23l )
ks j, b
Summing all |¢;;| up and choosing suitable g € (1, 2), we can get that
ol < CllogAlllA]l.

[m}

From the above a priori estimate and the Fredholm alternative it is then standard to derive
the following existence result.

Proposition 3.5 Let C C Fi 2 be a compact set. Then, there exist g > 0 and C > 0 such
that for any . € (0, Ag), € € Cand h € HOl (S2), there exists a unique solution (¢, c;j) of
(3.20), which satisfies

1l < Cllog Al[lA]l.

Proof For the first equation (3.22), since ¢ — Hl(il’;(M (W)[#])) is the compact operator

in K+, the existence and uniqueness of ¢ follows from the Fredholm alternative and the
above a priori estimate, and then ¢;; are determined by (3.23). Once existence of (¢, ¢;;) is
obtained, the estimate follows from Proposition 3.4. O

3.4 Nonlinear problem

The aim of this subsection is to find (¢, {c;;}) such that u = W¢ + ¢¢ solves

u
Jo etdx

[oVOVPZldx =0, j=1,2,i=1,--- k.

Au+pT Y Zij cije” Zij,
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209 Page 16 of 46 W.Aoetal.

For this purpose, we shall find a solution ¢ of

w woow
4 e ¢ B e fge ¢dx k w; _
Ap+p (fg eWdx  ([geWdx)? ) izt = (R 5@+ N(¢))
+ 2 cije Z] (3.30)

[oVé-VPZldx =0, j=1,2,i=1,--- k.

where R is the error term defined in Sect. 3.2,

N@) = =2(fW +9) = fW) = [ (W)$) +p* (W + ) — (W) — ' W)9),

k
S(¢) = — (Z e’ + Af%W)) ¢.
i=1

eV

JoeWdx’

From the above linear theory, the existence of a solution to the nonlinear problem (3.30)
follows a standard strategy using contraction mapping.

fW)y=e ", gW) =

Proposition 3.6 Let C C Fi2 be compact set. For any € > O sufficiently small, there exist
Ao > 0 and C > 0 such that for any A € (0, o) and & € C, there exists a unique (¢, c;;)
solution of (3.30) satisfying the estimates:

I¢ll < CA27¢, [la, 591l < CA™, eyj] < Ci. (331)
Proof Denote the solution to (3.20) by ¢ := T (k). Then (3.30) is equivalent to
¢=T(,(R+N@) +S@)) = T($).
The solution ¢ can be obtained through contraction mapping. Define
n 2p
B={¢ec K ol <Allogi|r=r}

for A large and A small and p close to 1.
From Proposition 3.5 and the error estimate for R, for ¢, ¢1, ¢2 € B, similarly to the
estimate in Proposition 4.10 in [8], one has

1Tl < Cpllogallli, (R + N(¢) + S(P)ll
< CpllogA|(IRIlp + IN@)lp + ISP lp)
< A|logk|k22;1’p,

and
17 (p1) — T (P2l < Cp(lIN(p1) — N(@2)lp + [1S(@1) — S(@2)p)
1
< 5|I¢1 — ¢zl

So 7 maps B into itself and it is a contraction mapping. For € small, we can choose p
sufficiently close to 1, such that B C {¢, ||¢|| < C A%_e}}. Since 7 is a contraction mapping
in B, we can also get that the fixed point in B is unique, i.e. the solution ¢ is unique in B.
The estimate for ¢ follows from the above estimates. The estimates for g, ¢ are obtained
similarly to Proposition 4.10 in [8] and the estimate for c¢;; follows from Proposition 3.4. O
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3.5 The reduced problem

We introduce here the finite-dimensional reduction. In the previous subsection we have found
a solution u = W + ¢ to the problem

u

e
Joetdx

[oV-VPZldx =0, j=1,2,i=1,--- L

Au+ pt

—u _ Wi 7]
—heT" =3 cije" Z;

Consider now the associated energy functional:

1
J(u) = f/ |Vu|?dx — p* log/ edx —)\f e “dx (3.32)
2 Ja Q Q

and let J(§) = J(Wg + o).

Lemma 3.7 Let & € Fi Q2 be a critical point of J, then for A small, u = Wg + ¢ is a solution
of (3.1).

Proof If & is a critical point of J (£), then one has
(J'(u), 9 (Wg + ¢¢)) = 0,
which is equivalent to

(Zc,»jewf'zif, Js(Wg + ) =0 fore=1,--- k, s =1,2. (3.33)
ij
Let us fix ¢ > 1. Since
i 23
e Z] |, = 02 ), (3.34)

combining the estimate (3.31), one has

. ; 2-3g 1
| e zivgaiax = otien Zl ot = 0 (x ) 0 (X> (3.39)

, ; 1 1
/eu)iZ-Ja‘;ESWde:—/ PZie"i Zldx + 0 (—=) = Z8usjs+o( - ),
Q Lo Q ! A A A

Combining the estimates (3.35) and (3.36), we conclude that

cij+o(l) Y =0,
0i s#£]

(3.36)

which implies that all ¢;; are zero. So the corresponding u is a solution of (3.1) as desired. O

Recall the definition of A in (1.5). We next consider the expansion of the energy.
Proposition 3.8 It holds
J(W) = A(&) — 8mklogir — (16 — 247 log 2)k + o(1),

C! uniformly in & in compact sets of Q.
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Proof By the definition of J(W) and W, one has

k k
1
J(W):E/Q V2P + Y [VPwil> =2 VPw;-Vz+2) VPw;-VPw; | dx
i=1 i=1 i#j

—pot logf eWdx —A/ e Wdx.
Q Q
Using (3.16),
1 1
f/ IVz|?dx — p* logf eVdx = f/ |Vz|?dx — pt log/ hix, £)fS8dx + 0.
2 Ja Q 2 Jg Q

While using (3.13) and the estimate for E,

k
A/ e Wdx = Z/ e%idx + o(1) = 8km + o(1),
Q = Ja

w; 8
/;zvai -Vzdx = /Qe 72(x, &)dx = /52,- mz(&y +&,8)dy =8mz(&,8) +o(1),

where Qi = (2 — &;)/4;. Moreover, using the expansion (3.4)

/ |VPwi|2dx:/ eV Pw;dx
Q Q
:/ e“’f(logﬁ F8TH(x, &) + O(A))dx
Q G +|x =&

= 64n’H (&, &) — 2/: e (10g8,~2 +log(1 + [y|*)dy + o(1)

&
=64 H(&;, &) — 167 log 87 — 167 + o(1)

Ad;(§)
8

= 64’ H (&, &) — 167 log — 167 +o(1)

= —647 H (&, &) — 12877 ) G (&, &)) + 16m2(i, §)
J#i
— 167 log A — 167 + 487 log 2 + o(1),
and fori # j,
/ VPw; - VPw;dx = / e“’f(log; +8TH(x, E)) + O(A))dx
Q ! o 83+ Ix — &2 !
= 6412 G (&, &) + o(1).

Combining all the above estimates, we have

1
J(W) = 5/ |Vz|?dx — p+1og/ h(x, &) dx — 8wk log A
Q Q

k
—32m? Y | HEL6) + ) G &) | — (16w — 247 log 2)k + o(1)
i=1 J#
= A(§) — 8mklogh — (16 — 247 log2)k + o(1).
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Next, we consider the derivative of J(W).

w
AW —pt ¢
SJ J(W) = ./52 < AW —p I Wix + A )3%_, Wdx = / (Eq(x) +E2(x))8 Wdx
:4/ E](Z)Zi,/dx—{—()(l) =4/ (Zewz —Ae_W) Zl-jdx,
Q Q n

where E|, E> were introduced in Lemma 3.2 and where we used

;W = 4sz+0(1)

&/

Using the definition of w; and Zij, for € # i

; 882 - j
/eWZ{dx:/ S Ak SN £ - Ll PN
o @ G2+ 1x— &2 82+ |x — & & — &]

Moreover, taking n > 0 such that |§; —&;| > 2n and d(;, 92) > 27, we have

/ Ae_WZijdx=)»/ exp [SJTZH(X,S,-)
B(&¢,m) B(&e.m) i

s’ . !

A
= 55/9 exp [SnH@z,se)

1 g —¢
+87 Y G &) — z(ée,é)] AT e = gi|2dx +o(1)
J#
& —¢
= 8r 1).
g —gp oW

Let

y(x. &) =87 H(x.&)+87 Y G(x. &) —2(x.§).
J#i
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Then,

/ re™V Zldx Z)\f exp[gﬂZH(x,Ei)—z(x,§)+0(?»)]
B(&.m) B(&.m) -

j k
Xj—fi] 1

dx
87+ Ix — &2 E &7+ Ix — &1%)?

_ A / ! Vi
-8 o, A+ YD 1+ yP?
exp [87 H (& + 81y, &) + 87 Y G + 61y, &)
J#
— 26 +67.8) |dy +o(1)

8 yj
= N P+ 8y, &) — v (&, Bldy +o(l
5 Do) T TPV & 0,8 = /& Dldy +o1)

U8 i v s
- 8; /];QZ (1+|y|2)3 ax i, &) - Siydy +o(1)

0
=2n—ay(s,-,£> +o(1).
X

Finally,

|/ re W7l dx| < fo eXePvzddx < Ch = o(1).
a\U; B&.m U, BG.n

Combining the above estimates, we have
dy
8.5 ] (W) = —8x —~-(§:. §) + o(1) = 9 A(§) + (),
as desired, where we used (1.6). O

Finally, we have the following expansion of the reduced energy.

Proposition 3.9 It holds
J(&) i= J(Wg + ¢¢) = J(Wg) + o(1),

C! uniformly in & in compact sets of Fi. Q.
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Proof To simplify the notation, we shall drop the sub-index & in the proof. It is not difficult
to show that

JW+¢)—J(W) = %/Q|V¢|2dx+/QVW~V¢a’x+/\/Qe_W(1—e“”)dx

+p+<log/ eVdx —log/ ew+¢>dx
Q Q

h(x, §)e**¢
X
Q Jo h(x, §)esxHdx

+ Yigdx — 1 | e Vod
/;ZlZequ /Qe ¢dx

+,0+<log/ eVdx —log/ eV ax
Q Q

h(x, §)ePg )
o fo h(x. B Bdx

_ / Az(x, E)pdx — p*
Q

+

+A/ eVl —e® 4+ ¢)dx + ||19]> = o(1).
Q

Next we consider the derivatives.

W+¢

e
JoeWtodx
. eW+¢ EW
_ A _
/Q |: o+p (fQ eW+edx [ erx>
_)\‘(e*(W+¢) — e*W):I aé:i de

= Zf ci‘,-ew"Zing‘,'q)dx—/ A¢8$j de—/ keiW¢8€} Wdx
AT i Q i Q v

O LI (W +¢) —J(W)] = —/ (A(W +¢)+p" = Ae_(w+¢)> 0, ¢dx
1 Q !

+ / e~ W+ _ =W 4 e—W¢>)aE,- Wdx
Q i

. W+o oW
+ — — —— )0, Wdx.
p /Q <feW+¢ feW> g/

Using the estimate for ¢;; in Proposition 3.6 and (3.34), we have

L i 2-3q 41
ZLcne’”‘Z,’agiw =0 [ Y leiflla gl - e Zllly | = 0077717 = o(h),
i,j i,j

provided q is sufficiently close to 1. Recalling the definitions of f, g in (3.3) we exploit now
the estimates in [8, Lemma 4.7]. For some 6 € (0, 1) and p sufficiently close to 1 we have

/ e WHD) _ =W 4 e—qu)aSj Wdx = / AW+ 0¢)¢235,- Wdx
Q i Q i
= OIS (W +08)8% 1,113, Wily)

1— 1
— o0 T2 o,
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Moreover, for some 6 € (0, 1) and suitable D, q

eV te eV ~
p+/< —W>8dex:,o+/g/(W+0¢)¢8dex
Q §i Q §i

Jewe  Te

=0(lg'W+ 9~¢)¢>I|p||3§l_jW||q)
= 0(.27) = o(1).

Recall that

k
re W = Zewf +0() and 9, W = —4PZ! + 0(1),
i=1 '

for & in compact sets of F; 2. Then

k
-w ) _ w J
A/Qe $0, Wdx = 4;/96 tpPZ]dx + o(1)

= _4/ " 7! pdx —42/ e ¢ Z! dx + o(1)
Q Pl

- —4/ V¢ - VPZldx + o(1) = o(1)
Q

by the orthogonality condition satisfied by ¢. Moreover, again by the orthogonality condition
we have

/ A¢o jWdx = —/ V¢ Vo, jWdx = —4/ Vo - (VPZj + O(1))dx
Q §i Q §i Q !
= 0(1)/ [Voldx = o(1).
Q
Combining the above estimates, we have
0,7 (&) =8, (W) +o(1), (3.37)
as desired. ]

Proofof Theorem 1.1 Let K C F;Q be a C!-stable set of critical points of A. Then, by
Propositions 3.8-3.9, for A > 0 small, there exists &, critical point of J and d(£;, K) — 0
as A — 0. By Lemma 3.7, u; = Wg, + ¢, is a solution of (3.1). It follows that u; solves
the original problem (1.1) with p;f =p* and

o5 = x/ e dx = x/ e Wadx + o(1) = 8kx + o(1).
Q Q

Moreover, from the definition of u;, and using (3.4), (3.5) and (3.31), we can derive the
second property in Theorem 1.1. O
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4 Asymmetric blow up
4.1 Approximate solutions

In this section we will derive the proof of Theorem 1.2. To this end we will always assume
that Q is /—symmetric for / > 2 even according to (4.1) below. Therefore, we will consider
symmetric functions such that

ux) =u(R; - x), 4.1)
recall (1.7), and define
H; = {u € Hy(Q), u satisfies (4.1)} .

Consider problem (3.1) and let ¥k > 2 be an odd integer. In order to construct blow up
solutions with local masses (4wk(k — 1), 4mwk(k + 1)), we need to consider the following
singular Liouville equation. Let o > 2. It is known [27] that

20282

s,
@+ x0T

w§ (x) = log
solves the problem
Aw + [x][* %" = 0in R?, /RZ [x|*2e%dx < oo,
and

/ x| 2e%dx = 4ma.
R2

Similarly to the previous section, let Pu be the projection of the function u into H(} (2). We
look here for a sign changing solution of the form

k
u=W+¢x), W) =z(x)+» (=D Pw;x),
i=1
where ¢ is a small error term, z(x) is the unique solution of (1.8) and Pw; = ng" with
k—i+1
o =4i—2, §=dirF2,d; >0, i=1,--- k. 4.2)

The latter parameters are chosen such that the interaction of different bubbles is small. More
precisely, the following functions will play an important role in the interaction estimate:

Oi(y) = Pw;(6;iy) —wi(8;iy) — (e —2)log|d;y|

+Y (=17 Pw; — 2(8;y) +logA, iodd, 4.3)

J#
Ti(y) = Pwi(8iy) — wi(iy) — (ot; — 2) log 8 y|

+ Y (=17 Pwj +2(8iy) —log Q. ieven, (4.4)

J#
where
0= pal / i 8k G(x.0) g 4.5)
Q
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As we will see in the sequel, in order to make these two functions small, we will need to
choose §; and «; such that

(@ =2+ Y (1)) 72a; =0, i=1-k (4.6)
j<i

and

—a; log8; —log2}) =2 "(=1)/ e log ; — 2(0)

Jj>i
k . .
+ > (=1 7hj(0) +logr =0, iodd, 4.7
j=1
—a; log 8; — log(2e;) — 2 Z(_l)jiiaj logd; +2(0)
Jj>i
k . .
+ Z(_l)jilhj(o) —logQ =0, ieven, (4.8)
Jj=1

where h;(x) = 4wa; H(x,0). From (4.6) we deduce that @y = 2 and o; = ;1 + 4 for
i > 2 which implies the choice of «; in (4.2). On the other hand, from (4.7) and (4.8) one
easily deduces that

5 = AeZi D T ©)=2(0)—logRaf) _ 5 8k H(0,0~2(0)—log(2e})

and

o

Saifl _ 8il A

i-1 = 422 :
daia;i_ Q

From the above identities, one can get that

k—i+1

8 =di)F-1

for some d; > 0, which implies (4.2).
We estimate now ®; and 7;. First, using the maximum principle it is not difficult to see
that

Pw;(x) = w; (x) — logRa?8{") + hi(x) + O(8)

| | | 4.9
= —21log(87" + [x[*) + hi(x) + O(5")
andfori, j=1,--- ,k,
S\ %i
20 10g(81¥) +hi ) + O (e (3) )
+0@jly)+ 08" if i< j
—20; log8; — 2log(1 + [y[%) + h;
Pus(s,y) = | 20 1088 = 21og(L 4 1yI*) + i 0) @10

+O@ () + 0@ ifi=j

(8 \Yi
—20; log 8 + h; (0) + 0(|y|"‘l (54) )
+06jly) + 08" if i > j.
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where h;(x) = 4ma; H(x, 0).
Remark 4.1 From the above expansion, one can get that for |x| > §y for 5o > 0 small, the
following expansion holds:
k
D (=D Pwix) =4m Y (=D H(x,0) =2 (=D log x| + O(8;*)
i=1 i i
From the definition of «; we have Zle (=Die; = (— 1)*2k and hence, for k odd it holds
k .
D (=D Pw;(x) = =8kG(x,0) + O(h).
i=1
We next introduce the following shrinking annulus

Aj={xeQ, /§;_18; <Ix| </§;8;41}, j=1,- .,k (4.1D)
where §p := 0 and ;41 := +00.

Lemma4.2 Foranyy € %’i’ the following estimates hold:

O:(y) = O@ilyl+2), iodd, 4.12)
Ti(y) = O@ily| + 1), ieven. (4.13)
In particular,
sup [®; (y)| + sup |T;(y)| = O(L). (4.14)
yE% ye%

Proof Consider y € <t. From (4.10), and using (4.6) and (4.7), for i odd,

0;(y) = —o; log§; —log(2e?) + h; (0) — (¢ — 2) log |8;y| + OS]y + 6{)

n Z(_l)i—j[_ 20 log(8;|y]) + 1 (0) + 0(|y|la,- (%)%‘) + 0(5ilyl +67f)]

j<i

+ Z(—l)jii[— 2ajlogdj +hj(0) + 0(|y|"‘j (%)a'i) + 0@ 1y| + 5;‘./’)]
Jj>i J

—2z(0) +logx + OS5 1yl)

k
= [ Y (=177 (0) — e log 8 —loga) =2 (1)) ajlogs; — z(0) + log)L:I
j=1 Jj>i
(= 0 because of (4.7))
— log [8i111[ (@ = 2) + Y (=1 /20|
j<i

(= 0 because of (4.6))

Foubi+ £+ Do(or (1)) + Do(ia (5)”)

Jj>i ly
= o+ 2+ (i () + Lo (1))
Jj>i j<i i
= 0@yl +)\).
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Similarly, for i even,

k
;) = [ YD/ i logs; — loga?) =2 Y (=1 e log s +2(0) ~ log O]
ot j>i
(= 0 because of (4.8))
— log |8; |yll [(Oti -2)+ Z(_l)i_jz‘x/]
j<i
(= 0 because of (4.6))
)

+0G; |yl>+28“’ + 30t (3 ") +§0( 7 (5)")

]>l |y

= 0(5; |y|)+28 ’+ZO<|yl°‘I< )a.)+§0( |1a, (5*])%)

]>l |y

= 0@yl +)»).
Finally, (4.14) follows from the above two estimates since §;|y| = O(1) when y € ?—[". O

Finally, we will need the following non-degeneracy result for entire singular Liouville
equations which was derived in [11, Theorem 6.1] for / = 2 and which can be extended to
any / > 2 even.

Proposition 4.3 Assume ¢ : R — R satisfying (4.1) is a solutions of

ly[*~? .
with o > 2 and % odd. Then,
1=yl
¢( )_ W forsomeyeR.

4.2 Estimate of the error term

In this subsection we estimate the error of the approximate solution. To this end, set

—8k7 G (x,0
Ei = Y ey ST
1=p" 'Oof ol 8knG(x,0) gy

i even

E; = )Le*W — Z |x|% 2w,
i odd

Lemma 4.4 For any q > 1 sufficiently close to 1, the following holds:
_2=q _ _2=q _
1Bty = 0 (A7), |[E2ll, = 0 (277,

Proof First we consider E;. Recall the definition of the annulus A; in (4.11).

/Equ_Z/ Egdx_Z/ Ezdx+2/ Eldx =1 + L.

i odd i even
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One has
Il = Z / Egdx = Z / |k€Zl odd Pwliz/ even Pwj—z _ Z |x|aj72ewj|qu

i odd ¥4 ST A =

=C Z / ||x|0"'_2ew" — pet odd PWI=20 pven Pwl—z|qu

i odd ¥ Ai
+C ) x|~ 2ei 4. x
ijodd, i#j* A
=1+ 5o

Let us estimate /1;. For fixed i odd,

/ ||x|ai726wi — AeZl odd Pwlizl even Pwl*z‘qu
i
= / |x|q(ai—2)eqwi - ePw,-—wi—(a,'—Z) log ‘X|+Zj;&i odd PWi="1 cven sz—z+logx|qu

i

2-2 |yl 9@~ o 222 Jy|a(@=2)
= CS! (1‘/:4. ﬁll _eol(}’)|4dy — Caz q N ﬁl(ﬂ,(y)lqdy
5 (L4 Iyen= A0 (1+ |yl
(using (4.12))
(otj =2)
_ 2-2¢ [yl ‘ G — 5221 | 24\ _ s2=20.q | 2—q
= o(s; %WWMHI dy)_O(al. 24877 =071 4 5779)

2—,
provided that ¢ is close to 1. Therefore, we get I1; = 0()L72(2k—q1) ).
For I, fix j # i odd,

|x|aj—250_‘j q
f x| et dx = C/ pr el IS
Aj A; (8.,4 + |x|%)

- |y|q(a,-—2)
csi 1 e
/ /82'1%5'»"'5535.”' (14 [y|*)%
J I

- s\ (@i—2)g+2
o (55 24(%) ’ ) for j >i

J

(4.15)

J 5;

- 5 —(aj+2)q+2
0 (52. 24(@) J ) for j <1

4(k—1)2 -1

2-2q .8 k=2)(1=g) | Ck+DQG*=Dg+1)
0(53 q(%)(m{%)qﬂ) —o0(r

—g)+ @D 1)
0(5%*2q(§zj)q(2+ak_2),2) =0 (Ak(l DS )

2—q
= o(xm).
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2—q
provided that g is close to 1. Therefore, || 11]l; = O ()L 2q(k=1) )
Next, let us estimate /. For [ even fixed,

/ Eddx < c/ e Wj9dx +C Y / x| 2e%i |9dx = Iy + Inp.
A A i odd’Al

We have,

L) =C |)L6*Pwl*2/¢l even PWj =243 oga Pwi |9dx
Al
oy /A o= Gry)—(@r=2) log 10y |~Ti(y)—log @ 4 g,
A
Rl

(using (4.13))

2q
. 242q ., ¢ (1 + [y*) q
_0<31 * //slal<|v< i~ [y]@=2a I+ &yl +4) dy) (4.16)
T 1

(¢ +2)q (aj—2)q
3141 7 tl o \—=z !
=o(r () T <) T )
! 8 8i-1
Sa 22 4y Sy 25Dd
o™ l(3) T+ (5) T )
P 81

*k=DA+q) _ (2k+DH2g—1) 2—q
= O()ﬂJr 3 6 ) = 0()\2(2k—1)),

if ¢ is close to 1. Moreover, similarly to the estimate of /12, one can also get that I, =
2
o0 <A e )
Combining all the above estimates, one has

2-,
f Eldx = 017 7). 4.17)
Q
Next we consider E|. First we need to estimate fQ eV dx. For i even fixed,

o 1Y P (- s
/ erx=/ o P Ty (<11 Py~ =) log | oi =2 g
A; A;

— ﬁ. eTi(}’)+logQ|(§l.y|ai—26wi(5fy)5i2dy

|
_ [‘. log Q+0(8i|y\+x)|5iy|af—26wi(8iy)5i2dy =470; Q0 + O,

ag
S
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where we have used Lemma 4.2 for the estimate of 7;(y) and the fact that

20} |y|%?

i gy = 4na;.
e (14 [yfen2 @ = 7T

For i < k odd and fixed, reasoning as in (4.16) with ¢ = 1, one has
/ e"dx = / e PUimXiu DT Pz g 0 5
A; A;

Finally for i = k which is odd, using Remark 4.1,

_ ik Py
/ ewdx=/ ete” P L (D TEPw; g
Ay Ak

HTCWO) gy 4 O(52%) + 0 (LT

/Ix>v5k—15k
= / TGOy 4 0 (T,
Q

In conclusion, one has

/ eVdx :/ et kTG (.0 gy 4 Z dra; O + O(AZ(ZkI—l))
Q@ @ i even (4.18)

ot !
_ 7/ TG0 gy 4 0T,
£0

where we used the definition of Q in (4.5) and the fact that

Z 4ra;0 =" T —p / e SkTG.0) g
po Jo

i even

since Y, ,yon 4ai = dwk(k — 1) = p™ — po.
With the estimate for fQ ¢ dx in hand, we now consider E;.

/Equ— Z/ Equ—i—Z/ Eldx = Iy + ).

i even 1 odd
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First for i even fixed,

eV 78k G (x,0)
A; 1 4 fg eWex fg £2—8km G (x.0)

— |x|% 2" — Z |x|% 2% |9dx
Jj#i even
eW ) ez—SknG(x,O)
<C T |x|%%eYi9dx + C 0 |9dx
<c/ 1~ e | o0 o
e S [ iartenas
j#i even A

w -
_ + ¢ @2 wig 4 4kg+2
B C/Ai " Jo eVdx ™™ fdx + 0A2BD) + 061 7)

_ s |y| (@i =24
- i A (1 ai)2q
st (L 1y[*)

q
dx

o +
‘ P i) e log 8+ (1) P log

(by (4.13))

_ o |y| @i~
- i 4 (1 i)2q
st (L 1y[%)

| q
(v £0 2(2k—T1)
eTt (y)+log O+log /Q Bk G(x,0) gy +0( )

1— dx

(oj—2)q 2—
2-2 |yl ! 4
= C§; L |8i|y|+ O ZETD)|9dy = O(ATH-T),
; /? (1+|y|ai)2q| ilyl ( )Nidy ( )

So we have
2—
Jy = o(xwf’w). (4.19)

Next, consider J,. For [ < k odd and fixed, similarly to the estimates in (4.16), (4.15) and
using (4.18)

Pwi=Y (=) Pw;+ 2~ 8km G (x,0) q
Equ=01( e Pwi=2 4= ijqu+/ _eETET
A | 1| ey A l | A fQ 28k G(x,0) J
2—q
+ Z ||x|aj72ew/|qu) = O(\ZFD),
j even A

Finally, we consider the case / = k which is odd: using (4.18) and (4.15)
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p +€Z+Z,~(fl)"Pw[ oi-8k1G(x,0) |7
Eldx <C — dx
/Ak ! B /,;k p fQ eWdx ro fQ 28k G(x,0) J
+C Y x| P miax
i even Ak
i (=D Puy; -8k G(x,0) |7

2—q
dx + O(ATFD)

ro Jo e BTG 0 gy ro oy et STG0 g

_c /
Ak
2—q

2,
= 0(5134) + OM\TTFTD) = O()\le)).

In conclusion, one has

2—¢
IEilg = O<A 24(2k—1>).

4.3 The linear theory

In this subsection, we consider the linear problem: given h € H;, we look for ¢ € H; such
that

) eV Jo eV odx
JoeWdx B (fqeWdx)?

Ap+pt ( ) +xe Vo =Ah inQ. (4.20)

First we have the following apriori estimate:

Lemma 4.5 There exist Ao > 0 and C > 0 such that for any X € (0, Ao), h € H;and ¢ € H;
solution of (4.20) we have

1l < Cllog Af[|A]l.

We start by listing some straightforward integrals which will be useful in the proof of
Lemma 4.5.

Lemma 4.6 The following hold:

oi—2 1— o
/ ™~ ™ 4y o, “21)
r2 (1+[y|%)2 1 4 |yl

/ 202 |)’|0t,-72 1 —|y|™ log(1 + |y|a[)2dy = —dna;, (4.22)
Rz (1 ]y|%)2 1+ |yl

Ol,'—2 1 _ o
/ 20} il : il - log |y|dy = —4m. (4.23)
r2 (L4 ]y|%)? 1 4 |yl

Proof of Lemma 4.5 We prove it by contradiction. Assume there exist A,, — 0, h,, € H; and
¢n € H; which solves (4.20) such that
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¢nll =1,  [logAn[llhnll = O asn — oo.

In the following, we omit the index n for simplicity. Fori =1, - - - | k, define q;,- (y) as

$i(8iy), yeQi= %
0, y e R2\ Q.

¢ (y) =
Step 1. We claim that
¢ — 0 weakly in HO1 () and strongly in L () for ¢ > 2. (4.24)
and

q3,~ is bounded in Hy, (Rz)

Letting ¢ € C§°(2\ {0}) and multiplying equation (4.20) by v and integrating, one has

—/ vw.v¢dx+/ re Voydx
Q Q

+ fQ eVoydx fQ eVodx fQ eVirdx (4.25)
+p W - T = | Ahydx.
JoeWdx (Jq €% dx) Q

By the assumption on ¢, using the fact that in compact sets of Q2 \ {0},

eV = WTHTCEO L oGy and ae” = 0W),
one has

¢ — ¢* weakly in H&(Q) and strongly in L9 (Q2) forg > 2
where
—8km G (x,0) 4%
) Y ¢ dx
_ /;2 Vo¢* - Virdx + p fg SRk G(x.0)
. fgz ez—8krrG(x,0)1//dx fQ ez—SknG(x,0)¢*dx
—f ([ e kTG0 dx)?2 =0.
So ||¢*||H01 @ =1 and it solves
N ez—SkﬂG(x,O)d)* ez—SkﬂG(x,O) fQ ez—8kﬂG(x,0)¢*dx
* —
AT +p Jo e G0y (Joy e BT GG 04y =0.
By the non-degeneracy of z(x) we get ¢* = 0. Thus (4.24) is proved.
Now we prove that ¢; is bounded in Hy, (R?). First it is easy to check that
/Rz|v¢3i|2dy=/ Vi |’dx <1 fori=1,--- k. (4.26)
Q
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We multiply (4.20) again by ¢ and integrate,

/|V¢>|2dx—/ re W pdx
Q Q

N JoeV?dx ([ e pdx)?
B (erde B (JqeWdx)?

): / Vh - Védx. 4.27)
Q

From the above equation, one can get that,
W .2 w 2
B eVordx  (foe" pdx)
AW?d</v2d—+/9 — 8 —/Vh-Vd
/Qe ¢idx < QI<i>| x p(erde (erde)z) ; ¢dx
<l+o(l)+|hll=0()
where we used (4.24). Let i be odd. Lemma 4.4 gives

f Ix|%2e%ipdx < C,
Q

or equivalently

[ Gy <o
we (L o2 =

Combined with (4.26), we deduce that ¢~5l~ is bounded in Hy, (R?) when i is odd.
We consider now the case for i even. From (4.18), ¢V = ¢2=87G.00 4 o)) uniformly
on compact sets of 2\ {0} and recalling (4.24), we get that

/ Vodx = 0(1). (4.28)
Q

Moreover, by (4.27) one can get that

JoeVordx  ([y eV pdx)?
p+< gjg Wdx (}; Wax? | T o, 29
Combining (4.28) and (4.29), we have
/ eVpldx = 0(1). (4.30)
Q

By Lemma 4.4, (4.24) and (4.30), fQ |x|°"'_zewi¢2dx = O(1) for i even, which implies that

/ ﬂ@?dy =0o().
g2 (14 |yl@)2™

So we get that also for i even, q§i is bounded in Hy, (R?),
Step 2. We claim that

- 1— |y
éi(y) — y,»T:y:z weakly in Hy, (R?) and strongly in Ly, (R?), y; € R.  (4.31)
y
From Step 1, we know that qE,- — ‘131* weakly in Hy, (R?) and strongly in Ly, (R?). Consider
Ve Cy° (R?\ {0}) and let K be its support. For n large, one has

A; = [8i-1 dit1
KcSi=lyed, [Z2 <y < 2L
C 5 {y i 5 = Iyl = 5
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Define ¢; = &((Sii). Multiplying (4.20) by v; and integrating over 2,

R
’ (4.32)

JoeWdx (fqeWdx)?

—/ Ae*%n/x,-dx:/ Vh - Vdx.
Q Q

Consider first i even. According to Lemma 4.4, one has

" 7—8kn G(x,0)
+M_ / 4=2,0j g Joe bdx 1
’ fQ etdx J even ! pet fQ 728k G (x,0) 4 5 + o(1)
Z /' 2OlJ2<|y|Otj—2$j iy 4 o0 fg ez—SknG(x,0)¢dx 4ot
j even R (14 [y[*)? fQ 28kt G(x,0) 4y
20{2|y|0‘1 2¢*
+o(1
j%ﬂ/z (1+|y|a)2 y ()

where in the last line we used (4.24). Similarly, one has

w id 22 o —2
p+fsze oY x=/R ar |yl )21ﬂ¢ dy + o(1),

erde 2 (14 |y|*
w 214,
Lo e pidx _/ 207 | y|% ™
Jaedx Jp Ty )2‘” yro.
/\/Qe*quwidx: > f lx|%"2e™i pridx + o(1) = o(1).

j odd

Thus, q~bl* satisfies

2 o
[y~
e <1+|y|“1)2¢ vdy

1 20 |y[*i =2 aflyl%i—2
- _F(/Rz 1+ |y|m)2¢dy)(/w e ).

From this we deduce that the function

f Vi - Virdy —
RZ

-1 20?|y|%i 2 Frdy € Hy (BD)
ot Jre (L |yle)2 T

is a solution of

Ad + qu =0 in R2\{0}. (4.33)
(1 + [yle)?
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Since [ |Vq~5i*|2dy <1, (7)* isa solution in the whole space R2. By Proposition 4.3, we get

~ 2 i
that ¢ — p% f]RZ (ﬁ“yylw )z ¢*dy =Y 1+Mul _ for some yi. By(4.21) one has
207 |y|* 2 L[ 207y 2]y 2
«, Zd) + % Zdy % 2¢ y
r2 (14 [y]*) T ot Jre (L [y r2 (14 [y]*)

which implies that

4oy 2a2|y|“'
-1 72(1,
ot r2 (14 ]yl%)

Since p* # 4w a; we deduce that

_, 1— |yl
Lyl

Hence, (4.31) is proved for i even.
We next turn to i odd. In this case, we consider (4.32) with i odd and estimate each term
separately,

f eVidx = o(1), / eV opyidx = o(1),
Q Q

and

2 o
—w =2 jw; _ |)’| "
fg ¢w,dx—f [ 2 i + o(1) = f T )2¢>zwdy+o(1)

Hence, ¢ satisfies

2 «

~ ~ [y|i=2
Vo .Vid — dy
/Rz i Vidy = /R (1+|y|a)2¢ v

namely q~>l* is a solution of

apt 2 o w0
—_— in
(1 + |ylo)?
and again we conclude by using Proposition 4.3.
Step 3. In this step, we will prove some estimates on the speed of convergence. We set

|0(,' -2
We will show that
o;(A) = o() for i odd
Ao f et=8kTG(x.0) g .
1) = () cven 10+ o8 M0 R =) = o) forieven.
Set Z0 ™ we know that Z? is a solution of

a?
3,~ +lx|%

AZ 4+ |x|% 2% Z =0 in RZ
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Let PZ? be its the projection onto HO1 (R2), that is
APZY +x|%2e% 720 =0 in Q, PZ?=0 on 9.
By maximum principle one can show
PZO—Z»+1+0(5""')—7? + 08" (4.35)
=7 = e OO0 |
which implies
0 (gr()@) + 06" fori <,
PZ(8;y) = ﬁ + 0@, fori = j, (4.36)
2+ 0 (|y|af(‘§—j)af) + 0% fori > j,
and
IPZE = 0], g > 1. (4.37)
First we consider i even. Multiply (4.20) by PZIQ and integrate over €2,
0 0
/ Vo . VPZ0dx — pt Jo eW¢PZi dx B Jo eV pdx Jo eWPZi dx
Q ! JqeWdx (o eWdx)?
Q Q (4.38)
- / re WopPZldx = —/ Vh-VPZdx.
Q Q
For the first term,
/ V- VPZ%dx = —/ dAPZYdx = / x| 2e%ipZ0dx. (4.39)
Q Q Q
By Lemma 4.4, (4.24), (4.35) and (4.37),
eWpPZ0%x
7f9 T fwd; = Z |x|%~2e%ig P Z0dx
Q J even
+ fQ eZ*ngTG()C,O)PZqude 1
Po o)
fg 28k G(x,0) J | 10g Al (4.40)

i—2 Wi i—2 ,w; 0
:/;2|x|°‘ ew¢dx+/;2|x|“ e 9Z;dx

1
2" gPZ0dx + of
+ Z /le| e“oPZ dx + o og |

J#i even
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For j #1,
aj =2 w Od 2a2|y|°‘1_2 S d
x|% e gPZ dx = —_— Z
/Q' | ore fg T e PE oy

o3|yl o ; , . .
Je Ty f)z‘/”dy + O(ff? (M%( 5" +5?1><1|i||y7\ il )dy’ fori > j.

2

! IVl g s . .

(fQ ( e (5 )% +8a )W(b])dy’ fori < j,
20 (M) . .
Ild/g)»l to (llogk\) fori > j,

O(HTlgM)’ fori < j,

(4.41)

where we used (4.36).
Replace ¢ by 1 in the estimate of (4.41) , one has for j # i,

203y
/|x|“f—2ew1pz?dx=f —=—— PZ)(5;y)dy
o g, (1+[y[%)

4(12')‘ d ” 5/ o Sai lylo(j—Z d f . .
fRZ (l+||/)2 y+0<f§2, (|y| (X) + i )W) y, orit > J,

a;—2
0<f- ( iy 4 Q)M)d fori < j
&, (o G + 87 ) e )4y I

8ma +0(m), fori > j,

1 . .
0(7|10g)\\)’ fori < j,
(4.42)
Using Lemma 4.4, (4.42) and (4.37),
w 0 7—8km G (x,0) 0
+er PZ;dx B Z |x|°‘/72ew/PZde—|—p0 Q€ PZ}dx 0( 1 )
fQ eV dx J even l fQ e BTG 0dx [log 2|
1
/lxl“’ 2t pZldx Y / x| 2" PZ0dx + o )
Jj#i even | 0g |
:/ |x|""'_ze“”'dx+/ |x|°"'_2ew"Z?dx
Q
1
+ Z / |x|°‘1_2ew/PZ?dx+o(7)
J#i even |10g}\|
(using (4.21))
1
=d4ra; + A Z 8ma; +0(|10gk|>'
j<i even
(4.43)
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Moreover,
w 8k G (x,0
,0+er ¢dx Z / e 2 w‘¢dx+p0f 28k Gx, )¢dx+0( 1 )
JoeVdx o Jo e Bk G0 g x |log A|
(4.44)
and again by Lemma 4.4 and (4.41)
1
A/ e VoPZ0dx = f |2 =2 w/¢>PZde+o< )
Q ,%:d [log A|
Z 20, (1) ) ( | ) (4.45)
= o .
ead |log A| [log |
Finally, for the last term,
1
/ Vh-VPZ0dx = O(|h||PZ°|) = O(H |) (4.46)
Q

Combining (4.38), (4.41), (4.39), (4.40), (4.43), (4.44), (4.45) and (4.46), we deduce that for
i even,

4 (o + Zj<i even 2aj)< Z oj(h) fQ ez—8knG(x,0)¢dx)
ot |log A| po fQ 2—8kmG(x.0)

J even

1 (4.47)
-~ l(a,<x>+220,<x>> (fogr1):

Next we consider (4.38) for i odd. In this case, again we estimate (4.38) term by term.
Similarly to the estimate for i even, first by Lemma 4.4, (4.37) and (4.41), one has

w 0
Lo oPZ)dx Z/ 4j=2w; ;0
JR T TR T |x|% " “e"ipPZ dx
W L
er dx J even
. fQ ez—SkﬂG(x,0)¢PZlex ( 1 )
£0 erz—SknG(x,O)dx ¢ | log A
- ¥ e (i)
2 oghl T "\ loga] )
w 0
+er PZidx Z/|a2w 0
JRT T T T x| /PZ dx
w
er dx J even
.[Q ez—SknG(x,O)PZlex 1
+00 f 2—8knG(x,0) 0(|10gx|)
1
= 8ma; +0( ) (4.48)
]<§)en J |10g}\‘|
w
Lo e pdx €2 w
P == ) | KV gdx
er dx J even

fQ ez—8knG(x,0)¢dx 1
+ro [ e STCC0) 4 + 0( Ilog M)
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_ Z Uj()\) N erZ—SknG(x,O)¢dx < 1 )
|

Po Rkr G (x.0) o
S log Al Jo et BkrG0 g x [log A|
(4.49)
and
A/ e VoPZldx =Y f e[ 2 w/¢>PZde+0( 1 )\)
Q odd [log 2|
(A 20 (M 1
- fpeeedo il B S+ )
Q loghl £ 1108 Al |log 2|
Combining all these terms, one can get that for i odd,
8 Zj<i even 20 Z o;(h) , fQ ez—8knG(x,0)¢dx)
o+ ‘ log x| * ©° [ = STGE 0 g
J even
(4.50)

() + Z 20,(1)) = of

).
~ llog 2| |log A/

By considering the difference of (4.47) and (4.50), one has the following:

- /Qez 8k G (x, O)q)dx )
pijf( > o)+ |logk\pom) — 011 —0o; =o0(l) foriodd,

J even

) eZ—SkﬂG(x,0)¢dx )
4Z—f‘( > aj(k)+|10gk|p0/}7ez_gkw)—m+l —o0; =o0(l) forieven.
Q

J even
4.51)
From (4.50), we first have o1 (1) = o(1). From (4.51), we have
oi(A) = o(1) for i odd

e 8k G (x, 0)¢dx )
0i(0) - 4”“!(Z,evenoj(x)ﬂlogxmoffg oo, ) = o) forieven.

(4.52)

Step 4. We claim that y; =0 fori =1,--- , k.
When i is even, multiplying equation (4.20) by Pw; and integrating over £2,
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w . w w )
/V¢~VPw,~dx—p (fgze (bvfw,dx g ¢dx{§/ze 2Pw,dx)
@ JoeVdx (JoeWdx) “53)

— A/ e VopPwidx = / Vh-VPwdx.
Q Q
Now we estimate the above equation term by term. For the first term, we have
/ V¢ - VPwidx = f Ix|%2eYi pdx = / [y|“~2eWi 0N dy = o(1)  (4.54)
Q Q R2

by (4.31) and (4.21).
To estimate the second term, by Lemma 4.4 and (4.24), we have

w ) 8k G (x,0)
eV pPw;dx e Pw; 1
p+7jg $Pwidx _ E / [x|% 2e%i ¢ Pw; dx-i—pof ¢ 0( )
JoeWdx v Jo €7 Bkr G0 gy |log Al

/lxl"‘f “2e%ig Pwidx + o(1).

] even
(4.55)
By (4.10) and (4.2), we have
2031y]% 77
/ [ e ¢ Pwjdx = / — 6 Pw;i(8;)dy
Q Q; (L+1y1%)
202y( 7
fQ] T ¢j( 20 log §; + h; (0))dy
2 -2
Iyl PR i ..
+0(Ja, W¢j(|y|a’(#)a’+5j|)’|+5?')dy) for j <i
202 |y|%~ N
le Ay )2 ¢z( 2011 log §; — 21og(1 + [y|*7) + h; (0))dy
- 201 [y% ..
+0( Jo, 2T Gy + 85y for j =i
2a2|¥| -2
fQ] W2 ¢]( 2a; log(8;1y) + h;(0)dy
2220472 5 o o
(fQJ Ay ¢]( )[% (i)ul OIS, l)dy> for j>i
2031y 7 , o
fQ] W¢j[ 2a; logd; —2(k —i 4+ 1)log A + h; (0)]ldy + o(1) forj <i
20 [y|i™ . . .
= fQ (H_W‘ocl)z ¢z[ 20; logd; —2(k—i+1) log A—2log(1+]y|%)+h; (0)]dy+o(1) for j=i
2 -2
2031y1% i1 L
fQJ qu/[ 2a;logd;—2(k—j+1) 5= log A —2e; log |y|+h; (0)ldy+o(1)  for j >i.

(4.56)
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Based on (4.56), by the definition of o (1) (see (4.34)), Lemma 4.6 and (4.31), we get

/ |x|% " 2e"ip Pwidx
Q

2(k —i+ Do) +o(1) forj <i

. 2a o . .
20— Do)+ f, 2 B -210g(1 4 y1*)ldy +o(1)  for j =i

. 205 |y]* ..

20k —j+ i(2) +fs"2 (TJJ}W@[ 2a; log |y|ldy +o(1) for j > i
2(k —i+ Doj(A) +o(1) for j <i
=12k — i+ 1Doi(}) +4ma;y; + o(1) for j =i
2k — j + (M) +8rajy; +o(l) forj>i,

4.57)

where we used [11, (4.18)-(4.20) ].
Then by (4.57) and (4.55), one has

w ‘ 2—8kw G (x,0)
e pPw;dx e Pw; 1
,()‘FifQ pPwidx y / [x|% 2% ¢ Pw; dx—l—,oof i +0< )

JoeWdx o Jo e 8kTG 00 x [log A|
= Z / |x|% ~2eWi ¢ Pwidx + o(1)
Jj even
=drai(vi+ Y 2y,-) +2k =i+ D(am+ Y o0
Jj>i even Jj<i even
+ Y 2(k—]+1) aj()»)-i—o(l)
j>i even
(4.58)
Similarly, by replacing ¢ by 1 in (4.57), one can deduce that
w
Lo Pwidx . ‘
e 87| log A| | Z (k—i+1a;
Jj<i even
. -1
+'Z (k= j+ D | + 0, (4.59)
Jj>i even
and the estimate for p* f? ~ has been obtained in (4.48).
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Moreover,
/ WoPwidx = / |x|%~2ei g Pwidx + o(1)
Q j odd
=87y Y yi+ Y. 2k—i+ Do) 4.60)
j>i odd j<i odd
+ > 2(k—]+1) aj()»)—i—o(l)
j>i odd
and
1
/ Vh - VPwidx = O(||h]p| Pw;i|l) = O(logA)2|lh|l = o(1). (4.61)
Q

Putting all the estimates in (4.54), (4.58), (4.59), (4.48), (4.60) and (4.61) into (4.53), we
get that for i even,

drai(yi+ Y 2y + ) 20k —i+ o +Zz<k—1+1)

J>i Jj<i Jj>i
87T ) fQ P 8k G (x, ())¢dx
_F Z (k_l'i‘l)aj(lz Ul()\)+|IOgMPOW—G(XO)dX)
J=i even even

87 ) 2 —1 fQ 6278k7tG(x,0)¢dx
o Z (k—j+ 1)2]' — 1“j< Z or1(A) +|102MPOW—GW%) =o(1).

j>i even | even

(4.62)

Next we consider i odd. Similarly to the previous estimates, one has

w
eV pPw;dx
ot 7&2 P = E |x\°‘ffzewf¢Pwidx + 0o

/ eZ—SkJTG(X,O)¢Pwi 1
; ()

JoeWdx It Jo €7 Bkm G0 gy [log Al
=8t Y v+ Y. 2k—i+ Do)
j>i even Jj<i even
+ ) 2k—j+ 1) a,(k)-l—o(l) (4.63)
j>l even

w
+er Pw;dx _ . )
7erde = 8n|logk|< E (k—i+ Daj

Jj<i even

+ ) (k—]-l—l) )+0(1), (4.64)

j>l even

and

/ Vo Pwidx =" f |x|%~2e™ip Pwidx + o(1)
Q

j odd
=dro;yi +8ma; Y yi+ Y. 2k—i+ Do) 465)
j>i0dd j<i odd
—1
+ ) 2(k—]+1) — i) +o(D).
j>i odd
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Putting all the estimates in (4.54), (4.63), (4.64), (4.48), (4.65) and (4.61) into (4.53), we
have for i odd,

drai(yi+ Y 2+ Y 20k —i+Doj+ Y 20k —j+ 1)

Jj>i Jj<i Jj>i

) fQ 7—8kn G (x, 0)¢dx
> G-itno( Y az(A)+|10g)»|p0—f e )

j<i even [ even
87 . 2i — 1 Jq e BmGE0 gy
— X kgange( ) 10+ log o 2 o= ) = o0,
Jj>i even | even

(4.66)
Combining (4.52), (4.62) and (4.66), we have

A a; (y,- + ZZV,) = o(l),

j>i

from which we deduce that y; =0 fori =1, --- , k.
Step 5. Finally, we derive a contradiction.
Multiplying equation (4.20) by ¢ and integrating, we get

W2 w 2
2. W2, Jae ¢dx_(er ¢dx) _/ .
/Qlwbl dx A/Qe o?dx — o ( oVax (s Van )= Vi Vodx.

From (4.24) and the assumptions on ¢ and %, we have that the left hand side of the above
equation tends to 1 while the right hand side is of order o(1). This yields a contradiction. O

Using the a priori estimates in Lemma 4.5 and the Fredholm alternative, we have the
following existence result similarly to the proof of Proposition 3.5:

Proposition 4.7 There exist Ao > 0 and C > 0 such that for any A € (0, Ag), h € H; there
exists a unique solution ¢ € H; solution of (4.20) satisfying

1l < Cllog Al[lA]l.

4.4 Conclusion

By exploiting the linear theory developed in the previous subsection it is then standard to
derive an existence result for the nonlinear problem (4.67) based on the contraction mapping,
similarly to Proposition 3.6. We here give the sketch proof.

Proposition 4.8 For any € > 0 sufficiently small, there exist .o > 0 and C > 0 such that for
any ; € (0, Ao), there exists a unique ¢ € H; solution of

p_ e -W—¢
satisfying
lpll < CrzaD <, (4.68)
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Proof The proof is similar to Proposition 3.6 in the last section. The nonlinear problem (4.67)
is equivalent to

w w w d B B
A¢ + ,0+ <f eev‘?dx - e(ffszvevdf);) + )‘e_Wd) =—(E+ N(@®) (4.69)
Q Q

where
E =AW+ e re= W
- P JoeWdx ¢
N(@) = pt[g(W + ) — g(W) — g'(W)p] — ALfF (W + ¢) — fF(W) — f'(W)],
w
_ e

Denote the solution to (4.20) by ¢ := T (h), then (4.69) is equivalent to
¢ =THE +N@))) = T(9).
Define
B=1{p € Hu. 9]l < Allog 277}

for A large and A small. If we choose p sufficiently close to 1, one can see that B C {¢, ¢ <
CoTE=T €],
From Proposition 4.7 and the error estimate for E, for ¢, 01, € B, similarly to the
estimate in Proposition 5.4 in [9], one has
1Tl < Cpllog Allli%5(E + N @)l
< CpllogAl(IElp + IN@)l

< Allog A TP,
and
17 (¢1) — T(¢2) | < CplIN(p1) — NIl
1
< §||¢1 — ¢l

So 7 maps B into itself and it is a contraction mapping, we can get that the solution ¢ is
unique in B. The estimate for ¢ follows from the above estimate. O

Proof of Theorem 1.2 By Proposition 4.8, u; = W, + ¢, is a solution to the original problem
(1.1) with p;" = p* = 4dmk(k — 1) + po and p; = A [, e “*dx. Then by Lemma 4.4 and
(4.68)

o5 =)\./ e “rdx =A/ e Wrdx +o(1) = Z/ [x|%2e%idx + o(1)
& «2 i odd ¥

= Z dra; +o(1) =4nk(k + 1) + o(1).
i odd
Moreover, from the definition of u; and properties (3.37), (4.68) and (4.9), the second
property in Theorem 1.2 can be derived easily. O
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