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Abstract 

Nowadays, UAVs are of fundamental importance in numerous civil applications like search and rescue and military applications 
like monitoring and patrolling or counter-UAV where the remote UAV nodes collect sensor data. In the last case, flying UAVs 
collect environmental data to be used to contrast external attacks launched by adversary drones. However, due to the limited 
computing resources on board of the acquisition UAVs, most of the signal processing is still performed on a ground central unit 
where the sensor data is sent wirelessly. This poses serious security problems from malicious entities such as cyber attacks that 
exploit vulnerabilities at the application level. One possibility to reduce the risk is to concentrate part of the computing onboard of 
the remote nodes. In this context, we propose a framework where detection of nearby drones and their localization and tracking 
can be performed in real-time on the small computing devices mounted on board of the drones. Background subtraction is applied 
to the video frames for pre-processing with the objective of an on-board UAV detection using machine-vision algorithms. For the 
localization and tracking of the detected UAV, multi-channel acoustic signals are instead considered and DOA estimations are 
obtained through the MUSIC algorithm. In this work, the proposed idea is described in detail along with some experiments and,  
then, methods of effective implementation are provided. 
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1. Introduction 

The last few years have seen a quick increase in the development and utilization of unmanned aerial vehicles 
(UAVs) in military operations, and it is expected that this trend is going to continue in the future. UAVs introduced 
many advantages. In fact, they perform various tasks with good efficiency even in dangerous scenarios with reduced 
risks to humans [1]. For these reasons, this technology has been attracting growing attention in the military 
applications from defense to armed strikes and employed by a growing number of states worldwide [2]. After being 
employed as test dummies for aircraft, UAVs contributed to target training and as decoys [3]. Recently, UAVs saw 
employment in Intelligence, Surveillance and Reconnaissance (ISR) and they have also been armed for striking 
targets. However, in this work, we focus on unarmed military UAVs for patrolling and defense operational military 
applications. Specifically, the main application for which we conducted this work is counter-UAV [4] for anti-UAV 
monitoring strategies against illegal use of UAVs and external UAV attacks [5, 6] even in hostile environments. We 
aim at designing a proactive counter-UAV system to protect army tanks and patrols from aerial attacks launched by 
UAVs in non-protected urban areas†. In this framework, monitoring and analysis of the acoustic and video scene by 
using microphone arrays and cameras is undoubtedly of fundamental importance. 

On the other hand, the utilization of UAVs still has some limitations that should be addressed. For example, the 
risks of military UAVs being subjected to cyber and electronic attacks are taken into account in [7]. From a 
computational point of view, due to the stringent size constraints, UAVs are normally equipped with low power 
computing devices with limited computational capacity. For this reason, most of the computation must be 
decentralized on a ground central unit (GCU) with higher computational power. This means that a suitable streaming 
network should be implemented where the data, acquired by the remote nodes through the sensors mounted on them, 
is transmitted to the GCU wirelessly. This exposes the system not only to the risk of cyber attacks from external 
entities but also to problems related to latency and delays due to the propagation of the signals compromising the 
real-time constraint of the application. This is why we consider moving part of the computation directly on the low 
power computing device onboard the UAVs. 

To show this, an implementation of two methods is proposed in this work. The background subtraction applied to 
video frames and the MUltiple SIgnal Classification (MUSIC) algorithm applied to multi-channel acoustic signals. 
This is meant to be incorporated into the detection, Direction of Arrival- (DOA-) based localization, and tracking of 
flying UAVs. Background modeling or subtraction is an important task in video processing and analysis because it 
helps the detection phase of moving or incoming objects in a sequence of images. Either fixed or mobile cameras 
can be used. It then extracts information about the presence of possible intruders in the surroundings. In the 
literature, background subtraction for video processing is proposed in [8-15]. On the other hand, DOA-based 
localization and object tracking can be performed by the MUSIC algorithm. The application of this algorithm to 
audio signal processing in UAVs is investigated in [16-19]. 

In our research, multimedia data (both audio and video) is captured by onboard microphone arrays and cameras 
and processed in real-time by the two algorithms. Up to now, the video processing is already implemented on low-
cost and small-size computing units onboard our UAVs, while the audio processing is still proposed research and it 
is on the way to be effectively implemented onboard UAVs following the methodologies discussed in this 
manuscript. Localization and tracking from acoustic sources like UAVs are important tasks in microphone array 
processing [20-22] and can be found in a number of different scenarios involving, for example, a team of drones 
[23]. Acoustic-only localization is especially challenging when audiovisual sensors are installed on small size UAVs 
[24-28] because of the nature and intensity of disturbances originated by the electrical engines and the propellers 

 

 
† Italian MoD Project “A proactive counter-UAV system to protect army tanks and patrols in urban areas (Proactive Counter UAV)” (Grant 
Number: a2018-045) 
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† Italian MoD Project “A proactive counter-UAV system to protect army tanks and patrols in urban areas (Proactive Counter UAV)” (Grant 
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[29, 30]. An effective solution is found by adding a video-based analysis to the acoustic data processing [31]. The 
video processing provides additional information about the surrounding scene to the audio-based algorithm, 
increasing in this way its accuracy. 

To sum up, the motivation and main contribution that this work proposes can be summarized in this way. First of 
all, we consider processing onboard to increase the level of cyber security, reduce latency, and delays for real-time 
applications. Furthermore, processing of both audio and video components is proposed that can be fused to increase 
the level of accuracy and real-time effectiveness. The proposed approach can be implemented in real streaming 
architectures with low-cost sensors mounted on UAVs. 

The remaining sections are organized as follows: the system architecture for the real-time detection, localization 
and tracking is introduced in Sec. II; the background subtraction method for video frames and experiments are 
discussed in Sec. III; in Sec. IV the MUSIC algorithm that provides the DOA estimation of multi-channel acoustic 
signals is discussed along with the experiments; Sec. V concludes the manuscript with directions for future work. 

2. The System Architecture for Real-Time Detection, Localization and Tracking 

The developed system is composed of a DJI MATRICE 100 drone equipped with audio-visual sensors and a 
single-board-computer (SBC) able to collect the multimedia data from the sensors and process and send it to the 
ground station for a deeper processing with high-complexity algorithms. Fig. 1 shows the MATRICE 100 drone to 
which a circular sensor frame is attached. 

The sensor frame has been installed one meter away from the UAV, to reduce the ego noise captured by the 
microphones. As shown in Fig. 2, it hosts a compact 8-microphone uniform circular array (UCA) composed of four 
Semitron seMODADMP441 microphone modules, each one hosting a pair of micro electromechanical systems 
(MEMS) digital microphones in stereo configuration. The MEMS microphone has a flat frequency response from 60 
Hz to 15 kHz [30].  

At the center of the circular array a camera has been installed. The two peripherals are connected to a Raspberry 
Pi 4B placed on the other side of the frame with a LiPo battery pack. The multimedia data is acquired and pre-
processed onboard. The pre-processed data is then sent to the ground station using a 5 GHz Wi-Fi connection based 
on IEEE 802.11ac Wave2 protocol. The wireless connection is managed by a TP-Link access-point (AP) EAP-225-
outdoor with a MikroTik 15dBi 2x2 multiple-in and multiple-out (MIMO) sectorial antenna MTAS-5G-15D120 [4, 

32]. The use of these sensors allows to autonomously locate in advance acoustic and visual sources on board the 
drone, and to send the pre-processed data to the ground station for a more accurate analysis. This is due to the 
calculation limitations of the on-board computer that, being installed in a drone, had to be small in size, not 
demanding of computational and energy resources. 

 

 
Fig. 1. The flying MATRICE 100 UAV with the sensor frame [30] 
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Fig. 2. The structure of the circular plastic frame [30] 
 

3. Background Subtraction of Video Frames with Experiments 

In this work, a real-time on-board background subtraction on the video frames has been implemented. This video 
processing technique was used for hovering drones whose function is that of surveillance and espionage of the 
underlying environment with particular application for detection of drones in the scene with a static background. 
This processing was performed on board, with edge computing fashion, in order to facilitate a future application of 
computer vision algorithms using AI accelerators on-board the SBC, as illustrated in our previous work in [32]. The 
background subtraction can help a motion-detection technique whose task is to detect all objects and entities moving 
in a scene. With a future use of an on-board classifier, the recognition and intelligent tracking of objects will make 
the system very autonomous and with advanced functions, as shown in the work of Seidaliyeva et al. in [13]. The 
video acquisition and processing software has been performed on the UAV’s SBC and it has been written in Python 
using OpenCV (Open Source Computer Vision Library) for video processing. It is a cross-platform open-source 
software library used to develop computer vision algorithms in real-time applications. It also allows the user to view 
and process video sources, even in a complex way. 

 
For background subtraction, the following steps have been followed: 

1. acquisition on two different variables of the same flow 
2. calculation of the subtraction between the two frames to identify the pixels that have undergone variation 
3. application of the cv2.COLOR_BGR2GRAY filter to convert the video frames from a 3D color matrix (RGB) to a 
unidimensional matrix corresponding to a grayscale image 
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4. application of the GaussianBlur filter to slightly blur the edges of the images and remove noise. This filter applies 
median value to central pixel within a kernel size 
5. transformation of the grayscale blurred image into a binary image, according to a certain threshold 
6. use of the dilate function to enlarge the white pixels in order to extend the identified area more evenly 
7. old frame update with the current frame 

 
The binary image transformation allows setting the value 255 (white color) for pixels that change their values in 

the next frame. The pixels that have not changed are set to 0 (black color). 
The resulting processing is shown in Fig. 3 where it is possible to see the main processing steps. In the upper right 

corner, the original video frame is visible. On its right, there the frame subtraction is reported. In the lower right 
corner, it is possible to notice the threshold application and, on its right, the final processing where the changed 
pixels have been dilated in order to better identify the drone. 

 

4. Music and DoA of Multi-Channel Acoustic Signals with Experiments 

Let us consider N acoustic sources and an array with M microphones. Both the sources and the microphones are 
assumed to be with omnidirectional characteristics. In the free-field assumption, the discrete-time signal received by 
the m-th microphone can be modeled as: 

 

(1) 
 
 

where 𝛼𝛼𝑛𝑛 𝑚𝑚 is the attenuation factor of the sound propagation  that is inversely proportional to the distance from 
source n to microphone m, 𝑠𝑠𝑛𝑛(𝑘𝑘) are the unknown uncorrelated source signals, 𝑘𝑘𝑛𝑛 is the propagation time from the 
unknown source n to the reference microphone in the array, 𝜏𝜏𝑛𝑛 𝑚𝑚 is the time difference of arrival between the m-th 
and the reference microphones for source n, and 𝑣𝑣𝑚𝑚(𝑘𝑘) is the additive noise signal at the microphone m and assumed 
to be uncorrelated with both the source signal and the noise at the other microphones. A detailed description can be 
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implemented by imposing a constraint for the values to be in the range [0, 1]. The NAM can be written as: 
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This is still proposed research and it is on the way to be effectively implemented onboard the UAVs. However, to 
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4. application of the GaussianBlur filter to slightly blur the edges of the images and remove noise. This filter applies 
median value to central pixel within a kernel size 
5. transformation of the grayscale blurred image into a binary image, according to a certain threshold 
6. use of the dilate function to enlarge the white pixels in order to extend the identified area more evenly 
7. old frame update with the current frame 

 
The binary image transformation allows setting the value 255 (white color) for pixels that change their values in 

the next frame. The pixels that have not changed are set to 0 (black color). 
The resulting processing is shown in Fig. 3 where it is possible to see the main processing steps. In the upper right 

corner, the original video frame is visible. On its right, there the frame subtraction is reported. In the lower right 
corner, it is possible to notice the threshold application and, on its right, the final processing where the changed 
pixels have been dilated in order to better identify the drone. 

 

4. Music and DoA of Multi-Channel Acoustic Signals with Experiments 
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5. Conclusions and Future work 

An onboard audio and video processing approach in an UAV network for secure detection, localization, and 
tracking in counter-UAV applications was proposed. The objective is an increased level of cyber security and a 
reduced latency and delays for real-time applications. Additionally, processing of both audio and video signals can 
increase the level of accuracy and real-time effectiveness. Specifically, we saw the implementation of background 
subtraction applied to video frames and the MUSIC algorithm applied to multi-channel acoustic signals. The work in 
this manuscript proposed directions and guidelines for an onboard implementation of such a system. In particular, 
the proposed approach can be implemented in real streaming architectures with low-cost sensors mounted on UAVs. 
In future work, a fully and effective implementation of the two methods for both audio and video processing on low-
cost and small-size processing units onboard the UAVs will be conducted in the same way as described in this 
manuscript. Merging of the two groups of 4 channels will allow a single 8-channel map with a better sound analysis. 
Microphone arrays with three-dimensional acquisition capacity will also be considered. 
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