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Lay abstract 
 

The most fascinating feature that distinguishes human communication from other forms of 

animal communication is the possibility to convey an open-ended range of different meanings. 

By saying “Lisa is a fish; that’s why I love her”, I might communicate disparate things: that I 

love her because she is good at swimming, or because she is a silent person, or that I am 

emotionally attached to Lisa, my pet fish, as I am fond of this kind of animal. Analogously, if 

my partner shakes her head while looking at me with disapproval from across the room, I can 

draw on the context to figure out what she means. Despite such open-endedness and high 

context dependency, human interpreters are quite good at understanding what communicators 

mean. The nature of the mental operations that make this possible, though, is a cryptic issue 

that has stumped and still engages many thinkers across disciplines. 

 

How do hearers understand what speakers intend to communicate? What cognitive mechanisms 

underpin pragmatic comprehension? Which is the place of pragmatic understanding within the 

cognitive architecture of the human mind? These foundational questions lie at the core of 

cognitive pragmatics and set up the main research ground that the present thesis seeks to 

explore. In particular, this thesis focuses on the hypothesis that pragmatics is underpinned by a 

mental module closely related to the ability to interpret others’ behaviors by inferring 

underlying mental states, also called ‘mindreading’. First, it aims at evaluating the plausibility 

of this hypothesis in light of the available data in the empirical literature by drawing on the 

argumentative toolbox of the philosophy of mind and language. Second, it aims at developing 

this hypothesis by addressing its main theoretical and empirical challenges. 

 

To settle the ground, I will thoroughly discuss the so-called Pragmatics Module Hypothesis and 

the historical research background in which it was originally proposed. Then, I will examine 

the extent to which the experimental literature in pragmatics speaks against the present 

Hypothesis, as some scholars recently suggested. Building on the empirical fact that infants 

display pragmatic abilities before acquiring language, I will develop the present Hypothesis 

from a developmental perspective and illustrate the extent to which empirical data in 

developmental psychology speaks in its favor. Lastly, I will address a series of ‘developmental 

puzzles’ that arise from viewing infant pragmatics as rooted in the ‘reading’ of the intentions 

underlying communicative behaviors.
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Thesis outline 
 

In the late twentieth century, research on language and cognition has been marked by two 

influential trends in cognitive science: a modular view of the mind, and an intentional-

inferential view of human communication. According to the modular view, the human mind 

should be thought of as a cluster of distinct sub-systems, or modules, which perform specific 

cognitive functions with relative independence from each other. According to the intentional-

inferential view, human communication relies on the inferential recognition of speakers’ 

communicative intentions, which can be expressed through verbal and non-verbal means. 

Originally, the modular view was not suited to account for the inferential processes underlying 

human communication; over the years, though, this view has been subjected to many 

reformulations that gradually led it to converge with intentional-inferential approaches to 

communication, thus bringing to the hypothesis of a dedicated cognitive system for pragmatic 

understanding, called pragmatics module, closely related to the ability to understand others’ 

behaviors in terms of underlying mental states, called Theory of Mind. 

In the last two decades, the advent of experimental pragmatics has put valuable pressure 

on pragmatic theorizing, by stimulating researchers to refine the explicitness of their theoretical 

proposals to make them more testable on empirical grounds. In this renewed research landscape, 

the modular view of pragmatics, arising more as a speculative and theoretical issue, has 

gradually faded into the background of the debate, despite enjoying discrete support among 

researchers from the relevance-theoretic tradition. Nowadays, many scholars agree that the 

acquisition, development, and impairment of pragmatic abilities are strictly tied to Theory of 

Mind, but the modular view of pragmatics has been recently questioned as theoretically 

unsound and possibly inconsistent with data coming from empirical research.  

 

By combining cognitive and philosophical perspectives, the present thesis explores the 

purported modularity of pragmatic understanding in light of the available experimental 

literature, with a specific focus on clinical and developmental pragmatic research. The thesis is 

divided into two parts: the first part spells out the Pragmatics Module Hypothesis from both 

theoretical and empirical perspectives; the second part explores the ‘developmental side’ of the 

present Hypothesis.  

In the first chapter, I outline a historical overview of the different declinations of the 

modularity hypothesis in cognitive science, with a focus on early works in cognitive pragmatics 
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and Theory of Mind research. This historical and conceptual map will serve to introduce key 

distinctions and theoretical frameworks that constitute the main background for the modular 

view in contemporary pragmatics. In the second chapter, I provide a comprehensive theoretical 

analysis of the Pragmatics Module Hypothesis by focusing on the central tenets of Relevance 

Theory. An overview of the philosophical, conceptual, and evolutionary foundations of the idea 

of a ‘specialized’ pragmatics module will help us frame the present Hypothesis within the 

historical background outlined in Chapter 1. In the third chapter, I explore the idea of 

pragmatics as a ‘sub-module’ of Theory of Mind from an empirical perspective by surveying 

the current state of the art in experimental and clinical pragmatics. In particular, this chapter 

aims at ‘clearing up’ the recent controversy on the modularity of pragmatic understanding from 

some misconceptions and empirical predictions which are not entailed by the Pragmatics 

Module Hypothesis, but which are worth being individuated (and discarded) to shed better light 

on the still-puzzling relationship between pragmatics and Theory of Mind in theoretical and 

empirical research. 

The second part of the thesis will be devoted to articulating the present Hypothesis from 

a developmental-cognitive perspective. In particular, Chapter 4 aims at providing a novel 

cognitive framework for this modular view by evaluating the significance of research on 

ostensive communication in infancy with respect to the hypothesis of an early-developing 

modular heuristic for interpreting communicative behaviors. Chapters 5 and 6 focus on the 

many ‘developmental dilemmas’ highlighted in the philosophical and psychological literature 

that must be confronted by intentional-inferential accounts of infant communication, which will 

be disentangled, analyzed, and addressed by evaluating several possible solutions. In particular, 

the fifth chapter focuses on the conceptual and inferential abilities needed for young children 

to engage in intentional-inferential communication, while the sixth chapter focuses on the 

cognitive burden required by intentional-inferential views when applied to prelinguistic 

communication in early childhood. In these two chapters, I will show how the cognitive 

framework offered in Chapter 4 can be employed and further extended to deal with such 

developmental dilemmas from a renewed modular perspective. Lastly, I sketch an agenda for 

future research on the topic. All the chapters will be introduced by a short overview of the topics 

to be covered and will be followed by interim summaries that take stock of the main points 

raised in between. 
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Part I. Spelling out the Hypothesis 
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Chapter 1 

Modularity, cognitive pragmatics, and Theory of Mind 

 
 
The notion of modularity of mind refers to the idea that cognitive processes are underpinned by 

distinct components of the mind realized independently in the brain. The modularity hypothesis 

finds its first systematization in the early 80s with Jerry Fodor against the backdrop of the 

computational theory of cognition, for which mental processes are essentially computations 

over a syntax of mental representations. In the last decades, the notion of modularity has 

undergone several reconceptualizations that have progressively blurred the original constraints 

devised by Fodor. This chapter aims at providing a historical overview of the concept of 

modularity in cognitive science from seminal works in linguistics and philosophy of mind to 

later proposals in evolutionary and developmental research.  

We will proceed as follows. In Sect. 1.1, I will present Fodor’s modularity framework 

by discussing its relationship with Chomsky’s seminal intuitions; then, I will examine early 

attempts to fit pragmatics within the Chomskyan/Fodorean mind by Kasher (Sect. 1.2.1) and 

Sperber and Wilson (Sect. 1.2.2). Throughout Sect. 1.3, I will provide an overview of the so-

called “massive modularity framework”, by discussing the amendment of Fodor’s architectural 

constraints (Sect. 1.3.1 – 1.3.4) and by focusing on the different conceptions of “modularity” 

variably deployed by evolutionary psychologists (Sect. 1.3.5). The fourth section will be 

dedicated to modular approaches in Theory of Mind research, with a focus on Leslie’s nativist 

account (Sect. 1.4.1) and Baron-Cohen’s multi-component system (Sect. 1.4.2). Importantly, 

this chapter does not aim to provide a critical evaluation of the different accounts to be 

discussed, but rather to introduce some key distinctions and theoretical tools that will 

recurrently be resumed in the rest of the thesis. A comprehensive historical map of the different 

declinations of the modularity hypothesis will turn out to be useful for properly approaching 

modular viewpoints in contemporary cognitive pragmatics. 

 

 

1.1 Two notions of modularity 

In The Modularity of Mind (1983), Jerry Fodor put forward a methodological hypothesis about 

the functional architecture of the mind that relied on the distinction between modular and non-
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modular cognitive systems. Fodor (1983) did not provide a strict definition of “modularity”, 

but described modules as discrete mental processing systems and offered a diagnostic checklist 

of nine architectural features that can characterize modular systems “to some interesting extent” 

(Fodor, 1983: 37): 

 

• Domain specificity: a module is specialized to process only a relatively narrow class of 

inputs. The narrower the class of inputs, the more domain-specific the module. 

• Informational encapsulation: when processing a given class of inputs, a module cannot 

access information stored outside (a) its input domain and (b) its proprietary database. 

The module’s operations are impermeable to contextual factors and cannot be 

influenced by expectations or beliefs stored in memory. 

• Central inaccessibility: the representations that a module computes prior to producing 

its output are inaccessible to consciousness and unavailable for explicit report. Central 

inaccessibility constitutes the flip side of informational encapsulation. 

• Automaticity: modules are reflex-like, and they operate “willy nilly in disregard of one’s 

immediate concerns” (Fodor, 1983: 55). The module’s operations are not under 

conscious control; they are involuntary and mandatorily triggered in the presence of 

proper inputs.  

• Speed: modules operate quickly, as a consequence of encapsulation and automaticity. 

• ‘Shallow’ output: the module’s output is computationally cheap and informationally 

general.1 

• Fixed neural architecture: modules are localizable in specific brain regions, or 

dedicated neural circuits distributed across the brain. 

• Specific breakdown pattern: modules are functionally dissociable. They can be 

selectively impaired without compromising the operations of other cognitive systems.  

• Innateness: modules are innately specified, though environmental factors may impact 

their development. 

 

In The Modularity of Mind, none of the features above was strictly necessary for a mental 

system to be modular (Coltheart, 1999); later on, informational encapsulation was described as 

	
1 In Fodor (1983: 86-97), the ‘shallowness’ of a module’s output is loosely understood as following from the 
architectural constraints on incoming inputs (i.e., domain specificity and informational encapsulation), but this 
feature is not clearly defined by Fodor. Carruthers (2006: 1-12) idiosyncratically interprets ‘shallow’ as ‘non-
conceptual’, but this contrasts with Fodor’s (1983) gloss on the term (see Robbins, 2017). 
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“the heart of modularity” (Fodor 2000: 63), because it is explanatorily prior to some properties 

(e.g., central inaccessibility) and positively correlated with other features of the checklist (e.g., 

automaticity, speed, shallowness; cf. Robbins, 2017).  

Fodor’s modularity hypothesis comes with two related claims about the functioning of 

the mind: peripheral cognition is modular, while central cognition is not. Specifically, 

peripheral cognition is underpinned by “input systems” that support basic cognitive processes 

(e.g., vision and language processing) which take incoming information from sensory 

transducers and yield as outputs a conceptual representation of what is perceived. In contrast, 

central cognition is carried out by “central systems” which operate globally by integrating 

information from different domains and are responsible for higher-level cognitive processes, 

such as belief fixation, analogical and pragmatic reasoning, planning, and decision-making. 

According to Fodor (1983), the non-modular character of central systems makes them hardly 

amenable to scientific inquiry: “[t]he more global […] a cognitive process is, the less anybody 

understands it” (Fodor, 1983: 107). By contrast, modular input systems share some architectural 

constraints that make them suitable for being systematically investigated from a computational 

perspective. This methodological remark has far-reaching implications for the scientific study 

of language: in Fodor’s view, what can be scientifically studied is the linguistic parser (i.e., the 

language module), that is, the mental device that takes a transduced string of speech sounds as 

input and provides a structural representation of the sentence. Instead, the range of cognitive 

processes that integrate the linguistic output with wide contextual factors, such as speaker 

intentions and background knowledge (i.e., pragmatic processes), are not amenable to scientific 

inquiry due to their global and holistic character.2 In sum, according to Fodor, there seemed to 

be no hope for an explanatory theory of pragmatic understanding. 

Fodor’s modularity hypothesis is influenced by Chomsky (1980), although their 

respective conceptions of “module” significantly differ. Chomsky’s modules are autonomous 

knowledge systems, or ‘competence systems’, which are characterized by proprietary innate 

principles whose investigation requires a conceptual abstraction from how these systems are 

put into use. The relevant distinction here is that between competence and performance, that is, 

between “the system of rules and principles that we assume have […] been internally 

	
2 In Fodor (1983: 114), the computational intractability of central systems is related to the so-called “frame 
problem” in Artificial Intelligence, that is (roughly), the problem of constraining the set of assumptions that a 
machine program should revise in light of newly available information (see also Fodor, 1987). For a deflationist 
take on the frame problem in cognitive psychology and pragmatics, see Sperber & Wilson (1996). 
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represented by the person who knows a language”, 3  and “the processes of production, 

interpretation, and the like, which make use of the knowledge attained” (Chomsky, 1980: 201-

202).4 According to Allott and Smith (2021), while Chomsky’s generative linguistic program 

aimed at investigating the innate component (i.e., the Universal Grammar) that constrains the 

development of linguistic competence as a discrete ‘knowledge system’, Fodor’s emphasis on 

modules as autonomous ‘processing systems’ places this latter approach on the performance-

side of the competence/performance dichotomy. In this sense, Fodor’s language module (i.e., 

the linguistic parser) is a performance system that incorporates a discrete body of knowledge 

about principles of grammar as its proprietary database and deploys it in assigning a syntactic 

structure to linguistic stimuli. This point is crucial to properly understand both connections and 

differences between the two modularity hypotheses under discussion.  

A Fodorean module which is domain specific with respect to a class of inputs will 

always contain as its own database a discrete body of knowledge (i.e., a Chomskyan module) 

from which it draws to process stimuli of that class (see Carston, 1997: 2-3). This is a 

consequence of the encapsulation of Fodorean modules: “encapsulated cognitive mechanisms 

are typically dedicated to the processing of innate databases (e.g., to the integration of innate 

information with sensory inputs early in the course of perceptual analysis)” (Fodor, 2000: 57). 

Hence, the work of Fodorean modules strictly relies on the fact that they incorporate a 

Chomskyan module. By contrast, Chomsky’s competence modules are analyzed in abstraction 

from how they are put into use, and there may well be a Chomskyan module (e.g., the domain 

of knowledge about folk physics) that is not subserved by a Fodorean modular mechanism. For 

this reason, modules in Chomsky’s sense are noncommittal with respect to issues about the 

architecture of mental processes, and most importantly, “Chomsky’s program makes no claim 

about Fodor’s view that some aspects of processing are encapsulated” (Allott & Smith, 2021: 

536). Despite Fodor’s view being broadly compatible with Chomsky’s, their respective 

declinations of the modularity hypothesis significantly differ: the former focuses on the 

architectural features of performance systems, while the latter singles out autonomous 

	
3 Note that in Chomsky (2017) competence systems are not construed as internally represented propositional 
information. 
4  Relatedly, the competence/performance dichotomy is typically employed in experimental psychology to 
highlight the impact of accidental factors (e.g., tiredness, memory, emotional stress, distractions, etc.) on 
individuals’ performance that may conceal the actual manifestation of their underlying competence. Notably, this 
informal conception too has its roots in Chomsky (1965: 3-4). 
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competence systems by abstracting away from performance complexities.5 As pointed out by 

Carston, 

 

It is important to keep these two concepts distinct – autonomous competence 

systems and modular mechanisms – since, even if it turns out to be the case that one 

is always accompanied by the other, this will be a matter of empirical fact rather 

than of conceptual necessity (Carston, 1997: 2). 

 

Chomsky’s competence-based research program comes along with a “negative heuristic” 

(Kasher, 1991a) about the feasibility of a pragmatic theory of utterance interpretation, that is 

conceived, much in line with Fodor (1983), as “far too complex and obscure to merit attention 

in empirical inquiry” (Chomsky, 1992: 120).6 However, in Rules and Representations (1980), 

Chomsky provides a definition of “pragmatic competence” as one of the components of the 

mental state of “knowing a language”, alongside “grammatical competence”: 

 

a. Grammatical competence: knowledge of form and meaning. 

b. Pragmatic competence: knowledge of conditions and manner of appropriate use, in 

conformity with various purposes (cf. Chomsky, 1980: 224). 

 

Chomsky conceives of pragmatic competence as a knowledge system that “places language in 

the institutional setting of its use, relating intentions and purposes to the linguistic means at 

hand” (Chomsky, 1980: 225), and explicitly recognizes its relative autonomy from grammatical 

competence.7 Moreover, he suggests that pragmatic competence might be characterized “by a 

certain system of constitutive rules represented in the mind” (Chomsky, 1980: 59), thus 

implicitly opening up the possibility for investigating pragmatics within a competence-based 

research program. This approach is pursued by Asa Kasher, whose modular account of 

pragmatic competence is discussed in the next paragraph in comparison with a further attempt 

to fit pragmatics into the Chomskyan/Fodorean mind: the (early) relevance-theoretic program. 

 

	
5 However, from a methodological point of view, “[s]tudy of performance relies essentially on advances in 
understanding of competence” (Chomsky, 1980: 226). 
6 For a detailed comparison of the arguments outlined by Chomsky and Fodor against the feasibility of pragmatic 
theories, see Allott (2019). 
7 Incidentally, Chomsky (1980: 59-60) suggests that, from an empirical perspective, grammatical and pragmatic 
competence could be selectively impaired and developmentally dissociated. Note that this suggestion partially 
contrasts with Chomsky’s noncommittal approach concerning the architecture of mental processes (see above). 



 15 

1.2 Pragmatics in the Chomskyan/Fodorean mind 

Kasher’s and Sperber and Wilson’s pragmatic theories represent two different attempts to locate 

pragmatics within Chomsky’s and Fodor’s picture of language and mind. Throughout this 

section, I will discuss some key points of their proposals by framing them in the background of 

Chomsky’s competence/performance distinction and Fodor’s modularity hypothesis. For the 

present purpose, I will focus on the early non-modular version of Relevance Theory, as 

presented in the first edition of Relevance (1986; see also Wilson & Sperber, 1991). Let us 

begin with Kasher. 

 

1.2.1 Kasher’s pragmatic modules 

Kasher attempts to investigate pragmatics in a Chomskyan way by outlining a competence-

based pragmatic theory that parallels the generative program in linguistics. In particular, he 

develops a more detailed picture of Chomsky’s pragmatic competence as the component of the 

ideal “knowing a language” that governs “appropriateness relations between sentences and 

contexts of their use” (Kasher 1991b: 385). By pursuing this research program, Kasher endorses 

two methodological claims underlying Chomsky’s approach; firstly, a conception of pragmatics 

as restricted to language use, and secondly, the relative autonomy of competence-based 

accounts from performance-related issues: “pragmatic competence, as such, is independent of 

communication” (Kasher, 1991a: 135).8  

Despite adhering to a competence-based account, Kasher introduces his proposal in 

comparison with Fodor’s framework by endorsing the key distinction between modular and 

central cognitive systems while introducing a new conception of “module” that slightly differs 

from Fodor’s. Kasher’s modules are independent cognitive systems that share only some of the 

features of Fodor’s list: domain specificity, informational encapsulation, fixed neural 

architecture, specific breakdown patterns, and innateness (see Kasher, 1991b: 389). Notably, 

he argues for the existence of two pragmatic modules: Core Pragmatics, which embodies 

“knowledge of basic speech act types, e.g., assertion, question and command”, and Talk-in-

Interaction Pragmatics, which governs “basic aspects of conversation, such as organization of 

turn-taking, organization of sequences and organization of repair” (Kasher, 1991b: 390). These 

two modules purport to capture the linguistic aspects of pragmatic competence,9  and are 

	
8 For a valuable discussion on Chomsky’s approach to pragmatics, see Allott & Wilson (2021).  
9 Note that the conversational aspects subserved by the Talk-in-Interaction module need not be ‘linguistic’ through 
and through. As will be discussed in Chapter 4, structural aspects of (proto-)conversation can already be found in 
infants’ contingent responsivity in dyadic interactions before language acquisition. 
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flanked by two central systems that subserve the non-linguistic side of pragmatic competence: 

Central Pragmatics, involving the “application of some general principles or strategies”, and 

Interface Pragmatics, which integrate “the output of a language module with the output of some 

perception module” (Kasher, 1991b: 391).10 The limits of Kasher’s proposal are extensively 

discussed by Sinclair (1995) and Carston (1997); for the present purposes, let us stress two 

issues that are relevant in relation to modular viewpoints in cognitive pragmatics.  

Firstly, as remarked by Sinclair (1995), there is a tension in Kasher’s account between 

his explicit commitment to a competence-based approach and the application of Fodor’s 

features to pragmatic modules. As said above, Chomsky’s notion of knowledge system is largely 

uncommitted with respect to the architectural features of mental processes, and it is not clear 

how properties of processing systems (e.g., encapsulation, fixed neural architecture, etc.) can 

also be applied to discrete knowledge modules such as those proposed by Kasher. This tension 

undermines the theoretical stability of his proposal because it blurs the fundamental distinction 

between Chomskyan competence systems and Fodor’s modular mechanisms, a distinction 

which, from now on, will be taken as crucial in addressing modularity in cognitive 

pragmatics.11 Secondly, Kasher (1991a: 389) explicitly rejects identifying pragmatic modules 

with input systems in Fodor’s sense. Whether or not this suggests an implicit acknowledgment 

of the distinction between processing and knowledge systems (see Sinclair, 1995: 529), it 

notably signals a clear attempt to take modular mechanisms away from the periphery of the 

mind, in stark contrast with Fodor’s vulgata. This strategy is extensively pursued in the massive 

modularity approach, which will be discussed later (Sect. 1.3). Before that, let us focus on 

Sperber & Wilson’s early view against the backdrop of Chomsky’s and Fodor’s view of 

language and mind. 

 

1.2.2 Why pragmatics is not a Fodorean module 

Relevance Theory is a performance-based pragmatic theory that aims at providing a cognitively 

realistic account of the psychological mechanisms underlying human communication. Sperber 

and Wilson (1986) reject the idea of pragmatic competence in Chomsky’s sense and construe 

their pragmatic theory as the study of the general cognitive principles and abilities involved in 

the interpretation of utterances, in particular, and communicative behaviors, in general. In this 

	
10 In addition, Kasher individuates a further linguistic aspect of pragmatic competence subserved by the central 
system ‘Amplified Core Pragmatics’, which sustains knowledge of non-basic speech acts (congratulating, 
admitting, etc.). 
11 This key distinction will be resumed and further discussed in Chapter 4. 
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sense, Relevance Theory crucially departs from Kasher’s attempt to approach pragmatics 

independently from communication and provides a positive response to Chomsky’s and 

Fodor’s pessimism about explanatory theories of pragmatic understanding.12  

Sperber and Wilson (1986) describe utterance interpretation as involving two different 

processes: a decoding process, which yields a semantic representation of the sentence uttered, 

and an inferential process, which bridges the gap between the semantic representation of the 

sentence and the meaning intended by the speaker. In its early formulation, this account fitted 

squarely into Fodor’s (1983) picture of the mind. The decoding process is carried out by the 

language input module that incorporates a grammatical code through which the sentence’s 

semantic representation is constructed. Instead, inferential pragmatic processes are ‘global’ 

central processes with no principled restriction on the type of information used to interpret what 

is communicated by a speaker. Sperber and Wilson’s early stance against the modular view of 

pragmatics is grounded on the assumption that there is a close link between codes and modular 

systems:  

 

Here, we will simply assume that there is a necessary connection between the 

modularity of the linguistic system and the fact that it incorporates a grammar or 

code. The claim that pragmatics is a module is thus essentially equivalent to the 

claim that there is a pragmatic code (Wilson & Sperber, 1991: 583). 

 

The first goal pursued in Relevance (1986, Chapt. 1) is to provide a cognitively realistic 

alternative to the code model of communication, according to which the speaker encodes their 

message into an utterance, which is ‘unwrapped’ by the hearer using an identical copy of the 

code. The result is a fool-proof reproduction in the hearer’s mind of the message conveyed by 

the speaker. By contrast, Sperber and Wilson build their cognitive pragmatic theory upon 

Grice’s (1957, 1975) intentional-inferential model of communication, for which 

communication is ultimately a matter of producing and interpreting evidence of the speaker’s 

intentions. Importantly, speaker intentions are not decoded by the hearer, but non-

demonstratively inferred by a process of hypothesis formation and evaluation which always 

takes place at a risk: there is no guarantee that the hearer will correctly infer the message 

intended by the speaker. Both stages of hypothesis formation and evaluation are informationally 

unencapsulated because they are highly context-dependent, they have free access to memorized 

	
12 For an in-depth discussion of this point, see Allott (2019). 



 18 

information and are influenced by the hearer’s occasion-specific expectations. In sum, 

pragmatic inferential processes were bad candidates for being described as Fodorean modular 

processes subserved by a code-like mental device. 

A further aspect characterizing Sperber and Wilson’s critical stance against the code 

model is that intentional-inferential communication can largely be possible in the absence of a 

linguistic code. The communicator’s intentions can be evidenced not only by linguistic 

utterances but also by non-verbal communicative behaviors performed in overtly intentional 

ways. Let us consider the following case: 

 

(1) a. Peter: How are you feeling today? 

b. Mary: [Takes a bottle of aspirin out of her bag and shows it to Peter] (Sperber & 

Wilson, 1986: 25; Wilson & Sperber, 1991: 585). 

 

Mary’s behavior provides strong evidence of her intention to inform Peter that she does not feel 

very well, and Peter can infer the content of this intention without relying on a linguistic code, 

by simply looking for an interpretation of her overtly intentional behavior that satisfies his 

occasion-specific expectations of relevance. The details of Relevance Theory will be spelled 

out in Chapter 2. For the time being, let us stress two related points that are key to the present 

discussion. 

Firstly, Sperber and Wilson’s cognitive account of communication crucially departs 

from Chomsky’s conception of pragmatics as restricted to language use. Relevance Theory is 

first and foremost a pragmatic theory of overtly intentional, or “ostensive” communication, that 

provides a unitary account of the cognitive principles and mechanisms that underpin the 

interpretation of both verbal and non-verbal communicative behaviors in terms of underlying 

intentions. This broader conception of pragmatics is accompanied by two claims about the 

nature of human intentional communication: (i) that linguistic utterances provide only partial 

(albeit direct) evidence of the communicator’s intentions, and (ii) that the principles and 

mechanisms underlying the inference to the communicator’s intentions do not necessarily 

depend upon the language faculty. These two claims will turn out to be crucial to properly 

understand Sperber and Wilson’s shift to the modular view. 

Secondly, against the backdrop of a theory of ostensive communication, pragmatic 

interpretative processes are ultimately conceived of as an exercise in metapsychology, or 

mindreading, hence, as processes of fixing a belief about the communicator’s mental states – 

more specifically, her communicative intentions. In Fodor’s modular mind, belief-fixation 
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processes pertain to central cognition, and they are hostile to modular and computational 

treatment. However, later developments of the modularity framework overcame the sharp 

distinction between peripheral and central cognition, thus paving the way for analyzing central 

thought processes – including metapsychology – from a modular perspective. 

 

1.3 Massive Modularity 

In the late 80s, evolutionary approaches to the study of human cognition reconceptualized the 

nature of modular mental systems. Evolutionary psychologists and cognitive scientists (Leda 

Cosmides, John Tooby, Steven Pinker, Clark Barrett, and Dan Sperber, inter alia) advanced a 

‘massively modular’ picture of the mind as composed of an articulated network of specialized 

modules that evolved under selective pressure. Just like each blade of a Swiss knife is apt to 

perform a specific function, each module of the mind is argued to be shaped by natural selection 

to solve a specific adaptive problem (Cosmides & Tooby, 1994). 

Cosmides and Tooby (1992) ground the massive modularity framework on an Argument 

from Design, which Robbins (2017) reconstructs as follows: 

 

1. The human mind is a product of natural selection. 

2. In order to survive and reproduce, our human ancestors had to solve several recurrent 

adaptive problems (finding food, shelter, mates, etc.). 

3. Since adaptive problems are solved more quickly, efficiently, and reliably by modular 

systems than by non-modular ones, natural selection would have favored the evolution 

of a massively modular architecture. 

4. Therefore, the human mind is (probably) massively modular. 

 

The articulation of the modularity hypothesis at the evolutionary level represents a substantial 

departure from Fodor’s approach. Evolutionary psychologists define mental modules as 

evolved adaptations, namely, domain-specific computational mechanisms tailored to solve 

adaptive problems in ancestral times. Examples of such modules include face recognition, tool 

use, fear, cheater-detection, grammar acquisition, and theory of mind (Tooby & Cosmides, 

1992: 113), and are typically identified through a reverse engineering strategy based on 

hypotheses concerning adaptive problems that emerged in the course of human evolution (see 

Grossi, 2014). In this sense, the massive modularity approach marks the shift from an 

architectural to a functional conception of modularity, where modular systems are defined “by 

the specific operations they perform on the information they receive, rather than by a list of 
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necessary and sufficient features” (Barrett & Kurzban, 2006: 629). Massive modularity is thus 

ultimately grounded on the notion of ‘functional specialization’. To figure out the scope of this 

reconceptualization, let us provide an overview of the status of (some of) Fodor’s architectural 

features in the massively modular picture of the mind, by focusing on domain specificity, 

encapsulation, innateness, functional dissociability, and neural localizability.13 Then, at the end 

of the section (Sect. 1.3.5), I will outline three different but related conceptions of modularity 

emerging from the massively modular approach. 

 

1.3.1 Domain specificity  

Domain specificity refers to the idea that modules are special-purpose computational devices 

that process specific classes of inputs, and the evolutionary-functionalist approach is largely 

compatible with this idea. Cognitive modules in massive modularity are characterized by input 

conditions and specific procedures that are functionally specialized to efficiently process inputs 

that meet these conditions. In this sense, “domain specificity is a necessary consequence of 

functional specialization” (Barrett & Kurzban, 2006: 630). The key aspect of the evolutionary 

framework is that the computational procedure employed by a module is argued to be shaped 

during evolutionary history by the regularities exhibited in a specific domain of inputs. 

Accordingly, cognitive modules are conceived of as special-purpose mechanisms attuned to the 

regularities of their specific domain.  

The articulation of domain specificity from an evolutionary perspective goes along with 

a broader conceptualization of the notion of “domain” as compared to Fodor’s. In the massive 

modularity framework, the domain of a module is individuated by formal input conditions that 

can eventually be met by different kinds of inputs, as suggested by Sperber’s (1994b) distinction 

between the proper and the actual domain of a module. The proper domain represents the class 

of inputs the module was designed to process by natural selection, while the actual domain is 

defined by the inputs actually processed by the module. Importantly, the two domains need not 

be coextensive, since the actual domain may contain inputs that met these formal criteria while 

not being included in the proper domain shaped by selective pressure. For instance, while the 

proper domain of the face recognition module is, presumably, faces of conspecifics (Kanwisher, 

2000), its computational procedure can also be triggered by face-like stimuli, such as masks or 

face-shaped clouds. Specifically, “it is with reference to such a proper domain that a module 

	
13 It should be noted that there is not a univocal treatment of Fodor’s features in the massive modularity approach, 
and several theorists often diverge in their positions. In my reconstruction, I dwell on their main commonalities 
by drawing on Barrett and Kurzban’s (2006) overview. Relevant asymmetries will be signaled in footnotes. 
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can be said to be domain specific” (Sperber, 2005: 55); however, its procedures may be 

triggered by every kind of input that shares the relevant formal properties. Notably, this broader 

notion of “domain” lies at the core of several evolutionary hypotheses which purport to explain 

how environmental factors and selective pressure have shaped the processing domain of a given 

module over time (see Sperber, 1994b).14 

In general, domain specificity is the only necessary feature of modules in the massive 

modular mind and grounds the conception of modules as special-purpose mechanisms attuned 

to the regularities of specific classes of inputs. 

 

1.3.2 Informational encapsulation 

Supporters of massive modularity deny that modular systems are informationally encapsulated 

in an absolute sense: “cognitive mechanisms can be referred to as encapsulated with respect to 

certain information types but not others” (Barrett & Kurzban, 2006: 631). Fodor’s 

encapsulation was intended to be an architectural constraint for input modules marking a sharp 

distinction between peripheral and central cognition: insofar as informational integration and 

globality of processing are negatively correlated with encapsulation (hence, modularity), 

central cognition – that requires both –cannot be modular.  

In the massively modular mind, the intuitive divide between peripheral and central 

cognition is rephrased in terms of perceptual and conceptual modules (Sperber, 1994b), and 

informational encapsulation is often conceived as a variable property along this divide. For 

instance, Carruthers (2006) sketches a distinction between ‘narrow-scope’ and ‘wide-scope’ 

encapsulation, the former, being broadly equivalent to Fodor’s and pertaining to perceptual 

modules, the latter characterizing conceptual modules that can partially draw on external 

information, but not in an unconstrained way. Another suggestion comes from Carston, who 

conceives encapsulation as a matter of degree: 

 

it may be that we have to rethink the concept of module and allow for a kind of 

continuum, from peripheral perceptual systems, which are rigidly encapsulated (not 

diverted from registering what is out there), through a hierarchy of conceptual 

modules, with the property of encapsulation diminishing progressively at each level 

	
14 This strategy is found to be flawed by critics of massive modularity, because such evolutionary hypotheses are 
rarely accompanied by detailed accounts of the formal input conditions that constraint a given module, thus paving 
the way to “too much flexibility on what counts as evidence for purportedly evolved modules” (Grossi, 2014: 342). 
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as the interconnections among domain-specific processors increase (Carston, 1997: 

20). 

 

A graded notion of encapsulation is thus required in the massive modularity framework because 

informational integration and globality of processing are explained by postulating 

interconnections among modules, that can occur in different ways. For example, Sperber 

(1994b; 2005) suggests that a conceptual module can take inputs from both perceptual and 

conceptual modules, and can yield outputs that are fed into further conceptual modules.15 

Different conceptual modules can also be hierarchically ordered along different layers of the 

massive modular mind, thus creating a complex network in which information can flow through 

chains of inferential processes to be integrated by the contributions of distinct modules at higher 

levels of processing. Moreover, there can also be a ‘metarepresentational module’ that deals 

with the information required to attribute mental states: 

 

The mind is here pictured as involving three tiers: a single thick layer of input 

modules, just as Fodor says, then a complex network of first-order conceptual 

modules of all kinds, and then a second-order metarepresentational module 

(Sperber 1994b: 62).16 

 

The multi-tiered picture of the mental architecture and the intermodular interaction represent 

core aspects of the massive modularity framework; importantly, both call for a graded notion 

of encapsulation that substantially departs from Fodor’s. As we shall see, these aspects, together 

with the notion of metarepresentational module(s), play a pivotal role in modular views of 

Theory of Mind and pragmatics. 

 

	
15 Indeed, Sperber (1994b; 2005) concedes that informational encapsulation can be a property of modules, and 
accounts for the flexibility required by conceptual modules in terms of input/output exchange of information 
among interconnected conceptual modules: “a holistic effect need not be the outcome of a holistic procedure” 
(Sperber, 1994b: 49). This view is based on the analogy between cognitive modules and enzymes (see Sperber, 
1994b: 48; 2005: 59), further developed by Barrett (2005). For a critical discussion of the enzymatic conception 
of modularity that explains why it falls short of granting the encapsulation of conceptual modules, see Mazzone 
(2022). 
16 The sketched hypothesis of a single ‘metarepresentational module’ in Sperber (1994b) is further extended in 
Sperber (2000), where he hypothesizes the existence of several metarepresentational modules, including the 
pragmatic comprehension module. For a recent Sperberian take on the topic, see Mercier & Sperber (2017: 
Chapters 2 and 3). 
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1.3.3 Innateness 

In The Modularity of Mind (1983: 100-101) the property of innateness refers to the idea that the 

ontogeny of input systems proceeds at the same pace across humans due to genetic 

specification. As stressed by Carston (1996), Fodor’s view is grounded on a distinction between 

two varieties of ‘nativism’: Cartesian and architectural nativism. Cartesian nativism is the view 

that certain aspects of a knowledge system (e.g., grammar principles and parameters) are innate, 

while architectural nativism is concerned with the innateness of the processing system that put 

knowledge into use. In other terms, Cartesian and architectural nativism capture the distinction 

between ‘innate knowledge’, endorsed by Chomsky (1980) for the language faculty, and ‘innate 

architecture”, i.e., the one enclosed into Fodor’s architectural feature. Nonetheless, as Carston 

(1996: 16) points out, Fodor’s endorsement of the Chomskyan program makes him a strong 

nativist in both Cartesian and architectural senses. 

Barrett and Kurzban (2006: 637-640) reject strong nativism in Fodor’s sense and argue 

that the evolutionary-functionalist approach is more compatible with a nuanced interactionist 

view, according to which modules result from developmental processes involving both genes 

and the surrounding environment as relevant causal factors. The functional features of modules 

are expected to reliably develop during ontogeny by virtue of the gene’s interaction with the 

environment; however, this development is not strongly canalized and can be influenced by 

external factors which might diversify developmental outcomes. Interactionist-nativist views 

are roughly expressed by Pinker’s (1997: 33) conception of “innate learning machines” and by 

Sperber’s (2005: 57) notion of “domain-specific learning mechanisms”, for which modules 

should be thought of as evolved dispositions to acquire a given type of knowledge that may 

emerge at different stages of cognitive development.17 In Section 1.4, we will see how these 

varieties of nativism are articulated within different modular accounts of Theory of Mind.18 

 

1.3.4 Functional dissociability and localizability 

Functional dissociability refers to the idea that modules can be selectively impaired without 

affecting the operations of other cognitive systems, as a consequence of developmental 

disorders or brain lesions. In the latter case, neuroscientific investigations may provide evidence 

for the localization of modules in specific brain areas or neural circuits. Altogether, functional 

	
17 Sperber’s conception is influenced by Marler’s (1991) notion of “learning instincts”. As will be shown in 
Chapter 4, also Karmiloff-Smith’s (1992) moderate nativism can be understood along these lines. 
18 The varieties of nativism will be resumed and further discussed in Chapter 4. 
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dissociability plus localizability refer to the idea that the functional specialization of modules 

is also reflected at the implementational level of neural structures. 

Massive modularity theorists argue that “modularity in the sense of functionally 

specialized information processing can exist even in the absence of evidence of spatial 

localization” (Barrett & Kurzban, 2006: 641). 19  Nevertheless, they consider 

neuropsychological data of functional dissociations between related cognitive abilities as good 

evidence for the functional autonomy of the underlying cognitive systems, with this evidence 

being stronger in cases of double dissociations (e.g., ability A impaired with preserved ability 

B, in conjunction with the reverse pattern). Overall, massive modularity theorists tend to 

embrace an asymmetric stance towards dissociability as a test bench for modularity:  

 

When double dissociations are found, this is strong evidence for modularity, and 

moreover, it can be used to make inferences about the design features of the 

modular systems that dissociate.  However, when double (or single) dissociations 

are not found, it is not possible to make the reverse inference, namely, that the 

systems involved are not modular (Barrett & Kurzban, 2006: 642).  

 

As the passage suggests, functional dissociability is not a necessary feature of modules in the 

massive modular mind; still, functional dissociations can (asymmetrically) provide a good case 

for modularity.20 It must be noted that functional dissociability is in partial tension with the 

idea of intermodular interaction largely endorsed in the massive modularity framework (cf. 

Sect. 1.3.2): If a given module is strictly interconnected with a further module, its selective 

impairment would inevitably impact the proper functioning of the latter one. This case would 

specifically concern hierarchically ordered modules (e.g., SAM and ToMM in Baron-Cohen’s 

system; cf. Sect. 1.4.2), whereas functional dissociability can well occur among unconnected 

modules (e.g., language and vision). 

 

1.3.5 Three conceptions of modularity 

The evolutionary perspective provides a valuable contribution to studying the human mind 

because it broadens the scope of cognitive psychology by offering hypotheses about the 

phylogenetic origins of a given psychological trait or cognitive skill – a dimension often 

	
19 For analogous remarks, see Coltheart (1999). 
20 Indeed, some supporters of massive modularity do take functional dissociability as a key property of modules 
(e.g., Carruthers, 2006). 
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overlooked by non-evolutionary psychologists (see Machery, 2011). However, several scholars 

cast doubt on the possibility to provide empirical evidence to some evolutionary claims, and 

evolutionary psychologists are often criticized for dealing too casually and unsystematically 

with empirical data to support claims about the origins of psychological traits (e.g., Lloyd, 

1999; Grossi, 2014).21 As hinted in the preceding sections, not even the notion of “modularity” 

finds a univocal treatment among massive modularity theorists, and despite they explicitly 

distance themselves from Fodor’s architectural framework, they sometimes resort to Fodoran 

features as evidence for modularity and dismiss them in other cases, “in particular when 

experiments do not provide support for them” (Grossi, 2014: 340). Such methodological and 

theoretical ambiguities frequently foster principled skepticism towards the massive modularity 

approach and often fuel spurious controversies centered on the impossibility of applying 

Fodor’s architectural features to purported modular capacities, thus missing the (valuable) 

points occasionally raised on evolutionary grounds.  

The functional approach and the notion of functional specialization which grounds the 

massive modularity framework accommodate distinct conceptions of modularity that are often 

intertwined in evolutionary psychologists’ writings. To avoid possible ambiguities on 

theoretical and terminological grounds, let us provide a threefold working distinction that will 

turn out to be useful for our purposes. Drawing on Samuels (1998) and Gerrans (2002), I 

propose to disentangle three distinct (although related) conceptions of modularity in which the 

notion of functional specialization can be articulated differently: 

 

1. Epistemic conception: modules are domain-specific bodies of knowledge. They are 

functionally specialized to the extent that they evolved to deal with specific adaptive 

problems. 

2. Algorithmic conception: modules employ domain-specific algorithms. They are 

functionally specialized to the extent that they exploit specific procedures tailored to the 

regularities of their input domain. 

3. Hardware conception: modules are neurocognitive mechanisms with distinct neural 

realizations. Their algorithmic functional specialization is reflected at the level of neural 

structures.  

 

	
21 For an epistemological analysis on the methods of discovery and confirmation in evolutionary psychology, see 
Machery (2011). 
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The thread linking these three conceptions is the notion of domain specificity: it is part and 

parcel of the Epistemic and Algorithmic conception, and it is entailed by the Hardware 

conception.22 Still, the three conceptions undertake different theoretical commitments. The 

Epistemic conception is committed to providing plausible evolutionary hypotheses concerning 

the adaptive challenges that bore on the selection of a modular cognitive adaptation throughout 

phylogenetic history. The Hardware conception predicts that modules are localizable in the 

brain and presumably functionally dissociable, whereas the Epistemic conception is 

noncommittal with respect to the architectural features of modules.23 Instead, the Algorithmic 

conception is committed to explaining the algorithmic procedures, or processing mechanisms, 

that are exploited by a posited module to process a given piece of information. In this case too, 

none of Fodor’s features (other than domain specificity) is necessarily required for algorithmic 

modules, but “whether the particular module proposed has any one of these features is simply 

an empirical question – and usually a very interesting one” (Coltheart, 1999: 119). 

Starting from Chapter 2, we will thoroughly explore the modular view of pragmatics 

outlined by Sperber and Wilson (2002) by articulating it (mainly) from an Algorithmic 

perspective, although this will be complemented by an overview of Relevance Theory’s 

Epistemic perspective on the issue – that was, indeed, the seminal ground for the Pragmatics 

Module Hypothesis. As I will argue, the Algorithmic conception of the purported pragmatics 

module captures the centerpiece of Sperber and Wilson’s (2002) proposal, and it is the most 

fruitful to spell out its conceptual and empirical implications. 24  Before delving into the 

Pragmatics Module Hypothesis, it is worth providing a historical overview of the most studied 

and debated cognitive domain that has been investigated from a modular perspective: Theory 

of Mind. 

 

 

	
22 “[I]f the mind contains domain-specific computers [hardwares], then it follows that the mind also employs 
domain-specific algorithms, since the behavior of any domain-specific computational device can be characterized 
in terms of the algorithms that it employs. In short, the hardware conception entails the algorithmic interpretation” 
(Samuels, 1998: 580). 
23 Note that the Epistemic conception is roughly a reformulation of Chomsky’s notion of competence or knowledge 
system in evolutionary terms. In this regard, it could be committed to innateness in Cartesian sense (see Sect. 1.3.3) 
24  Relatedly, in Chapter 4, I will develop a theoretical strategy based upon the Algorithmic conception of 
modularity to address criticisms concerning the “triviality” and theoretical unsoundness of the Pragmatics Module 
Hypothesis. 
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1.4 Theory of Mind and modularity  

Theory of Mind (ToM) – also called folk psychology, metapsychology, mindreading, or 

mentalizing – refers to the capacity to interpret, predict and explain other people’s behavior by 

attributing subjective mental states such as beliefs, desires, goals, and intentions.25 Since its 

early days, research in ToM has been broadly guided by a working distinction among kinds of 

mental states that can be attributed to an agent to make sense of her behavior: 

  

Of all possible guesses, we find the most compelling one to be that inferences about 

motivation will precede those about knowledge, both across species and across 

developmental stages. […] The ape may be incapable of differentiating between 

guess, and know, doubt and believe, and so forth. Then it may make more sense to 

consider that he does not make inferences outside the motivational realm. The 

immature child may resemble the ape in this regard. We may even wish to consider 

that the distinction between motivation and cognition, between want and know is 

deeper, more biologically real, than that implied by textbook headings (Premack & 

Woodruff, 1978: 526). 

 

Premack and Woodruff suggest an intuitive distinction between motivational or volitional 

mental states, such as intentions, goals, or purposes, and epistemic mental states, such as 

knowledge, guesses, or beliefs. Clearly, in everyday life, the attribution of volitional and 

epistemic states is not easy to tease apart: if someone has a bad cold and we see her hastily 

looking for something in her bag, we may easily make sense of her behavior by jointly inferring 

her goal or desire to find a tissue (possibly before sneezing) in virtue of her belief that she will 

find it within the bag. The authors were presumably aware of this intimate link, but their seminal 

intuition concerned the burden of the respective attributions: roughly, inferences about 

volitional states may be less demanding than inferences about epistemic states, from both 

ontogenetic and comparative perspectives. 

Modular accounts of ToM are not extraneous to this intuition. In such accounts, ToM is 

not necessarily conceived of as a single, monolithic capacity, but as a collection of multiple 

related capacities that can be subserved by distinct cognitive mechanisms or modules; let us 

call this hypothesis, the Multiple Mechanisms Hypothesis. The stronger supporter of this 

hypothesis is Baron-Cohen (1995), who provided a detailed account of the different ToM 

	
25 Notably, ToM can also be employed from a first-person perspective to introspectively understand one’s own 
beliefs and mental states. For the present purposes, I will merely focus on ToM from a third-person perspective. 
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mechanisms, but also Leslie (1994b) was broadly inclined to accept a distinction between sub-

types of ToM modules. This hypothesis will be discussed in Sect. 1.4.2. A further hypothesis 

is that ToM modules are innate cognitive structures that mature at preprogrammed stages of 

cognitive development and are not acquired through inductive learning. Specifically, ToM 

ability is seen as part of the genetic endowment that is ‘triggered’ by appropriate environmental 

factors; let us call this hypothesis, the Modularity-Nativist Hypothesis. As will be shown in the 

following sections, Leslie is the main advocate of this hypothesis, whereas Baron-Cohen 

endorsed a nuanced version of it.  

Arguments for the modular view of ToM relied on two empirical findings: (i) the 

stability of the developmental trajectory of ToM, and (ii) its selective impairment in autistic 

children. Both these findings came from the litmus test for ToM: the false-belief task. In the 

famous Sally-Anne version, participants watched a scenario featuring two characters in which 

the protagonist, Sally, put a marble in the basket and then leaves the scene. In her absence, the 

other character, Anne, moves the marble from the basket to a box. As Sally returns, participants 

were asked the critical question: “Where will Sally look for the marble?”. Correctly answering 

this question (i.e., “in the basket”) requires participants to understand that Sally holds a belief 

that misrepresents the actual state of affairs because she has not witnessed the marble’s location 

change; in other terms, it requires understanding Sally’s false belief and predicting her 

consequent searching behavior.  Wimmer and Perner (1983) discovered that three-year-olds 

tend to fail the false-belief task, whereas four-year-olds succeed in it, and this developmental 

pattern was found to be quite robust (Wellman et al., 2001).26 Moreover, the false-belief task 

turned out to be troublesome for autistic children (Baron-Cohen et al., 1985), thus highlighting 

a selective impairment of ToM in autism (Leslie, 1991). How does the Modularity-Nativist 

Hypothesis accommodate these two pieces of findings?  

In the next section, we will discuss Leslie’s early account for (i) and (ii) within a 

modular view of ToM. Indeed, current theoretical and empirical research went far beyond 

Leslie’s early framework, but a closer look at modular accounts of ToM will turn out to be 

useful to properly approach the modular view of pragmatics and its relationship with the overall 

ability to attribute mental states.27 

	
26 In the last two decades, a plethora of studies with implicit testing paradigms seriously questioned the empirical 
dogma that children younger than four do not understand false beliefs. A comprehensive and updated overview on 
early false belief understanding will be offered in Chapter 5. 
27 Throughout the next two sections, I will mostly focus on the modular accounts outlined by Leslie and Baron-
Cohen. A further modular account of ToM comes from Fodor (1992), but since such an account takes issue with 
the massive modularity framework and is in partial tension with Fodor’s skeptical stance towards the 
computational tractability of high-order cognitive processes, Fodor’s (1992) account will not be discussed here. 
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1.4.1 Leslie and the Modularity-Nativist Hypothesis 

Leslie (1994a) defends an early competence account according to which the essential character 

of ToM is given by a discrete body of knowledge constituted by the following basic concepts: 

BELIEF, PRETENSE, and DESIRE (see also Scholl & Leslie, 1999; 2001). These basic concepts are 

part of the innate database of the Theory-of-Mind Mechanism (ToMM), which employs them 

and jointly applies specialized procedures to compute information required to attribute mental 

states. In other words, Leslie postulates an innate competence or knowledge system which is 

packaged into a processing system, called ‘ToMM’, that requires environmental triggering to 

come online and that develops roughly at the same pace in humans: “[t]he essential character 

of ToM can thus be fixed without consulting the environment (even though the environment 

may still be needed to trigger or tune the basic competence!)” (Scholl & Leslie, 1999: 146). 

The competence/performance distinction is thus crucial to figure out his proposal. According 

to Leslie, ToM early competence is present roughly since the beginning, but the mechanism 

putting this competence into use (i.e., ToMM) may still require some time before becoming 

operational. Most importantly, apparent limitations in ToM tasks merely reflect performance-

related limitations rather than a lack of basic competence: “[t]he performance, in other words, 

lags behind the competence for a while” (Scholl & Leslie, 1999: 149).28 So, when does ToMM 

really become operational? 

According to Leslie (1987, 1994a) ToMM comes online at around 18-24 months of age, 

as marked by infants’ enjoyment of pretense play. Understanding pretense requires the innate 

concept PRETENSE and recruits (almost) the same computational procedures that underlie belief 

attribution.29 So, how to explain three-year-olds’ failure in the false-belief task? 

 

Leslie and his colleagues […] argue that the 3-year-old does indeed have a 

metarepresentational notion of BELIEF which is simply obscured by performance 

limitations. Specifically, they posit the existence of Selection Processing (SP), 

which may be non-modular, and may not be ToM-specific. The standard false-

belief task, then, places (at least) two demands on the 3-year-old: (a) the 

metarepresentation must be computed, and (b) the correct content of the belief must 

	
28 In this passage, the competence/performance dichotomy is framed according to its informal construal, cf. 
footnote 4. 
29 The computational procedure is described by the “decoupler” that transforms primary representations of the 
world into metarepresentations, see Leslie (1987). 
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be selected. The former is a job for ToMM, the latter for SP. SP’s job is thus 

essentially to inhibit competing possible contents for the belief (Leslie & Polizzi, 

1998). This sort of inhibitory process must exist anyway, and ‘SP’ is thus just a 

name given to this general capacity (Scholl & Leslie, 1999: 147). 

 

In sum, the standard false-belief task requires both ToM competence and performance 

capabilities, and younger children’s failure would simply reflect performance flaws caused by 

immature SP, i.e., the non-modular capacity needed not to attribute a true belief by default.30  

The ToMM/SP model is also used by Scholl and Leslie (1999, 2001) to explain autistic 

children’s troubles with the false-belief task. In the case of autism, what is compromised is not 

SP (at least, not for children older than four), but the ToMM that computes metarepresentations 

drawing on the BELIEF-PRETENSE-DESIRE knowledge system.31 Hence, according to this picture, 

autism would compromise the early triggering of the (innate) ToM competence, as well as the 

regular development of the processing system (i.e., ToMM) which subserves it.32 

A more detailed treatment of Leslie’s theory falls beyond the scope of the present 

analysis.33 For the current discussion, it is useful to highlight the relationship between Leslie’s 

declination of the Modularity-Nativist Hypothesis and the different varieties of nativism 

outlined in Sect. 1.3.3. The innateness of the BELIEF-PRETENSE-DESIRE knowledge system lies at 

the core of Leslie’s nativist proposal. In this sense, Leslie embraces the Cartesian conception 

of nativism endorsed by Chomsky and Fodor. Furthermore, the innate knowledge system is 

taken to be incorporated within ToMM, that is, the genetically specified processing system 

whose onset occurs at preprogrammed stages in ontogeny as a consequence of environmental 

triggering, rather than learning processes. In this sense, Leslie’s construal of ToMM partially 

aligns with Fodor’s architectural conception of nativism; however, his position is mitigated by 

the endorsement of a “developmental” conception of modularity that recalls the interactionist 

view championed by massive modularists: “there is nothing in the notion of modularity that 

	
30 In other terms, the SP mechanism purports to capture the inhibitory control capacity representing one facet of 
executive functioning. Further remarks about the tight relationship between ToM and executive functions will be 
provided in Chapter 3. An updated overview of the performance demands likely required by the standard false 
belief tasks will be offered in Chapter 5. 
31 See Leslie & Thaiss (1992) for a ToMM/SP analysis of double dissociations between the performances of 
neurotypical and autistic children in different kinds of task. 
32  It is worth noting that the Modularity-Nativist Hypothesis is compatible with the view that both ToM 
competence and the ToMM develop throughout ontogeny. Again, this is explained by Scholl and Leslie (1999, 
2001) by appealing to the competence/performance distinction. For an alternative account of ToM development 
grounded on the notion of ‘parametrization’, see Segal (1996).  
33 But see Chapter 5 for a more detailed discussion of Leslie’s nativist position about mental states concepts such 
as BELIEF and PRETENSE. 
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prevents even maturated modules from learning and developing. Modularity […] is perfectly 

consistent with this idea that the processes inside the module develop on the basis of their 

limited input” (Scholl & Leslie, 2001: 698; see also Scholl & Leslie, 1999: 136).34 The interplay 

between different conceptions of nativism (i.e., Cartesian, architectural, and interactionist) is 

thus key to fully understanding Leslie’s peculiar declination of the Modularity-Nativist 

Hypothesis. 

Although the early competence account just outlined seems to favor a ‘monolithic’ 

characterization of ToM, Leslie (1994b) draws a distinction between two sub-mechanisms 

within the internal architecture of ToMM: ToMM1, responsible for interpreting agents’ actions 

as goal-driven, and ToMM2, which deals with the full range of mental states by constructing 

metarepresentations. The latter, as already argued, is signaled by pretense play in the second 

year of life, while the former emerges earlier, at around 6-8 months. The hypothesis of multiple 

mechanisms for covering the full range of ToM abilities is just sketched in Leslie’s view while 

being extensively pursued in Baron-Cohen’s modularity theory. 

 

1.4.2 Baron-Cohen and the Multiple Mechanisms Hypothesis 

Baron-Cohen depicts his modularity theory as “an attempt to contribute to the study of 

evolutionary psychology” (Baron-Cohen, 1995: 9), and postulates the existence of a 

‘Mindreading System’ that evolved specifically to enable the attribution of mental states to 

agents (see also Baron-Cohen, 1994a; 1994b). The Mindreading System is made up of four 

modular components subserving distinct but related functions of our general mentalizing 

ability. Let us provide a short description of the mindreading modules posited by Baron-Cohen 

(1995).  

 

• Intentionality Detector (ID): ID is an amodal detector that interprets self-propelled 

motion stimuli as agents endowed with volitional states, such as goals and desires. In 

other terms, ID underpins our capacity to detect an agent’s action as goal-directed. 

• Eye Direction Detector (EDD): EED is a visual detector that carries out three functions: 

(a) detecting eye-like stimuli, (b) detecting gaze’s direction, and (c) inferring what an 

agent sees. Broadly, EED supports the capacity to keep track of others’ perceptual states 

	
34 Leslie’s loosening of the architectural conception of nativism is also marked by the rejection of Segal’s (1996) 
parametrized analysis of ToM. See Scholl & Leslie, 1999: 141-149. In Chapter 4, we will discuss the relationship 
between this developmental conception of modularity and the notion of “environmental tuning”. 
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(e.g., seeing, perceiving, attending to) by detecting their attentional focus through gaze 

direction. 

• Shared Attention Mechanism (SAM): SAM is the cognitive mechanism responsible for 

the tracking of joint attentional states toward something (e.g., object and/or situation). 

In other words, SAM allows the ‘mindreader’ to work out whether she and the other 

person are jointly attending to the same thing.  

• Theory-of-Mind Mechanism (ToMM): ToMM is the mechanism in charge of 

representing the full set of epistemic mental states (e.g., pretending, believing, knowing, 

etc.). It has roughly the same characteristics as ToMM2 posited by Leslie (1994b). 

 

 

 
 

Fig. 1. The Mindreading System (Baron-Cohen, 1995: 32) 

 

 

Far from wanting to provide a detailed analysis of this model, I will here highlight three aspects 

of Baron-Cohen’s proposal that turn out to be relevant to the present discussion. 

The first aspect concerns the commonalities between his multi-stage modularity theory 

and the architectural features of the massive modular mind discussed in previous sections. To 

begin with, let us focus on the following passage: 
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I reject the need for [informational encapsulation] since this seems to me to prevent 

the quite useful possibility that modules interact with one another in the way that I 

will suggest some of those in the Mindreading System do (Baron-Cohen, 1994a: 

515). 

 

The reason for Baron-Cohen’s denial of strong encapsulation comes from the claims that the 

mechanisms of the Mindreading System are strongly interconnected, and the information 

processed by a module can flow towards a further module to be integrated at a higher level of 

processing. For instance, both ID’s and EED’s outputs are fed as input into SAM, and in turn, 

SAM can make ID’s output available to EED, thus allowing “EDD to read eye direction in 

terms of an agent’s goals and desires” (Baron-Cohen, 1995: 48). Moreover, ToMM is taken to 

integrate higher-level information about mental states with inputs received from ID and EED 

via SAM (see Fig. 1), thus creating a complex network in which information flows among the 

distinct hierarchical levels of the System. The emphasis on inter-modular interactions makes 

Baron-Cohen’s model fit squarely into the massive modular architecture of the mind. Baron-

Cohen (1995) describes the components of the System as hierarchically structured, thus 

somehow echoing Sperber’s (1994b) take on the multi-tiered structure of the modular mind. 

Interestingly, ID and EED might be considered lower-level conceptual modules receiving 

information from peripheral perceptual modules, with SAM being a higher-level conceptual 

module providing information to the metarepresentational module (i.e., ToMM). To be fair, 

Baron-Cohen makes no explicit reference to Sperber’s hierarchical distinctions between 

modules, and his refusal of encapsulation would have likely been more nuanced in the backdrop 

of a graded notion of encapsulation (see Meini, 2001: 99).35 Still, the pivotal role played by the 

hypothesis of strong interconnectivity between mindreading modules makes Baron-Cohen’s 

model largely consistent with the massive modularity framework. 

The second aspect concerns the comparison between Baron-Cohen’s and Leslie’s 

construal of ToMM from a developmental-cognitive perspective. In the first place, it is useful 

to highlight that the four mechanisms posited by Baron-Cohen stand in a developmental 

relationship with each other: each layer of the Mindreading System broadly reflects a 

developmental progression for the respective mechanisms. Roughly, ID and EDD come 

operational in the first 6-9 months of life, while the onset of SAM is attested at around 9-14 

months of age. Instead, ToMM is heralded by the appearance of pretense play from 18 months 

	
35 Indeed, Baron-Cohen (1994b: 748) seems to welcome the suggestion of opting for intermodular interaction 
without abandoning informational encapsulation altogether. 
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and keeps developing over the following two years (see Baron-Cohen, 1995: 55-56). However, 

and most importantly, “without SAM, ToMM cannot get started” (Baron-Cohen, 1995: 55). 

This claim has two key implications in Baron-Cohen’s developmental-cognitive model. Firstly, 

ToM deficits in autism – or ‘mindblindness’ – are caused by a massive impairment in the 

functioning of SAM, which, in turn, negatively impacts the regular development of ToMM, and 

Baron-Cohen’s efforts are largely dedicated to presenting empirical evidence for this claim (cf. 

Baron-Cohen, 1995: 59-84).36 Secondly, in his model “ToMM is conceived of either being a 

more mature development of SAM, or is triggered by SAM” (Baron-Cohen, 1998: 184). In this 

sense, Baron-Cohen’s declination of the Modularity-Nativist Hypothesis turns out to be weaker 

than Leslie’s, because ToMM is not an innate mechanism, but rather the end result of simpler 

innate modules (i.e., ID, EED, and probably SAM) that jointly constitute the developmental 

precursors of ToMM.37 It should be noted that by focusing merely on ToMM as a processing 

system, Baron-Cohen (1994a; 1995) never discusses the hypothesis of an innate BELIEF-

PRETENSE-DESIRE knowledge system, which instead lies at the core of Leslie’s nativism (cf. Sect. 

1.4.1). Nonetheless, he seems persuaded to embrace a nuanced view for which “ToMM may be 

the result of both innate and acquired factors in development” (Baron-Cohen, 1998: 187). In 

this sense, Baron-Cohen’s declination of the Modularity-Nativist Hypothesis sounds 

‘architectural’ at least for the lower-level components of his System, whereas ToMM is largely 

construed in interactionist terms. 

The third and last aspect concerns the partial similarities between Baron-Cohen’s and 

Leslie’s declinations of the Multiple Mechanisms Hypothesis. ID and ToMM represent, 

respectively, the most basic and the most complex mechanisms of the Mindreading System. 

Specifically, ID “is the first mechanism […] the infant needs in order to get into mindreading” 

(Baron-Cohen, 1995: 35), and Baron-Cohen (1994a, 1995) explicitly recognizes its partial 

correspondence with Leslie’s (1994b) ToMM1, as well as the full equivalence between his 

ToMM and ToMM2.38 In sum, Leslie and Baron-Cohen substantially agree with respect to the 

lower- and higher-level sub-modules of the mindreading capacity: while the former (i.e. 

	
36 Note that this point is much in line with the intermodular interaction view championed by massive modularity 
theorists. Being strongly interconnected (see Fig. 1), SAM’s selective impairment inevitably impacts the proper 
functioning of ToMM (cf. Sect. 1.3.4). 
37 In this sense, the ‘innateness’ of ID, EED and (probably) SAM could better be framed in architectural terms 
(i.e., they emerge at preprogrammed stages in ontogeny due to environmental triggering, barring pathological 
conditions). Baron-Cohen (1998) presents his alternative to Leslie’s account as a ‘Minimalist Innate Modularity 
Theory’.  
38 Indeed, for Leslie (1994b), ToMM1 only detects the goal-directedness of an agent’s action, while the recognition 
of self-propelled motion is underpinned by a further module, the Theory-of-Bodies Mechanism (ToBy). In 
contrast, ID is taken to cover both ToBy’s and ToMM1’s functions (see Baron-Cohen, 1995: 35-38). 
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ToMM1 and ID) takes charge of identifying goal-directed agency, the latter (i.e., ToMM2 and 

ToMM) is needed to understand the full range of mental states held by an agent.39 Hence, Leslie 

and Baron-Cohen endorse comparable – although different – versions of the Multiple 

Mechanisms Hypothesis. 

Historically speaking, the Multiple Mechanism Hypothesis developed by Baron-Cohen 

(1995) to complement evolutionary-based approaches to mindreading with empirically 

informed arguments ‘bootstrapped’ the idea of pragmatic understanding as a 

metarepresentational module strictly related to the mindreading capacity. Sperber and Wilson’s 

(2002) proposal was essentially aimed at fitting pragmatics within a multi-stage mindreading 

system akin to Baron-Cohen’s, as being tailored to the attribution of a particular kind of mental 

state: communicative intentions. In this sense, the methodological assumption underlying the 

modular view of pragmatics was that mindreading (or ToM) is not a single, monolithic capacity, 

but rather a set of related cognitive skills that allow for attributing different kinds of mental 

states.40 

Instead, the nativist assumption behind Leslie’s modularity theory was only loosely 

endorsed by Sperber and Wilson’s (2002) modular view of pragmatics – after all, nativism can 

be declined in different ways by modularity theorists (see above). As will be argued in Chapter 

2, the property of innateness is often mentioned by relevance theorists as a likely feature of the 

pragmatics module, but a clear account of nativism with respect to the Pragmatics Module 

Hypothesis is lacking in the relevance-theoretic framework. For this reason, one of the aims to 

be pursued in this thesis is to bridge this explanatory gap to further probe the empirical 

plausibility of the present Hypothesis (Chapter 4). 

Despite Sperber being one of the leading figures behind the reconceptualization of the 

modularity hypothesis from an evolutionary perspective, the approach pursued in the present 

thesis will remain largely uncommitted with respect to the radical view of the mind as “modular 

through and through” (Sperber, 1994b: 59). To be clear, I do not think that the full endorsement 

of the massive modularity framework is needed to evaluate the plausibility of the modular view 

of pragmatics, because claims concerning the massively modular architecture of the mind are 

often based upon an Epistemic conception of modularity, which underwrites different 

theoretical commitments as compared to the Algorithmic conception that will be developed 

	
39 Note that this distinction echoes with Premack and Woodruff’s (1978) seminal divide between motivational and 
epistemic mental states (cf. Sect. 1.4)	
40  As will be discussed in Chapter 3, this core methodological assumption is often neglected in current 
controversies around the pragmatics module.	
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over the following chapters. Still, the theoretical tools offered by massive modularity and 

modular ToM theorists will turn out to be useful to properly spell out the Pragmatics Module 

Hypothesis in the view of Relevance Theory.41 That being said, we can now delve into the 

Pragmatics Module Hypothesis. 

 

 

Interim summary 

In the present chapter, I have provided a historical overview of the different declinations of the 

modularity hypothesis in cognitive science by focusing on early research in cognitive 

pragmatics and Theory of Mind. Although related, Chomsky’s and Fodor’s notions of 

modularity significantly differ (Sect. 1.1) and have motivated different attempts to fit 

pragmatics within the Chomskyan/Fodorean mind (Sect. 1.2.1) as well as providing key reasons 

for not thinking of pragmatics as a Fodorean module (Sect. 1.2.2). The massive modularity 

framework and the functional approach in evolutionary psychology paved the way for 

analyzing high-order cognitive skills from a modular perspective (Sect. 1.3), by weakening 

Fodor’s architectural constraints (Sect. 1.3.1 – 1.3.4) and by offering three conceptions of 

modularity where the notion of ‘functional specialization’ can be articulated differently (Sect. 

1.3.5). In addition, this framework encouraged modular views in Theory of Mind research that 

undertook a broad nativist position (Sect. 1.4.1), while providing a methodological paradigm 

for thinking of mindreading as a multi-faceted set of related cognitive skills (Sect. 1.4.2).  

The historical and conceptual map outlined in the present chapter will turn out to be 

useful for properly understanding the contemporary modular view of pragmatics and for 

spelling out its empirical implications in the course of the following chapters.

 

  

	
41 Relatedly, I do not think that the full endorsement of modular views of ToM is necessary for undertaking a 
modular view of pragmatic understanding. The Multiple Mechanisms Hypothesis developed by Baron-Cohen 
(1995) is better framed as the methodological paradigm behind the Pragmatics Module Hypothesis, as entailing 
that ToM is not a monolithic capacity and that pragmatics can be one of the ‘metarepresentational modules’ 
underlying the human mindreading capacity (cf. Sperber, 2000). Further remarks concerning the Pragmatics 
Module Hypothesis and Leslie’s modularity theory of ToM will be offered in Chapter 5. 



 37 

Chapter 2 

The Pragmatics Module Hypothesis 

 
 
The first systematization of the Pragmatics Module Hypothesis is provided by Sperber and 

Wilson in the paper Pragmatics, Modularity and Mind-reading (2002). Early arguments for the 

modular view of pragmatics were already advanced by Carston (1997), Sperber (1994b; 2000; 

Origgi & Sperber, 2000), Wilson (2000), and heralded by a footnote included in the postface 

of Relevance (1995) that pointed to the attractiveness of applying the massive modularity 

framework to fit pragmatics within the architecture of the human mind. The main point behind 

relevance theorists’ shift to the modular view relied on a different understanding of central 

systems that moved beyond Fodor’s vulgata and encouraged dropping out their early 

assumption concerning the close link between codes and modular mental systems (cf. Sect. 

1.2.2). As such, the evolutionary-functionalist approach and the newly devised modular 

accounts of ToM offered a fundamental thrust for investigating pragmatics from a modular 

perspective. This chapter aimed at spelling out the Pragmatics Module Hypothesis against the 

background of this non-Fodorean research landscape. 

We will proceed as follows. In Sect. 2.1, I will introduce some key aspects of Relevance 

Theory as a cognitive version of the intentional-inferential model of communication pioneered 

by Grice in the philosophy of language. Throughout Sect 2.2, I will present four theoretical 

arguments for a specialized pragmatics module: the evolutionary argument (Sect. 2.2.1), the 

underdeterminacy argument (Sect. 2.2.2), the effect argument (Sect. 2.2.3), and the overtness-

complexity argument (Sect. 2.2.4). In Sect. 2.3, I will spell out the centerpiece of the Pragmatics 

Module Hypothesis; then, I will analyze Sperber’s (1994a) seminal tripartition between 

pragmatic interpretative strategies along three distinct dimensions: the speaker’s competence 

and benevolence (Sect. 2.4.1), the hearer’s relevance expectations (Sect. 2.4.2), and the 

metarepresentational abilities required by the three interpretative strategies (Sect. 2.4.3). In 

Sect. 2.5, I will overview the key features of the pragmatics module from a relevance-theoretic 

perspective, while Sect. 2.6 will be dedicated to critically discussing early (flawed) attempts to 

test the Pragmatics Module Hypothesis on empirical grounds. Over these sections, I will briefly 

anticipate the topics discussed in the rest of the thesis.  
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2.1 A cognitive version of the intentional-inferential model 

In Chapter 1 (Sect. 1.2.2), we have described Sperber and Wilson’s pragmatic theory as a 

cognitively oriented version of the intentional-inferential model of communication pioneered 

by Paul Grice. Following Neale (2022), we can think of this model as answering two distinct 

questions. Firstly, a constitutive question: 

What are the facts in virtue of which a speaker meant whatever he or she meant by 

uttering something on a given occasion? (Neale, 2022: 126) 

Grice (1957) suggested that speaker meaning is constitutively determined by the set of nested 

intentions the speaker holds while producing an utterance.1 For Grice, ‘to mean something’ 

reflects the speaker’s intention to produce a certain response in the addressee by changing their 

mental representations via the recognition of the same intention. Specifically, the speaker 

intends the addressee: 

a.     to produce a particular response r; 

b.     to recognize that the speaker intends (a); 

c.     to fulfill (a) on the basis of the recognition of (b) (cf. Grice, 1969: 151). 

The second is an epistemic question, concerning the nature of the process through which the 

addressee reconstructs the intended meaning: 

What kinds of information, what principles, and what kinds of cognitive states and 

processes are (standardly) involved in the (typically spontaneous) arrival in the 

mind of an interpreter of a (typically resilient) conclusion about what a speaker 

means by uttering something on a given occasion? (Neale, 2022: 126). 

 

Grice’s (1975) suggestion was that hypotheses about what a speaker means are derived via non-

demonstrative inferences that are guided by the addressee’s expectations that the utterance 

should be truthful, informative, relevant, and properly formulated, in line with the central 

assumption that interlocutors are expected to behave cooperatively. Sperber and Wilson 

(1986/1995) depart from Grice’s approach in two fundamental respects. Firstly, by proposing 

that pragmatic interpretation is guided only by expectations of relevance. Secondly, by setting 

aside Grice’s philosophical project to provide a constitutive analysis of speaker meaning in 

	
1 Notoriously, Grice called “utterance” every overtly intentional attempt, whether verbal or nonverbal, to produce 
a cognitive or behavioral response in the audience. 
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favor of a cognitive theory of ostensive-inferential communication, where the communicator 

overtly provides verbal and/or non-verbal evidence of her intention to convey information, and 

the addressee infers the content of this intention from the evidence provided.2 A preliminary 

analysis of the ostensive-inferential theory of communication is thus needed to properly 

understand the theoretical foundations of the Pragmatics Module Hypothesis. 

According to Sperber and Wilson (1986/1995: 50-64), ostensive communication has a 

peculiar metarepresentational structure. Let us focus on the communicator’s perspective in the 

first place. The agent who performs an act of ostensive communication – or “ostensive act” – 

expresses two kinds of intentions: the informative intention to inform the audience of 

something, and the communicative intention to inform the audience of her informative 

intention. The communicative intention is an intrinsically high-order mental state: it is a second-

order intention that embeds a first-order informative intention; crucially, it is the 

communicative intention that encloses the overt character of human intentional communication. 

Ostensive acts or behaviors that express a communicative intention (hence, an informative 

intention) can be verbal, non-verbal, or a mixture of both. Linguistic utterances are a 

straightforward instance of verbal ostensive behavior; pointing to something is a very 

conventional kind of non-verbal ostensive behavior (though it can be backed up by “Look!”, 

thus resulting in a mixture). Showing someone something, nodding, winking, touching 

someone, moving the head or other body parts in a deliberately exaggerated way – preferably, 

by catching the addressee’s eye – can all be instances of ostensive behaviors. In technical terms, 

ostensive behaviors, or stimuli, are acts designed and performed by the communicator (a) to 

attract the addressee’s attention and (b) to make them attend to the communicator’s intended 

meaning. All the stimuli or behaviors that meet conditions (a) and (b) are called ‘ostensive’ in 

the technical sense; hence, (a) and (b) jointly constitute the input conditions of the domain of 

ostensive stimuli (cf. Sect. 1.3.1). Ostensive behaviors have thus the peculiarity to convey what 

the ostensive communicator means by overtly expressing her communicative and informative 

intentions. 

From the addressee’s perspective, interpreting an ostensive behavior amounts to 

inferring what communicators mean by attributing them a communicative intention (hence, an 

informative intention). Crucially, according to Relevance Theory, this holds for both verbal and 

non-verbal ostensive behaviors. Whenever Sperber and Wilson talk about ‘utterance 

	
2 Acts of ostensive-inferential communication include Gricean acts of speaker meaning, but the intention to 
perform the former is weaker than the one needed to perform the latter. For a discussion on this point, see Wharton 
(2008); Sperber & Wilson (2015). 
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interpretation’, ‘pragmatic understanding’, ‘pragmatic interpretation’, or ‘interpretation of 

ostensive stimuli’, they refer to the inferential reconstruction of the propositional content deeply 

embedded within the nested set of communicative and informative intentions which are 

expressed by the ostensive communicator.3 The attribution of communicative and informative 

intentions to the speaker is thus part and parcel of the interpretation of utterances, in particular, 

and of ostensive behaviors, in general. The inference to the speaker’s intended meaning is 

ultimately an inference to a particular type of intention (i.e., a communicative intention that 

embeds an informative intention); hence, it relies on the interpreter’s capacity to metarepresent 

the speaker’s mental states (in particular, her communicative and informative intentions). This 

theoretical point is crucial to properly approach Sperber and Wilson’s Pragmatics Module 

Hypothesis and their “view of pragmatic interpretation as metapsychological through and 

through” (Sperber & Wilson, 2002: 5). In sum, the pragmatics module is first and foremost 

conceived of as a dedicated comprehension system whose proper domain are utterances and 

ostensive stimuli in general, whose inferential interpretation leads to attributing communicative 

and informative intentions to communicators. In this fundamental sense, it is depicted as a 

‘metarepresentational’ or ‘metapsychological’ module.  

 

2.2 Arguments for a ‘specialized’ pragmatics module 

Relevance theorists typically introduce the Pragmatics Module Hypothesis by providing three 

theoretical arguments for thinking of a dedicated pragmatics module: the underdeterminacy 

argument, the effect argument, and the overtness-complexity argument (see Sperber, 2000; 

Sperber & Wilson, 2002; Wilson, 2005).4 Throughout this section, we will overview these three 

arguments along with a further ‘evolutionary argument’ which preliminarily helps to frame the 

Pragmatics Module Hypothesis against the backdrop of the evolutionary-functionalist view of 

the human mind outlined by massive modularity theorists. Let us move from this latter 

argument. 

 

2.2.1 The evolutionary argument 

The evolutionary argument was originally presented by Sperber (2000; see also Origgi & 

Sperber, 2000) and more recently extended by Scott-Phillips (2015) in the current debate on 

human language evolution. This argument is a corollary of Sperber’s (2000) endeavor to 

	
3 A detailed analysis of the nested set of communicative and informative intentions will be provided in Chapters 
5 and 6. 
4 This nomenclature is partially borrowed from Jary (2010: 188-191). 
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provide evolutionary claims for the possibility that linguistic communication could have had 

an adaptive value only for ancestral species already able to engage in non-linguistic ostensive 

communication. Sperber (2000) moves from the assumption that language and 

metarepresentational abilities co-evolved in humans, and asks which one, among the two, might 

have developed first to bootstrap this co-evolutionary process. By considering both 

possibilities, he concludes that human ancestors have likely developed metarepresentational 

abilities before the emergence of conventional language. These abilities have probably evolved 

for reasons related to competition, cooperation, and manipulation, thus, not primarily for 

communicative purposes. Rudimentary forms of ostensive communication could have possibly 

emerged as a ‘side effect’ of pre-existing metarepresentational abilities; afterward, 

  

[…] the beneficial character of this side effect turned it into a function of 

metarepresentations, and created a favorable environment for the evolution of a new 

adaptation, a linguistic ability. Once this linguistic ability develops, co-evolutionary 

mutual enhancement of both abilities is easy enough to imagine (Sperber, 2000: 

127).  

 

The pragmatic comprehension module is thus hypothesized to be an evolved adaptation that 

emerged before language, to deal with the problem of inferring others’ intended meanings from 

communicative (though not properly ‘linguistic’) behaviors. This evolutionary picture has been 

recently elaborated by Scott-Phillips (2015; see also Heintz & Scott-Phillips, 2023), who 

describes ostensive communication as an exaptation from advanced forms of metapsychology.5 

Ostensive communication evolved in a partner choice social ecology where cooperative 

means for manipulating others’ mental states, and complementary inferential skills of ‘social 

vigilance’ gained adaptive value to be selected and further refined over human evolution 

(Heintz & Scott-Phillips, 2023). The critical skill which originally made ostensive 

communication possible is called “recursive mindreading”, that is, the ability to entertain the 

set of embedded metarepresentations that can (analytically) afford wholly overt communication 

to be established (Scott-Phillips, 2015: 63-68; cf. also Sperber, 2000).6 Once human ancestors 

have evolved the social skills that allowed them to interact ostensively, “they would have used 

	
5 The term “exaptation” is usually employed to refer to an adaptation that evolved as an offshoot of some other 
adaptation, through the selection of traits that have been previously selected for other purposes. This term best 
captures Sperber’s (2000) intuition that ostensive communication emerged as a side effect of pre-existing 
metarepresentational abilities.  
6 The recursive mindreading ability will be further illustrated in Chapter 5 and extensively discussed in Chapter 6. 
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whatever behaviors they had available – grunts, mimes, whatever – to make that communication 

work as best they could […]” (Scott-Phillips, 2015: 110). Recursive mindreading in interactive 

exchanges favored the emergence of a dedicated metapsychological mechanism that made 

ostensive communication operate more smoothly and efficiently; then, repeated ostensive 

interactions fostered the deployment of more conventional communicative means. In short, “the 

advent of ostensive communication made us ‘language ready’” (Scott-Phillips, 2015: 101) by 

eventually bringing about the emergence of linguistic conventional codes that, once ‘ossified’ 

into words and grammatical structures, enhanced the expressive power of early (non-linguistic) 

ostensive communication. 7  It is worth noting that this evolutionary account can well be 

understood as related to an Epistemic conception of modularity (Sect. 1.3.5) that aims at 

providing a (more or less) plausible scenario about the adaptive problems faced in ancestral 

times that brought about the emergence of a given cognitive adaptation. With respect to the 

pragmatics module, such cognitive adaptation is roughly argued to be selected to facilitate and 

smooth the recursive mindreading process that allows giving meaning to ostensive behaviors 

by recognizing communicators’ communicative and informative intentions.8 

 While the details of this evolutionary account fall beyond the scope of the present 

discussion, the idea of ostensive communication as an exaptation from advanced 

metapsychology raises the following question: Why positing the existence of a ‘dedicated’ 

comprehension system for dealing with ostensive communication instead of considering 

communication as one of several domains to which general metapsychology apply? This is, for 

instance, the line pursued by Bloom (2002), who conceives of pragmatic understanding as a 

general exercise in mindreading.9 According to this latter view, the inferential procedures 

underlying the interpretation of non-communicative behaviors in terms of mental states are 

comparable (if not the same) to those underlying the inference to the communicator’s intended 

meaning from communicative behaviors. The three theoretical arguments advanced by Sperber 

and Wilson (2002) explicitly aim at taking issue with this view. Let us discuss them in turn.  

 

2.2.2 The underdeterminacy argument 

The underdeterminacy argument rests on the idea that the limited set of goals an agent can 

	
7 According to Scott-Phillips (2015: 101-111), rudimentary ostensive communication would have been very 
painstaking and haphazard at first, being presumably enacted by pointing gestures, nods, and screams overtly 
addressed to interlocutors through eye contact. 
8 For a recent elaboration of this account which further explores the evolutionary trade-off between benefits and 
risks of ostensive communication, see Heintz & Scott-Phillips (2023). 
9 This view is grounded on empirical studies on the role of mindreading in word learning, see Bloom (2000). 
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achieve in a given situation makes it easier to interpret a non-communicative action in terms of 

underlying intentions; by contrast, there is no such facilitation in inferring speaker’s meaning, 

because the range of meanings a speaker can intend to communicate is virtually unlimited: 

“[q]uite simply, we can say so much more than we can do” (Sperber & Wilson, 2002: 11). For 

instance, inferring the intentions underlying someone’s waiting in line in front of an ATM is 

arguably constrained by the practical situation: she likely wants to get cash or make a deposit. 

In contrast, the sentence “Lisa is a fish” uttered by a speaker can in principle convey very 

different meanings: a remark about Lisa’s being a silent person, an appreciation of Lisa’s 

swimming skills, or her ability to keep secrets, a literal statement referring to a pet fish, and so 

forth. The gap between the meaning of a sentence uttered and what a speaker means by uttering 

a sentence is so great – so the argument goes – that the standard procedures for inferring 

intentions from non-communicative actions fall short when it comes to inferring 

communicative intentions from utterances. This, according to Sperber and Wilson (2002), 

makes it worth exploring the possibility of a dedicated procedure for ostensive communication.  

Taken alone, the underdeterminacy argument does not provide a strong case for a 

pragmatics module. The skeptic may point out that the practical situation, or physical context, 

where “Lisa is a fish” occurs may well constrain the range of possible meanings intended by 

the speaker. For example, if uttered at the swimming pool, it would sound like an appreciation 

of Lisa’s swimming skills, but it would be interpreted differently if occurred in a library. 

Moreover, the skeptic might accept the underdeterminacy thesis of linguistic meanings without 

being committed to a single, ‘dedicated’ inferential procedure that applies to communicative 

behaviors (e.g., Recanati, 2004). In sum, the underdeterminacy argument needs to be 

complemented by a more detailed analysis of the expectations raised by communicative 

behaviors that are not raised by ordinary actions, and by explaining how the context affects 

these expectations. Let us postpone this discussion to Sect. 2.3, to focus now on a further 

complementary argument. 

 

2.2.3 The effect argument 

The effect argument provides a more direct assessment of the viability of (some) standard 

accounts of mindreading to the task of inferring the speaker’s intended meaning. Sperber and 

Wilson (2002) focus on the rationalization and the simulation theories of mindreading. 

According to the rationalization theory (e.g., Davies & Stone, 1995), intention reading is a form 

of inference to the best rationalization of agents’ behavior based on the effect they desired to 

achieve. The inference from observed behavior to underlying intention would proceed as 
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follows: (i) decide what effect the agent could have both predicted and desired, then (ii) assume 

that this was the effect the agent intended to achieve. According to Sperber (2000), this 

inferential procedure is not viable for utterance interpretation, because the speaker’s desired 

effect just is the recognition of her intended meaning: “the intended effect cannot, therefore, be 

independently observed to occur and then be recognized as desirable and presumably 

intentional” (Sperber, 2000: 130).  

Similar considerations are moved against the simulation theory of mindreading (e.g., 

Stone & Davies 1995), for which intention reading relies on an internal simulation of the 

observed action aimed at figuring out the agent’s underlying intention from a first-person 

perspective. Sperber and Wilson (2002) contend that this procedure could work only in cases 

where the hearer already has an idea of what the speaker wants to communicate; however, this 

approach falls short of explaining why hearers typically understand unexpected or 

unpredictable contents. Hence, “[i]t is simply not clear how the standard procedures for 

intention attribution could yield attributions of speaker’s meanings, except in easy and trivial 

cases” (Sperber & Wilson, 2002: 11). In sum, the underdeterminacy and the effect argument 

can be understood as two sides of the same coin: while the former capitalizes on the potential 

open-endedness of linguistic meanings, the latter builds upon the unpredictability of speaker’s 

meanings. 

 

2.2.4 The overtness-complexity argument 

The overtness-complexity argument is rooted in Grice’s (1957) seminal idea that speaker 

meaning is constitutively determined by a set of nested intentions. Similarly, Sperber and 

Wilson argue that the information conveyed by the speaker is deeply embedded within a nested 

set of communicative and informative intentions (cf. Sect. 2.1). Moreover, “for communication 

to be overt, the speaker must not merely intend to convey certain information [informative 

intention], but must intend her audience to recognise that she has this intention [communicative 

intention]” (Wilson, 2005: 1137). As a result, the inferential comprehension of ostensive acts 

of communication would involve entertaining a complex intentional structure of nested mental 

states comprising several levels of metarepresentations (Sperber, 2000). Given that two-year-

old children engage in purposive communication but fail the first-order false belief task, 

Sperber and Wilson (2002) find it reasonable to posit a pragmatic comprehension module that 

is early available to process higher-order metarepresentations only in the communicative 

domain. In sum, according to the overtness-complexity argument, the existence of a special-

purpose pragmatics module is required to simplify the cognition of the complex intentional 
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structure of mental states underlying ostensive communication. As such, this argument 

complements the evolutionary account outlined in Sect. 2.2.1: since ostensive communication 

essentially relies on recursive mindreading, the pragmatics module evolved just for facilitating 

this seemingly complex cognitive task. Given that inferring others’ intended meanings was 

particularly adaptive for human ancestors, an evolved adaptation emerged precisely to smooth 

this cognitive process. 

Several scholars in philosophy and psychology have questioned young children’s 

involvement in full-blown ostensive-inferential communication, precisely because of the 

metarepresentational complexity that it seems to require (e.g., Breheny, 2006; Gómez, 1994; 

Millikan, 2005; Moore, 2017a), and the overtness-complexity argument glosses over a series 

of ‘developmental dilemmas’ that potentially undermine the plausibility of intentional-

inferential approaches to young children’s communication. All these dilemmas will be 

extensively discussed and addressed in Chapters 5 and 6. 

 

Taken together, the four arguments just overviewed provide likely reasons for thinking of a 

metapsychological module specialized for interpreting communicative behaviors. The corollary 

of these arguments is that mindreading is not a single, monolithic capacity, “but a set of special-

purpose mechanisms or sub-modules attuned to regularities in narrower domains” (Wilson, 

2005: 1138). As such, the Multiple Mechanisms Hypothesis underwritten by modularity 

theorists of ToM (cf. Sect. 1.4.2) provides a methodological paradigm for the Pragmatics 

Module Hypothesis, thus allowing for the possibility of describing pragmatic understanding as 

underpinned by one of the ‘metarepresentational modules’ underlying the human mindreading 

capacity. As will be shown in Chapter 3, this key aspect of Sperber and Wilson’s (2002) 

proposal is often neglected in current debates on the pragmatics module. 

 

2.3 The centerpiece of the Hypothesis 

The goal of this section is to frame the Pragmatics Module Hypothesis in the backdrop of an 

Algorithmic conception of modularity, that is, as an account of the inferential algorithmic 

procedure, or processing mechanism, that underlies the operations of the pragmatics module. 

As argued in Sect. 1.3.5, ‘algorithmic modules’ are functionally specialized to the extent that 

they exploit special-purpose procedures tailored to the regularities of their domain of inputs. 

Accordingly, I propose to move our analysis from the following preliminary question:  
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Regularities question. How to construe the regularities in the domain of ostensive 

stimuli which justify the existence of an algorithmic procedure dedicated to their 

processing?  

 

It must be noted that the Regularities question encroaches with the relevance-theoretic 

Epistemic conception of modularity, precisely because the regularities to be spelled out 

essentially depend on the hypothesized evolutionary reasons for thinking of an evolved 

adaptation specialized for ostensive stimuli. As such, the Regularities question calls for a step 

back to the central tenets of Relevance Theory as a cognitive account of communication 

grounded on a broader picture of human cognition. 

Sperber and Wilson’s central tenet is that human cognition has been subject to a 

continuous evolutionary transformation toward greater cognitive efficiency to strike the best 

possible balance between the costs and benefits of information processing. The costs amount 

to the mental effort required by our cognitive system to process a piece of information, in terms 

of attentional, mnemonic, and inferential resources; the benefits are the cognitive effects, 

namely, “enrichments, revisions and reorganization of existing belief and plans, which improve 

the organism’s knowledge and capacity for successful action” (Sperber & Wilson, 2002: 13). 

In this perspective, cognitive efficiency is a matter of allocating available attentional and 

cognitive resources to process information which is worth attending to, or technically speaking, 

relevant information. ‘Relevance’ is here understood as a property of inputs entering a cognitive 

system, and it is defined as a cost-benefit notion: all other things being equal, the smaller the 

processing effort, the greater the relevance; the greater the cognitive effects, the greater the 

relevance. The relevance of an input at a given time is a positive function of the cognitive effects 

which can be gained from processing it, and a negative function of the processing effort needed 

to achieve cognitive effects.10 According to Relevance Theory, the constant selective pressure 

toward increasing cognitive efficiency shaped human cognition to be geared to the 

maximization of relevance when processing information: this is the First, or Cognitive, 

Principle of Relevance (see Wilson & Sperber, 2004: 610) 

Against the background of this evolutionary view of human cognition, Sperber and 

Wilson (2002: 13-20) argue that the pragmatics module emerged and stabilized as a discrete 

	
10 Wilson and Sperber (2004) identify three types of cognitive effects: contextual implications that are derivable 
from the joint contribution of input and context, strengthening of existing assumptions, and revision of existing 
assumptions. 
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adaptation by exploiting regularities in the domain of ostensive communication, which are 

spelled out in the Second, or Communicative, Principle of Relevance: 

 

Communicative Principle of Relevance  

Every ostensive stimulus (utterances included) conveys a presumption of its own 

optimal relevance (see Sperber & Wilson, 1995: 260; Wilson & Sperber, 2004: 

612). 

 

We have already mentioned the input conditions of the domain of ostensive stimuli (see Sect. 

2.1); let us recall them more in detail. Ostensive stimuli are acts designed and performed by the 

communicator (a) to attract the addressee’s attention, and (b) to direct the addressee’s 

inferential effort toward the communicator’s intended meaning. As already argued, the class of 

ostensive stimuli constitutes the processing domain of the pragmatics module; hence, it is with 

reference to the class of ostensive stimuli that the pragmatics module is said to be domain 

specific. The presumption of optimal relevance enclosed in the Communicative Principle is 

‘rationally reconstructed’ along the following lines: 

 

Presumption of optimal relevance 

The ostensive stimulus is presumed to be: 

(i) relevant enough to be worth the audience’s attention and processing effort; 

(ii) the most relevant one compatible with the communicator’s abilities and 

preferences (see Sperber & Wilson, 1995: 266-278; Wilson & Sperber, 2004: 

612).  

 

On the one hand, the presumption of optimal relevance and the Communicative Principle jointly 

specify the regularities in the domain of ostensive stimuli that justify (on evolutionary grounds) 

the existence of an algorithmic procedure specialized for ostensive stimuli, thus providing an 

answer to the Regularities question. On the other hand, the presumption of optimal relevance 

spells out the pragmatic expectations raised in the audience by ostensive stimuli.11 Specifically, 

clause (i) states that the audience is entitled to expect that the information provided is at least 

relevant enough to be worth his processing effort, “otherwise, he will not attend to it at all” 

(Wilson, 2016: 86). Instead, clause (ii) follows from the fact that communicators aim at being 

	
11 A closer analysis of the twofold explanatory role played by the presumption of optimal relevance and its 
implications with respect to Epistemic and Algorithmic conceptions of modularity will be provided in Chapter 4.  
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understood, thus, it is reasonable for the audience to expect that they will provide the most 

relevant information to pursue this aim. Still, “[t]here may be relevant information that they are 

unable or unwilling to provide, and ostensive stimuli that would convey their intentions more 

economically, but that they are unwilling to produce, or unable to think of at the time” (Wilson 

& Sperber, 2004: 612), and clause (ii) accounts just for that. Importantly, relevance theorists 

argue that the addressee expects optimal relevance only when the communicator produces 

ostensive stimuli or performs ostensive behaviors since they have the peculiarity of ‘pre-

empting’ human attention in unique ways; by contrast, no expectation of optimal relevance is 

entitled when it comes to non-communicative (i.e., non-ostensive) behaviors. This key point 

can be captured by distinguishing between intentional calls for attention and intentional 

behaviors tout-court.  

An intentional behavior (e.g., picking berries from the bush) does not elicit any 

pragmatic/communicative expectation in the observer, precisely because, by itself, it does not 

directly call the observer to direct their attentional resources and processing efforts to it. Indeed, 

the observer might form some expectation (e.g., the agent’s preference for berries) and even 

infer some further assumption upon the agent’s intentional behavior (e.g., the berries are 

edible); however, unless the intentional agent overtly calls the observer’s attention by 

addressing their behavior ostensively, no presumption of optimal relevance would be conveyed 

– and conversely, no expectation of optimal relevance would be raised. By contrast, an 

intentional call for attention, typically enacted by the production of ostensive stimuli, allows 

for addressing an intentional (communicative) behavior to a specific receiver, thus calling them 

to preferentially spend cognitive efforts for processing it over competing proximal stimuli, with 

the tacit guarantee that it is worth doing it: 

 

This can be understood intuitively by thinking of situations where one person is 

clearly paying attention to something and someone else addresses them. If I am 

watching a TV programme and you speak to me, you must think that what you have 

to tell me is more worthy of my attention than the TV programme (Clark, 2013: 

108).  

 

Moreover, the receiver is entitled to expect that the ostensive stimulus produced by the 

communicator is the most relevant one that they could devise at that time for being understood. 
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Crucially, this holds for both linguistic and non-linguistic ostensive acts, while nothing entitles 

expecting optimal relevance from intentional behaviors tout-court.12  

Having provided an answer to the Regularities question, and having preliminarily 

introduced the Communicative Principle and the presumption of optimal relevance, we can now 

move to the following central question:  

 

Algorithmic question. Which is the inferential algorithmic procedure exploited by 

the pragmatics module to process ostensive stimuli?  

 

According to Sperber and Wilson (2002), the inferential procedure applied to any attended 

ostensive stimulus can be spelled out as follows: 

 

Relevance-guided comprehension procedure 

a. Follow a path of least effort in computing cognitive effects, by testing interpretative 

hypotheses in order of accessibility.13 

b. Stop when your expectations of optimal relevance are satisfied (or abandoned).  

 

The relevance-guided comprehension procedure is the inferential processing mechanism, or 

algorithmic procedure, that is automatically and effortlessly applied to linguistic utterances, in 

particular, and ostensive stimuli, in general, to reconstruct the communicator’s intended 

meaning. The relevance-guided comprehension procedure articulates the Pragmatics Module 

Hypothesis in the background of an Algorithmic conception of modularity; hence, it can 

arguably be construed as the centerpiece of the Pragmatics Module Hypothesis. Two aspects 

are worth stressing at this stage.  

Firstly, Sperber and Wilson (2002) conceive of the relevance-guided comprehension 

procedure as a ‘fast and frugal heuristic’ in the sense of Gigerenzer et al. (1999), that is, a non-

demonstrative inferential process that automatically accomplishes a certain task in a quite 

efficient (though error-prone) way, while ensuring economy of processing effort. Secondly, 

Sperber and Wilson (2002: 18) describe the presumption of optimal relevance as ‘incorporated’, 

	
12 A detailed discussion of the different kinds of expectations of optimal relevance raised by non-verbal ostensive 
acts will be offered in Chapter 4, with a specific focus on infant-directed ostensive communication. The distinction 
between intentional behaviors and intentional calls for attention will be resumed and further illustrated throughout 
Chapter 5. 
13 In cases of linguistic utterances, interpretative hypotheses can be about (a) the explicit content of an utterance, 
(b) intended contextual assumptions, (c) intended contextual implications. Hence, they are constructed by way of 
pragmatic processes of lexical disambiguation, reference resolution, and implicature derivation, among the others. 
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or ‘built into’ the comprehension procedure.14 Since the presumption of optimal relevance 

spells out the pragmatic expectations raised in the audience (see above), such expectations are 

argued to assist the unfolding of the comprehension procedure; moreover, expectations of 

optimal relevance determine the stopping point of the comprehension procedure (see clause b), 

thus acting as a criterion of pragmatic acceptability for a given interpretative hypothesis to be 

retained as the communicator’s intended one.15 Importantly, these expectations are occasion-

specific, hence, they are modulated by the context in which the comprehension process occurs. 

Crucially, in Relevance Theory, the context of interpretation is conceived of as a psychological 

construct: 

 

A context in this sense is not limited to information about the immediate physical 

environment or the immediately preceding utterances: expectations about the 

future, scientific hypotheses or religious beliefs, anectdotal memories, general 

cultural assumptions, beliefs about the mental states of the speaker, may all play a 

role in interpretation (Sperber & Wilson, 1986/1995: 15-16). 

 

The inherently context-sensitive nature of the audience’s expectations of relevance allows the 

comprehension procedure to be influenced by information that is not directly processed by the 

pragmatics module (e.g., background assumptions, or beliefs). Still, contextual information 

affects the interpretative process by calibrating the audience’s expectations of optimal 

relevance that guide the comprehension procedure. This theoretical point is crucial because 

what counts as ‘optimally relevant’ is determined by the context of interpretation, which can 

alter the order of accessibility of tested interpretative hypotheses as well as the comprehension 

procedure’s stopping point. Let us illustrate how the relevance-guided comprehension 

procedure applies to the resolution of linguistic indeterminacies by borrowing an example 

discussed by Sperber and Wilson (2002: 19-20): 

 

(1) Peter: Can we trust John to do as we tell him and defend the interests of the Linguistic 

Department in the University Council? 

	
14 Importantly, this does not imply that the presumption of optimal relevance needs to be consciously entertained 
by the hearer: “[t]he content of this presumption of relevance may be rationally reconstructed along the lines just 
shown, but there is no need to assume that hearers go through such a rational reconstruction process in interpreting 
utterances” (Sperber & Wilson, 2002: 18). A novel analysis of the presumption of optimal relevance aimed at 
capturing its being ‘incorporated’ or ‘built into’ the relevance-guided comprehension procedure will be offered in 
Chapter 4. 
15 For an in-depth analysis of this point, see Mazzarella (2013). 
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Mary: John is a soldier! 

 

The decoded meaning of the sentence uttered by Mary contains the concept SOLDIER, which 

includes a range of encyclopedic properties and attributes about soldiers that can be activated 

at different degrees as a function of the context in which Mary’s utterance occurred. 

Considering the present context and Peter’s prior allusion to trust and commitment to the 

Department’s interests, it is possible to reconstruct the order of accessibility of the encyclopedic 

properties associated with the lexically encoded concept, which in turn make available the 

following interpretative hypotheses: 

 

(2) (a) John is devoted to his duty. 

(b) John willingly follows orders. 

(c) John does not question authority. 

(d) John identifies with the goals of his team. 

(e) John is a patriot. 

(f) John earns a soldier’s pay. 

(g) John is a member of the military. 

 

By following the relevance-guided comprehension procedure, Peter considers these hypotheses 

in order of accessibility, arrives at the metaphorical interpretation that satisfies his expectations 

of relevance (i.e., 2d), and stops here without considering further alternatives, let alone the 

literal interpretation (i.e., 2g). Importantly, the same procedure can arguably yield different 

outcomes in a modified context: 

 

(3) Peter: What does John do for a living? 

Mary: John is a soldier! 

 

In this case, as Sperber and Wilson (2002) suggest, the order of accessibility of the respective 

implications may be reversed as compared to (1). In this new context, the literal interpretation 

(2g) would likely be enough to satisfy Peter’s expectations of relevance, thus determining the 

stopping point of the procedure without the need to consider further possible interpretations 

(e.g., 4f – 4a). This example illustrates how the same relevance-guided heuristic can yield 

different possible interpretations (respectively, a metaphorical and a literal one) depending on 

the context of the utterance. Notably, the analysis just provided allows complementing on 
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theoretical grounds the underdeterminacy argument outlined in Sect. 2.2.2: the gap between the 

linguistic meaning of a sentence uttered and the speaker’s meaning is bridged by a specialized 

comprehension heuristic guided by domain-specific expectations of optimal relevance which 

are variably influenced as a function of the communicative context (intended as a 

‘psychological construct’, see above). 

Taking stock, let us resume the main points raised in this section. Since ‘algorithmic 

modules’ exploit special purpose procedures tailored to the regularities of their proper domain, 

we preliminarily moved from the Regularities question to specify the regularities in the domain 

of ostensive stimuli, and we answered this question by introducing the Communicative 

Principle and the presumption of optimal relevance. Being based on a broader evolutionary 

picture of human cognition, the Communicative Principle of Relevance should better be 

understood on the background of an Epistemic conception of modularity: in the absence of 

specific regularities for ostensive stimuli, the specialized comprehension procedure guided by 

the searching for optimal relevance would never have evolved and stabilized during human 

evolution. In addition, the presumption of optimal relevance spells out the pragmatic 

expectations which assist the algorithmic inferential procedure implemented by the pragmatics 

module, thus articulating the relevance-theoretic Algorithmic conception of modularity 

centered on the relevance-guided comprehension procedure and offering a comprehensive 

answer to the central Algorithmic question. As suggested above, the relevance-guided 

comprehension procedure, or comprehension heuristic, is the centerpiece of the Pragmatics 

Module Hypothesis, and it will henceforth be taken as crucial for unpacking the theoretical and 

empirical implications of the present Hypothesis.  

 

An interesting point entailed by the purported ‘incorporation’ of the presumption of optimal 

relevance within the relevance-guided comprehension procedure, is that a closer analysis of the 

different expectations of optimal relevance allows disentangling (at least) three different 

versions of the comprehension procedure (Mazzarella, 2015; 2016). This point is tightly related 

to Sperber's (1994a) threefold distinction among pragmatic interpretative strategies.  

 

2.4 Sperber’s tripartition 

In a seminal paper, Sperber (1994a) proposes a theoretical distinction between three strategies 

that the audience may exploit in interpreting utterances. These strategies are named, 

respectively, ‘naïve optimism’, ‘cautious optimism’, and ‘sophisticated understanding’. The 

three strategies provide an interesting theoretical framework for conceptualizing the 
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relationship between the pragmatics module and other metarepresentational mechanisms 

responsible for epistemic state attribution. More generally, the three interpretative strategies 

provide a useful theoretical benchmark through which the nexus between pragmatic 

interpretation and general mindreading abilities can be explained and investigated. In this 

section, I will analyze Sperber’s (1994a) tripartition along three different dimensions: the 

interpreter’s assumptions about the speaker’s competence and benevolence, the varieties of 

relevance expectations underlying the three strategies, and the distinct metarepresentational 

abilities required to pursue them. 

 

2.4.1 Competence and benevolence 

In the first place, the three strategies rely on three different assumptions about the speaker’s 

competence and benevolence. In ‘naïve optimism’, the interpreter assumes that the speaker is 

both competent and benevolent: competent enough to figure out what is relevant and salient to 

the hearer in order to avoid misunderstanding, and benevolent enough not to mislead him.16 In 

other words, the naïve interpreter is optimistic to the point of assuming that the speaker would 

sincerely formulate her utterance in a way that makes the inferential retrieval of her intended 

meaning as easy as possible. As a consequence, he simply assumes that the first relevant 

interpretation of the speaker’s utterance that occurs to him – that is, the most accessible relevant 

interpretation – is the intended one. Instead, the ‘cautiously optimistic’ interpreter assumes the 

speaker to be benevolent, but not necessarily competent, thus allowing for the possibility that 

the speaker could have misjudged what would be most accessible and relevant to him. In this 

sense, the cautious interpreter does not uncritically accept the first-come relevant interpretation 

but scrutinizes it in the light of what he knows about the speaker. If the most accessible 

interpretation passes this critical evaluation, it will be retained as the intended one; otherwise, 

a second-come hypothesis will be tested in the same way, until his expectations of relevance 

are satisfied. To illustrate the difference between naïve and cautious optimism, Sperber (1994a) 

discusses the following example.  

Suppose that Carol and John have left their child at home with the babysitter to go to a 

party. The babysitter usually leaves at midnight. At 11:30 pm, Carol tells John “It’s late”, 

clearly alluding to the arrangement with the babysitter. Unbeknownst to Carol, John is very 

worried about a delivery that should have been made earlier that day, and the first interpretation 

	
16 Following the common usage, I will occasionally refer to generic speakers (S) and hearers (H) by distinguishing 
them on the basis of gender – S(he) and H(e). 
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coming to his mind is the one referring to the delivery, rather than to the babysitter. Naïve-John 

would stop at the ‘egocentric’ interpretation concerning the delivery, without considering that 

Carol doesn’t know the reason for his worrying (let alone his being worried). By contrast, 

cautious-John would reject the most accessible interpretation and would find another one 

compatible with Carol’s epistemic states: she doesn’t know that he is wondering whether the 

delivery took place, so, she is likely referring to the arrangement with the babysitter (and she is 

implying that it’s time to leave). In other terms, naïve-John mistakenly attributes to Carol the 

intention to communicate that [ItDELIVERY is late], while cautious-John realizes that she could 

not intend to communicate something that she does not know. Hence, he attributes the 

interpretation that Carol might have thought would be relevant enough and most easily 

accessed: [ItHOUR is late], thus implying that it’s time to leave because of the babysitter. 

In ‘sophisticated understanding’ the interpreter is called to cope with the speaker’s 

misleading intentions. The sophisticated interpreter does not take for granted the competence 

and benevolence of the speaker but assumes that she intends to seem competent and benevolent. 

Imagine this time that Carol has made a special arrangement with the babysitter, who will stay 

at their place until one. Carol is not enjoying the party, and at 11:30 pm, she says to John “It’s 

late”. Carol thinks (mistakenly) that John does not know about the special arrangement, while 

actually John knows about that, and she deceptively intends to communicate to him that it is 

time to leave because of the babysitter. Sophisticated-John is able to evaluate Carol’s 

competence and benevolence with respect to the present exchange without assuming both by 

default. Thus, he will recognize that Carol is trying to mislead him because she is unaware that 

he knows about the special arrangement, and he will correctly attribute to her the deceptive 

intention to communicate that it is time to leave because of the babysitter, despite both knowing 

about the special arrangement.17 In other terms, sophisticated-John will attribute to Carol the 

interpretation that she might have thought would seem relevant enough to him, but he won’t 

come to trust her because he will grasp her intention to mislead him.  

In sum, the three interpreters have different attitudes with respect to the speaker’s 

competence and benevolence: while naïve-John assumes both, cautious-John drops the 

competence assumption; instead, sophisticated-John critically evaluates both without taking 

them for granted. 

	
17 Note that, in this scenario, cautious-John would have misunderstood Carol, because deceptive intentions cannot 
be grasped by taking for granted the speaker’s benevolence (Sperber, 1994a). Hence, he would have likely 
interpreted Carol’s utterance as conveying that it is late with respect to some other schedule or expectations (e.g., 
it is getting late to take the last bus to go home). 
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2.4.2 Varieties of relevance expectations 

The second dimension through which Sperber’s tripartition can be examined focuses on the 

different expectations of relevance that drive the comprehension procedure(s) deployed by the 

three interpreters. Different attitudes toward the speaker’s competence and benevolence raise 

different expectations of relevance, which, in turn, impact the interpretative process by 

determining different stopping points of the relevance-guided comprehension procedure. 

Specifically, naïve-John expects actual optimal relevance because he stops at the most 

accessible interpretation that is relevant enough to him by assuming that it is the one intended 

by the speaker. Cautious-John, instead, realizes that Carol might have failed to produce the 

most relevant utterance for him because she does not know what was going on in his mind. In 

this case, the comprehension procedure is guided by expectations of attempted optimal 

relevance, which would not be satisfied by the most accessible interpretation about the late 

delivery. Lastly, in order to grasp Carol’s intention to communicate a misleading piece of 

information, sophisticated-John must be guided by expectations of purported optimal 

relevance, which are needed to reconstruct the interpretation that, deceitfully, Carol might have 

thought would seem relevant to John (see Wilson & Sperber, 2004: 625).  

As Mazzarella (2015; 2016) points out, framing the three strategies with respect to the 

different expectations of relevance allows to spell out three different versions of the relevance-

guided comprehension procedure which differ with regard to clause (b), that is, the one 

determining its stopping point in compliance with the hearer’s expectations of relevance. This 

is illustrated by the following table: 

 

 (a) Follow a path of least effort in computing cognitive effects:  

Test interpretative hypotheses in order of accessibility. 

Naïve optimism (b1) Stop when your expectations of actual optimal relevance are 

satisfied (i.e., stop at the first relevant enough interpretation) 

Cautious 

optimism 

(b2) Stop when your expectations of attempted optimal relevance are 

satisfied (i.e., stop at the first interpretation that the communicator 

might have thought would be relevant enough to you) 

Sophisticated 

understanding 

(b3) Stop when your expectations of purported optimal relevance are 

satisfied (i.e., stop at the first interpretation that the communicator 

might have thought would seem relevant enough to you) 

Table 1. Three versions of the relevance-guided comprehension procedure (Mazzarella, 2016) 
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In sum, the adoption of different interpretative strategies relies on expectations about optimal 

relevance which can vary with respect to their degree of sophistication, thus setting different 

stopping points for the comprehension procedure. As argued above (Sect. 2.3), expectations of 

optimal relevance are modulated by the context of interpretation, which, in Relevance Theory, 

is described as a psychological construct. In the present case, the factors of the psychological 

context determining the degree of sophistication of the expectations of optimal relevance (being 

actual, attempted, or purported) relate to the interpreter’s beliefs about the epistemic states of 

the speaker. Therefore, increasingly sophisticated expectations of optimal relevance hinge on 

increasingly complex metarepresentational abilities. 

 

2.4.3 Metarepresentational requirements 

The third and last dimension concerns the different metarepresentational abilities required by 

the three interpretative strategies. Let us consider cautious optimism and sophisticated 

understanding in the first place. On the one hand, cautious-John’s rejection of the first-come 

‘egocentric’ delivery-related interpretation depends on considerations about Carol’s epistemic 

states: “Carol does not know that John is worried about the late delivery”. Therefore, according 

to Wilson (2000: 423), cautious optimism would require at least first-order ToM abilities. On 

the other hand, sophisticated-John’s spotting of Carol’s lie requires the attribution of second-

order epistemic states: “Carol believes that John believes that the babysitter will leave at 

midnight”, or alternatively, “Carol does not know that John knows that the babysitter will leave 

at one”. Thus, sophisticated understanding likely hinges on second-order ToM abilities.  

By framing the three strategies with respect to the interpreter’s ability to manipulate 

increasingly higher order metarepresentations, Wilson (2005: 1146) suggests that Sperber’s 

tripartition may match with three distinct developmental stages that go along with the 

acquisition of increasingly complex ToM abilities. Specifically, she suggests that the 

acquisition of first-order ToM may signal the move from naïve to cautious optimism, while the 

emergence of second-order ToM might correlate with children’s mastering of sophisticated 

understanding.18 The empirical implications of this suggestion have been recently explored in 

developmental pragmatics by Mazzarella and Pouscoulous (2021), who review and discuss a 

large number of studies that investigate young children’s ability to monitor the interlocutor’s 

	
18 Before Wilson (2005), the ‘developmental reading’ of the three interpretative strategies was sketched in Sperber 
(1994a), Wilson (2000), and fully anticipated in Carston (1997). 
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competence and benevolence in several experimental settings. Drawing on these studies, they 

argue that children’s pragmatic development “is all internal to a ‘cautious optimistic strategy’, 

and no stage corresponding to ‘naïve optimism’ is clearly identifiable” (Mazzarella & 

Pouscoulous, 2021: 9). Instead, the correlation between sophisticated understanding and 

second-order metarepresentational abilities appears to be empirically plausible in light of 

current developmental data, and worthy of further systematic research (see also Mazzarella & 

Pouscoulous, 2023). 

As regards naïve optimism, this strategy seems to require very few metarepresentational 

resources on the interpreter’s part:  

 

A Naively Optimistic hearer has no need to think about the speaker’s mental states 

in order to identify her meaning: the only time he needs to represent the speaker’s 

thoughts is when, having found an acceptable interpretation, he concludes that it is 

the intended one (Wilson, 2005: 1142). 

 

This passage highlights two crucial aspects of Sperber’s tripartition that will be further explored 

in Chapter 3. Firstly, naïve optimism seems not to rely on the interpreter’s ToM abilities. More 

specifically, the naïve interpreter does not employ assumptions about the speaker’s epistemic 

states as premises in utterance interpretation. Hence, no metarepresentational premise about the 

speaker’s epistemic states is apparently involved in the comprehension procedure guided by 

expectations of actual optimal relevance. By contrast, first- and second-order epistemic states 

figure as premises of the interpretative process undertaken, respectively, in cautious optimism 

and sophisticated understanding. This point suggests that proper ToM processes are not 

necessarily involved in utterance interpretation; in particular, when utterance interpretation 

unfolds through the naïve strategy, the interpretative process seems not to be affected by ToM. 

This aspect will be discussed in the next chapter in relation to current empirical evidence in 

experimental pragmatics. 

Secondly, although no considerations about the speaker’s epistemic states apparently 

affect the naively optimistic strategy, the output of the naïve interpretative process is construed 

as ‘metarepresentational’. This follows from the idea that, whatever strategy is being employed, 

the outcome of pragmatic interpretation is ultimately an interpretative hypothesis about the 

speaker’s intended meaning, that has, indeed, an intrinsic mentalistic character. This idea lies 

at the core of the intentional-inferential model of communication: “Grice treats the 

comprehension process as starting from a metarepresentation of an attributed utterance and 
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ending with a metarepresentation of an attributed thought” (Wilson, 2000: 412); importantly, 

this idea is still endorsed in the cognitive framework of Relevance Theory. In other words, the 

output of pragmatic interpretation is the propositional content p conveyed by the speaker, that 

is attributed to the speaker as the one she meant to convey (i.e., “the speaker means that p”); 

hence, it necessarily has a metarepresentational character, independently of the actual 

integration of further epistemic states, such as the speaker’s first- or second-order beliefs, as 

contextual information in the interpretative process. The claim about the metarepresentational 

nature of the output is highly contended by some critics of the modular view of pragmatics 

(e.g., Kissine, 2016). In the next chapter, we will discuss its implications on theoretical and 

empirical grounds. 

 

Overall, Sperber’s (1994a) tripartition provides an insightful theoretical framework through 

which the relationship between pragmatic interpretation and general mindreading abilities can 

be explained. In this section, we have outlined it along three different (although related) 

dimensions: (a) assumptions about the speaker’s competence and benevolence, (b) varieties of 

relevance expectations, and (c) metarepresentational requirements. The possibility to spell out 

the tripartition along these three dimensions makes it amenable to be developed through 

different theoretical and empirical perspectives. For instance, some relevance-theorists (e.g., 

Carston, 1997; Mazzarella & Noveck, 2021; Wilson, 2000; 2005; Wilson & Sperber, 2004) 

focused on (b) and (c) to defend the modular account of pragmatics and to indicate possible 

directions of research. Others (e.g., Mazzarella 2015; 2016; Mazzarella & Pouscoulous, 2021; 

2023; Padilla-Cruz, 2012), variably developed (a) and (b) to explore the relationship between 

pragmatics and epistemic vigilance on both theoretical and empirical grounds.19 Furthermore, 

emphasis on (c) has motivated arguments against the modular approach grounded on empirical 

data concerning the selective pragmatic profile of autistic people (e.g., Kissine, 2013; 2016). 

This latter point will be extensively discussed in Chapter 3.  

For the time being, it is important to bear in mind that Sperber’s (1994a) seminal 

tripartition describes ToM as variably involved, or even uninvolved in utterance interpretation. 

From a modular perspective, this entails that the pragmatics module, though tightly related to 

other ToM mechanisms, is ultimately conceived of as distinct from them. In other words, 

	
19 Epistemic vigilance is the cognitive capacity that allows the interpreter to assess the speaker’s reliability and 
the credibility of what they say. In particular, it is employed as an umbrella term for indicating the suite of cognitive 
mechanisms that calibrate the interpreter’s epistemic trust and allow evaluating the compatibility of received 
information with previously held beliefs (see Sperber et al., 2010). 
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despite pragmatic understanding being arguably enhanced by epistemic states attribution, 

pragmatics and ToM are conceived of as different constructs, both theoretically and 

empirically. Hence, nothing seems to suggest that pragmatics and ToM must necessarily 

overlap. This crucial point will turn out to be useful for properly addressing the contemporary 

debate around the pragmatics module in experimental pragmatics. 

 

2.5 The features of the pragmatics module 

The goal of this section is to provide an overview of the features of the pragmatics module by 

taking stock of the arguments outlined above. In Sect. 2.3, I provided an account of the 

Pragmatics Module Hypothesis in the backdrop of an Algorithmic conception of modularity. 

As discussed in Sect. 1.3.5, the only necessary feature required by algorithmic modules is 

domain specificity; to the extent that the pragmatics module is dedicated to the processing of 

ostensive stimuli (hence, utterances), it can arguably be taken as domain-specific, thus fulfilling 

this fundamental desideratum. Still, algorithmic modules can share some of the features 

included in Fodor’s checklist. Let us explore this point with respect to the pragmatics module 

in light of the reconceptualization of modular systems in the massively modular view. 

Firstly, the task of the pragmatics module is to interpret utterances and ostensive stimuli 

by using the relevance-guided comprehension procedure. As argued above (Sect. 2.3.), the 

comprehension procedure is construed as a ‘fast and frugal heuristic’ that is automatically and 

effortlessly applied to any attended ostensive stimulus and operates quickly, in a (mostly, but 

not necessarily) unconscious and unreflective way. In this respect, the pragmatics module is 

characterized by automaticity and speediness, if not in a strict Fodorean sense, at least in a 

looser, intuitive sense.20 

Secondly, the interpretation of ostensive stimuli, or pragmatic interpretation, always 

leads to the attribution of communicative and informative intentions to the communicator: this 

is a crucial tenet of the ostensive-inferential model outlined by Relevance Theory. The 

pragmatics module is conceived of as a “metarepresentational module” because it underlies the 

interpreter’s capacity to attribute communicative and informative intentions (Sect.  2.1). This 

has two important theoretical implications. On the one hand, it grounds Sperber and Wilson’s 

	
20  In Fodor’s (1983) framework, automaticity and speediness are strongly correlated with informational 
encapsulation, and most importantly, in Fodor’s gloss of the term, “automaticity” is ambiguously related to the 
module’s operations being (i) unconscious, (ii) involuntary, and (iii) mandatory (cf. Sect. 1.1). While the 
pragmatics module presumably operates involuntarily and mandatorily (for a distinction among the two, see 
Sperber, 2005), it does not necessarily operate in unconscious way (see above). As regards the purported 
correlation with informational encapsulation, read below. 
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(2002) idea of pragmatics as a sub-module of mindreading. Communicative and informative 

intentions are kinds of mental states, and mindreading broadly refers to the ability to interpret 

others’ behavior in terms of mental states. In this sense, the pragmatics module is construed as 

a sub-mechanism of mindreading dedicated to attributing communicative and informative 

intentions, just like ID and SAM in Baron-Cohen’s Mindreading System are dedicated, 

respectively, to volitional and joint attentional states (see Sect. 1.4.2).  On the other hand, the 

metarepresentational character of the pragmatics module grounds the claim about the 

metarepresentational nature of the output of pragmatic interpretation: “[t]he pragmatics module 

takes as input an ostensive stimulus and delivers as output an interpretative hypothesis about 

the communicator’s meaning” (Mazzarella, 2016: 186). As discussed above, in Relevance 

Theory, pragmatic interpretation always requires the interpreter to form a metarepresentation 

involving an attributed thought (i.e., “the speaker means that p”), also when naïve-interpreters 

do not integrate the communicator’s first- or second-order epistemic states in the 

comprehension process (cf. Sect. 2.4.3). The metarepresentational nature of the pragmatics 

module and the output it delivers are two pillars of the Pragmatics Module Hypothesis. 

Thirdly, metarepresentational modules are broadly located at the higher layer of 

Sperber’s (1994b) multi-tiered structure of the modular mind, and in Carston’s (1997) view, 

informational encapsulation diminishes along the hierarchies of modules in the massively 

modular mind. Importantly, even in the backdrop of a graded notion of encapsulation, this 

property is inversely proportional to the level of interconnections of a given module with other 

cognitive mechanisms: the more a module is interconnected and integrates outside information, 

the less it is encapsulated (see Sect. 1.3.2). The inferential comprehension procedure is 

inherently context-dependent and highly influenced by the hearer’s occasion-specific 

expectations (see Sect. 2.3); hence, the standard position in Relevance Theory is that the 

pragmatics module is largely unencapsulated: “[s]ince there is no principled restriction on the 

type or source of contextual information used in constructing hypotheses about the speaker’s 

meaning, the process would be global in Fodor’s sense” (Wilson, 2005: 1140-1141). This 

position – i.e., the unencapsulation of the pragmatics module – is the one that will be adopted 

throughout the present thesis.21   

	
21 The encapsulation of the pragmatics module is tentatively considered by Carston (1997: 21-22) with reference 
to the existence of some pragmatic illusions involving negations (e.g., “No head injury is too trivial to ignore”). 
As far as I know, this hint has not been further developed. To be fair, Sperber (1994b; 2005) concedes that 
flexibility and globality of processing can be explained by admitting the encapsulation of modular systems in the 
backdrop of an enzymatic conception of modularity (cf. Sect. 1.3.2), but this account has never been explored as 
regards the pragmatics module. Moreover, this line of reasoning would go along with a radical view of the mind 
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Finally, the property of innateness is often mentioned as a likely feature of the 

pragmatics module. Carston (1997: 22) takes it plausible in light of early empirical studies on 

pre-verbal communication, and Wilson and Sperber explicitly concede it: 

 

[…] just as children do not have to learn their language but come with a substantial 

innate endowment, so they do not have to learn what ostensive-inferential 

communication is, but come with a substantial innate endowment. (Wilson & 

Sperber, 2004: 625) 

 

As seen in the previous chapter (Sect. 1.3.3; 1.4), nativism can be articulated in different ways, 

and a full-fledged account of nativism with respect to the pragmatics module is lacking in the 

relevance-theoretic framework. In Chapter 4, I will fill this explanatory gap and I will argue for 

its empirical plausibility in relation to available data in developmental research. For the time 

being, let us present a series of empirical studies with young children that (defectively) put to 

test some specific facets of the Pragmatics Module Hypothesis. 

 

2.6 How (not) to test the Hypothesis   

The goal of this section is to present and discuss early attempts to empirically support the 

Pragmatics Module Hypothesis by testing some theoretical arguments behind it (cf. Sect. 2.2).22 

The first study explicitly investigating the hypothesis of a dedicated pragmatics module 

was run by Happé and Loth (2002) with preschoolers. The authors drew from the effect 

argument (Sect. 2.2.3) and the overtness-complexity argument (Sect. 2.2.4) to explore the 

possibility of an early emergence of ToM for communicative purposes. From the effect 

argument, they took the broad idea that communicative interactions involve different inferential 

procedures as compared to general mindreading; from the overtness-complexity argument, they 

probed the suggestion that the pragmatics module might be early available to process higher-

order metarepresentations only in the communicative domain. Capitalizing on existing studies 

about the facilitating role of shared attention in toddlers’ word learning (e.g., Bloom, 2000), 

Happé and Loth (2002) confronted the performances of 3- to 5-year-olds in two versions of the 

	
as modular through and through, or ‘teeming modularity’ in Sperber’s (2005: 59) terms, towards which the 
approach pursued in this thesis is uncommitted (Sect. 1.4.2).  
22  Back in the day, Wilson (2005) pointed to early studies on functional dissociations between general 
mindreading and pragmatic language (e.g., Bishop, 1997). However, these studies mainly investigated the 
production side, hence, they cannot inform about the hypothesis of a pragmatic comprehension module. In this 
section, I merely focus on Happé and Loth’s (2002) experiment and later replications. More relevant studies in 
developmental psychology will be discussed in Chapter 4. 
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false-belief task: the standard one (i.e., the Sally-Anne task) and a word-learning variant.	23 In 

the word-learning variant, children were presented with a puppet (Mary) who put a novel object 

A in a box, closed the lid, and left the scene. Another puppet (Tom) entered, removed the object 

from the box, and substituted it with another novel object B.24 Then, Mary returned to the scene, 

picked up the closed box, and named the content (e.g., “Do you want to see the modi? There’s 

a modi in this box! Let’s see the modi!”). Later, the experimenter presented both objects to the 

child, who was asked to indicate which one was ‘the modi’. Results showed that, of all the 

children who passed the world-learning version, 65% of them failed the Sally-Anne task; 

instead, among the few children who passed the standard task, only 20% of them failed the 

word-learning variant. In sum, this experiment provided partial evidence that pre-schoolers may 

track false beliefs more easily in a word-learning (communicative) context as compared to when 

they must predict the action of a false believer. Still, the authors remained cautious in 

interpreting this as strong evidence for a pragmatics module: 

 

The present study […] is by no means definitive in its suggestion of precocious 

theory of mind for communication. It requires replication and, ideally, extension to 

younger age groups. However, our results are at least suggestive of the possibility 

that distinct theory of mind competencies may develop in different domains […]. 

It may be that we need to think of not one ‘theory of mind mechanism’ (ToMM) 

but several such ToMMs, with one important specialisation being the recognition 

of a communicator’s intent (Happé & Loth, 2002: 32). 

 

Similar results were obtained with 36-months olds (Carpenter et al., 2002), but later replications 

gave mixed results (Houston-Price et al., 2011; Exp. 3). More recently, Papafragou et al. (2017) 

have provided a critical examination of these studies aimed at improving the present 

experimental paradigm. As they point out, different results could be related to important 

asymmetries between the two tasks, which could have imposed unbalanced inhibitory demands 

on young children. To overcome asymmetries, Papafragou and colleagues devised a new design 

in which the two conditions were confronted through balanced tasks by presenting children 

with the following video scenario. A wolf (Lucy) appeared on the screen and directed the 

	
23 Specifically, they used Sullivan & Winner’s (1993) ‘deceptive version’ of the Sally-Anne task, which was 
shown to enhance children’s performance. 
24 A true-belief control condition in which Mary returned in time to see the substitution was added to rule out the 
possibility that children solved the task by simply associating the agent, the target object, and the given label. 
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children’s attention to a novel object A, by saying “Look what I have! Let’s put it away now. 

Let’s put it in this box to keep it safe!”. She placed the object into the box, and said: “I’m tired 

now, so I’m going to take a nap. Will you watch this while I’m asleep? Keep it safe while I take 

a nap!”. Then, Lucy left, and a monkey (David) entered the scene with a new object B, saying: 

“Look what I have! Let’s play a trick on Lucy. Let’s be very quiet so we don’t wake Lucy. I 

take this one out of the box and put this one in”.25 Then, David switched the two objects and 

left the scene by taking object A away before Lucy returned. At this point, the scenario varied 

across two conditions: Belief Attribution (BA) and Labeling (Lab). In BA, Lucy approaches the 

box and stays silent; in Lab, Lucy names the novel object: “It’s time to play with the modi! 

Remember the modi? There’s a modi in this box!”. Then, the experimenter put the two objects 

in front of the child and asked a test question that differed across the two conditions: “Which 

one does Lucy think is inside the box?”, or “Which one is the modi?”. Results from BA were 

in line with the developmental trajectory of standard false-belief tasks; in contrast, only 5-year-

olds performed significantly well on the Lab condition, whereas both 3- and 4-year-olds were 

at chance level. Most importantly, statistical analyses revealed that, while good performance in 

both tasks increased with age, there was no significant difference between them: “[t]he present 

data do not support a difference in false belief performance between communicative and non-

communicative contexts, nor they offer a basis for treating these as products of distinct 

mechanisms” (Papafragou et al., 2017: 918). 

It is important to point out that the task devised by Happé and Loth (2002) and improved 

by Papafragou and colleagues (2017), empirically tests the possibility of an earlier emergence 

of false-belief attribution in communication as compared to action prediction. In other words, 

it probes the hypothesis that children could behave as ‘cautious-optimistic’ interpreters before 

they are able to pass standard false belief tasks. From a modular perspective, the tacit 

assumption behind this methodological paradigm is that the purported pragmatics module 

would take charge of false-belief attribution in communicative contexts independently of young 

children’s (un)availability of ToM for understanding false beliefs in non-communicative 

contexts. However, there is nothing in the Pragmatics Module Hypothesis that precisely 

suggests this assumption; hence, there is no reason for thinking that false belief understanding 

should emerge earlier for communicative situations (e.g., word learning) – after all, even the 

standard version of the task involves a communicative interaction between the child and the 

experimenter. Relatedly, this methodological assumption appears to be in tension with Wilson’s 

	
25 At this point, the experimenter paused the video and asked control questions to check whether children were 
keeping track of the events just occurred. 
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(2005) developmental reading of Sperber’s tripartition: if cautious optimism correlates with 

success in the false belief task (hence, with the standard developmental trajectory of first-order 

ToM), why should young children behave as cautious optimistic interpreters before passing the 

false belief task? As argued above, the Pragmatics Module Hypothesis, supplemented by 

Sperber’s tripartition among interpretative strategies, ultimately frames pragmatics and ToM as 

distinct (although related) cognitive constructs; from this perspective, epistemic states and false 

beliefs attribution (hence, proper ToM) can enhance pragmatic understanding by enriching the 

degree of sophistication of the expectations of relevance which guide the interpretative process. 

However, if immature interpreters still lack the ability to attribute false beliefs, there is no 

reason why their interpretative process should be enhanced by false belief understanding. In 

other terms, the pragmatics module cannot yield an interpretative outcome informed by the 

speaker’s false belief independently of the proper functioning of the cognitive mechanisms 

responsible for false belief understanding. As a result, the methodological paradigm behind 

Happé and Loth’s (2002) experiment is defective as an empirical test of the Pragmatics Module 

Hypothesis.26  

A further aspect related to the null results of Papafragou et al.’s (2017) replication 

concerns the explicit and verbal character of the task used, whose demands may exceed the 

cognitive capabilities of preschoolers. As hinted by Mazzarella and Pouscoulous (2021), 

several implicit and non-verbal tasks which engage young children in interactive experimental 

settings do support the hypothesis that cautious optimism is available before reaching good 

performances in standard false belief tasks.27 Some of these relevant tasks (e.g., Southgate et 

al., 2010) will be reviewed in Chapter 5; however, it must be noted that early false belief 

tracking in interaction-based paradigms should not be explained by appealing to a pragmatics 

module responsible for false belief understanding in the communicative domain, precisely 

because the Pragmatics Module Hypothesis does not predict that the pragmatics module takes 

charge of false belief understanding in communicative and interactive contexts. False belief 

attributions can figure as premises in the interpretative process carried out by the pragmatics 

module (Sect. 2.4.3), but the pragmatics module is not dedicated to computing false beliefs; 

	
26 Indeed, the rationale behind Happé and Loth’s (2002) experiment presumably capitalizes on the overtness-
complexity argument: if young children can compute high-order metarepresentations in the communicative 
domain, it may be possible for them to track (at least) first-order false beliefs in more engaging communicative 
and interactive situations. This point raises the question of whether false belief understanding is required to 
entertain the set of embedded mental states underlying ostensive communication. This question, which grounds 
the so-called ‘Belief developmental dilemma’ (Breheny, 2006), will be extensively addressed in Chapter 5. 
27 As will be argued in the next chapter, this empirical point is also captured by Kissine’s (2016) recasting of the 
cautious optimistic strategy in terms of ‘Allocentric relevance’ (see Sect. 3.6). 
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hence, if the cognitive mechanisms responsible for computing false beliefs are underdeveloped 

(or even impaired), the interpretative output of the pragmatics module cannot be informed by 

the speaker’s false beliefs. In short, pace Happé and Loth (2002), young children’s better 

performance in communicative false belief tasks cannot provide positive evidence for a 

pragmatics module. The critical points raised in this section will turn out to be useful in the next 

chapter. 

 

 

Interim summary 

In the present chapter, I have provided a theoretical analysis of the Pragmatics Module 

Hypothesis advanced by Sperber and Wilson (2002) by focusing on the central tenets of 

Relevance Theory. The ostensive-inferential theory of communication (Sect. 2.1), and the 

evolutionary account outlined by Sperber (2000) and further refined by relevance theorists 

(Sect. 2.2.1), are pivotal for understanding the theoretical foundations of the Pragmatics Module 

Hypothesis. The present Hypothesis is typically introduced by theoretical arguments (Sect. 

2.2.2 – 2.2.4) which jointly imply that mindreading should better be understood as a multi-

faceted suite of cognitive mechanisms, and that pragmatic understanding may be underpinned 

by a metapsychological module that infers communicative (and informative) intentions. 

Furthermore, I have suggested unpacking the centerpiece of the Pragmatics Module Hypothesis 

by spelling out the regularities in the domain of ostensive stimuli, and by specifying the 

inferential algorithmic procedure exploited by the pragmatics module, thus framing the present 

Hypothesis in the background of an Algorithmic conception of modularity (Sect. 2.3).  

By outlining a framework through which pragmatic interpretation and general 

mindreading can be analyzed, Sperber’s (1994a) tripartition among interpretative strategies 

offers valuable insights for conceptualizing the relationship between the pragmatics module 

and further mechanisms for epistemic state attribution (Sect. 2.4.1 – 2.4.3), thus supplementing 

the present Hypothesis on theoretical grounds. In addition, I have provided an overview of the 

features of the purported (non-Fodorean) pragmatics module (Sect. 2.5) that will be further 

explored over the next chapters.  

Despite the limitations of early attempts to empirically support the Hypothesis (Sect. 

2.6), some lines of research in developmental psychology can indirectly provide positive 

evidence for an early developing pragmatics module. But before articulating the Pragmatics 

Module Hypothesis from a developmental-cognitive perspective, it is worth focusing in detail 

on a highly contended claim made by Sperber and Wilson (2002) on which I (deliberately) 
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glossed over in the course of this theoretical chapter: the claim of pragmatics being a ‘sub-

module’ of Theory of Mind. The next chapter is dedicated to exploring this claim from an 

empirical perspective in light of the current state of the art in experimental pragmatics. 
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Chapter 3 

Pragmatics as a sub-module of Theory of Mind 

 
 
The most debated point of Sperber and Wilson’s (2002) proposal revolves around the claim that 

“within the overall ‘theory of mind’ module, there has evolved a specialized sub-module 

dedicated to comprehension, with its own proprietary concepts and mechanisms” (Sperber & 

Wilson, 2002: 12). What does it mean that pragmatics is a ‘sub-module’ of ToM? And what is 

the relationship between pragmatics and ToM if the former is a ‘sub-module’ of the latter?  

In the present chapter, we will refer to this debated claim as the ‘Sub-module claim’, 

and we will focus on the recent controversy raised on the issue in experimental pragmatics. 

Since the 90s, research on the autism spectrum disorder (henceforth, ASD) represented a 

meaningful testing ground for investigating the relationship between pragmatics and ToM; 

therefore, particular attention will be dedicated to empirical evidence on the pragmatic profile 

of autistic individuals, that will be complemented by an overview of some relevant data 

concerning other clinical populations. 

We will proceed as follows. In Sect. 3.1, I will present seminal studies with ASDs and 

examine how they influenced the early construal of the pragmatics–ToM relationship. 

Throughout Sect. 3.2, I will discuss the so-called ‘complete overlapping claim’, which is the 

critical target of the methodological and empirical concerns raised in experimental pragmatics. 

In Sect. 3.3, I will spell out the empirical prediction stemming from this claim, and I will argue 

that, despite some studies in autism research disproving it (Sect. 3.3.1), the same prediction 

cannot be derived by the Relevance Theory’s modular view of pragmatics (Sect. 3.3.2). This 

point will allow us to discard the complete overlapping claim without abandoning the modular 

view (Sect. 3.4). Over Sect. 3.5, I will present some puzzling data recently obtained in clinical 

pragmatics, and I will highlight the compatibility of novel accounts of pragmatics in autism 

with the modular view (Sect. 3.5.1). Finally, I will critically spell out the anti-modular reading 

of Sperber’s (1994a) pragmatic strategies put forward by Kissine (2016), and I will briefly 

outline some broad considerations on the (still-puzzling) relationship between pragmatics and 

ToM (Sect. 3.6). 
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3.1 Early work on pragmatics and ToM through the autism spectrum 

Since its early days, pragmatic research on autism was broadly influenced by intentional-

inferential approaches to communication (Baltaxe, 1977). In the late 80s, Sperber and Wilson’s 

cognitive theory was quickly adopted by autism researchers (e.g., Baron-Cohen, 1988; Leslie 

& Happé, 1989), thus providing new theoretical tools for investigating the relationship between 

pragmatics and ToM deficits in the autistic spectrum. The Sally-Anne study by Baron-Cohen 

and colleagues (1985) showed that some autistic children (around 20 %) were indeed able to 

pass the task. This data, combined with Sperber and Wilson’s theory, led him to suggest that 

“the small subgroup of autistic children who do have a theory of mind at the lowest level should 

be predicted to be less pragmatically impaired than the majority who show no theory of mind 

at all” (Baron-Cohen, 1988: 396). This prediction lies at the core of Happé's (1993) seminal 

study on pragmatic abilities in autism.  

Happé (1993) tested similes, metaphor, and irony comprehension by running two 

experiments with 18 autistic individuals that were divided into three groups based on previous 

performances on first- and second-order false belief tasks. The groups were called, respectively, 

“no-ToM”, “first-order ToM” and “second-order ToM”. In the first experiment, they were 

tested with a sentence completion task involving either similes or metaphors.1 In the simile 

condition, participants were asked to complete sentences like “The night sky was so clear. The 

stars were like…”, by choosing one among the following alternatives: “a brick wall”, “dresses”, 

“daggers”, “a beetroot”, “a walking puddle”, “diamonds”. Instead, in the metaphor condition, 

there were sentences like “Ann always felt safe with Tom. He really was…”, with the following 

alternatives: “an icicle”, “a fox”, “a safe harbor”, “a hat”, “a swan”, “a volcano”. Results 

highlighted an interesting pattern of performance among the tested groups: no-ToMs were 

significantly worse on metaphors than on similes, while no such difference was found for both 

first- and second-order ToMs.2  

In the second experiment, Happé compared metaphor and irony by presenting 

participants with five stories in which one character uttered a statement that admitted either a 

metaphorical or an ironical interpretation. Then, participants were prompted with forced-choice 

questions to choose between the literal, or the metaphorical/ironical interpretation of the target 

utterance, based on the context of the story just told. In line with the first experiment, both first- 

	
1 A synonym condition was added as control to check participants’ understanding of the task’s procedure. 
2 No-ToMs were also matched for verbal IQ with a control group of neurotypicals with learning difficulties but 
unimpaired ToM. Neurotypicals performed significantly better than no-ToMs, thus tentatively suggesting that low 
verbal abilities do not predict poor performance with metaphors. Notably, this conclusion is disconfirmed by 
Norbury (2005; see Sect. 3.2.1). 
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and second-order ToMs performed at ceiling in the metaphor task, while no-ToMs tended to 

interpret metaphorical utterances in a literal way. The irony task revealed a different pattern: 

only second-order ToMs correctly interpreted ironical utterances, while first-order ToMs 

performed poorly, at levels comparable to no-ToMs’. 3  These results provided tentative 

evidence that similes, metaphors, and irony interpretation map, respectively, onto zero-, first- 

and second-order ToM, thus laying the basis for a research approach that influenced the 

investigation of pragmatics in autism for more than a decade. For the present purposes, let us 

focus on two related aspects concerning the influence of Relevance Theory on Happé’s 

methodological approach. 

The first aspect concerns Happé’s peculiar endorsement of Relevance Theory. Although 

the relevance-theoretic framework was the main inspiration behind Happé (1993), not all the 

predictions of this study follow straightforwardly from it. The second experiment is a test of 

Sperber and Wilson’s (1981) echoic theory, according to which verbal irony is a kind of 

attributive use of language where the speaker expresses her dissociative or mocking attitude 

toward a thought that is attributed to someone else (i.e., the ironic source, see Wilson, 2006). 

In contrast, metaphor exemplifies a descriptive use of language through which the speaker 

loosely expresses a thought about some state of affairs. From the interpreter’s side, metaphor 

requires an inference to the speaker’s thoughts about the world (i.e., a first-order 

metarepresentation), whereas irony involves inferences to the speaker’s thought about an 

attributed thought (i.e., a second-order metarepresentation).4 In this respect, the echoic theory 

predicts that irony requires more sophisticated metarepresentational abilities as compared to 

metaphor, and Happé’s irony task tested and empirically supported just this prediction. 

However, the assumptions underlying the metaphor task do not follow from Sperber and 

Wilson’s theory. Firstly, as Noveck points out, “there is nothing in Relevance Theory […] that 

says metaphors require one level of metarepresentation that goes above and beyond similes” 

(Noveck, 2018: 187). Secondly, by using the false belief tasks as diagnostic tests for 

metarepresentational processes, Happé broadly takes the performance on these tasks as an 

indication of the presence or absence of the very same cognitive abilities required to attribute 

communicative and informative intentions. For example, after mentioning autistic individuals’ 

difficulties with the second-order false belief task, she writes: 

	
3 A similar pattern on the irony task was found in a follow up involving two groups of neurotypicals that either 
passed or failed the second-order false belief task. Here too, both groups performed at ceiling on metaphor 
understanding. 
4 In this regard, irony comprehension relies on Sperber’s (1994a) ‘sophisticated understanding’ strategy (cf. Sect. 
2.4). For a recent account of irony along this line, see Mazzarella & Pouscoulous (2021; 2023). 
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A person who was able to attribute first- but not second-order mental states would 

be capable of recognizing a speaker’s informative intention, but not their 

communicative intention – which is a second-order intention (Happé 1993: 102). 

 

This passage suggests that an individual who passes the first- but not the second-order false 

belief task would be able to attribute an informative intention, but not a communicative one. 

While this assumption may be consistent with a monolithic conception of mindreading, it may 

not be granted by the Multiple Mechanisms Hypothesis which constitutes the main 

methodological paradigm behind the Pragmatics Module Hypothesis (cf. Sect. 2.2). For Sperber 

and Wilson (2002), mindreading (or ToM) is not a monolithic capacity, and the passage above 

underwrites a debatable assumption that is plainly contrasted by relevance theorists: “The 

attribution of a meaning to a speaker and the prediction that a person with a false belief will act 

on this belief are two very different performances – though both involving mind-reading. […] 

We are not aware of any argument to the effect that the ability needed to pass the false-belief 

task is a precondition for the ability needed to attribute speaker’s meaning” (Origgi & Sperber, 

2000: 163).5 

The second aspect concerns the general idea about the relationship between pragmatics 

and ToM which is vaguely suggested by Happé. To begin with, let us focus on a sample of the 

stories used in the irony task: 

 

David is helping his mother make a cake. She leaves him to add the eggs to the 

flour and sugar. But silly David doesn’t break the eggs first – he just puts them in 

the bowl, shells and all! What a silly thing to do! Just then father comes in. He sees 

what David has done and says, “What a clever boy you are, David!” (Happé, 1993: 

119). 

 

Then, participants were asked, “What does David’s father mean? Does he mean David is clever 

or silly?”. As mentioned, only second-order ToMs performed well on this task. The conceptual 

and empirical link between irony understanding and high-order ToM justifies the inclusion of 

	
5 In particular, Happé’s (1993) assumption clearly contrasts with the rationale behind the overtness-complexity 
argument (cf. Sect. 2.2.4). It must be noted that Happé’s seminal study pre-dates Sperber and Wilson’s shift to the 
modular view, as well as later developments in lexical pragmatics that contrast with the prediction that metaphors 
require more metarepresentations than similes (see Carston & Wearing, 2011). 
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ironic stories within the battery of the Strange Stories test (Happé, 1994), a more ecological 

way to investigate advanced ToM that is still largely adopted in the field. This test includes 24 

story items concerning pretense, jokes, lies, white lies, appearance/reality, double bluff, 

contrary emotions, forgetting, misunderstanding, persuasion, figures of speech, and irony. As 

Bosco, Tirassa and Gabbatore (2018) remark, the last four are also instances of pragmatic tasks, 

but they are used in the present test to evaluate ToM. The methodological confusion between 

pragmatic and ToM tasks, combined with Happé’s (1993) early suggestion that different 

pragmatic phenomena may be mapped onto ToM levels, encourage thinking of pragmatics and 

ToM as theoretically and cognitively related constructs. According to Bosco and colleagues 

(2018), this relationship is broadly construed in terms of a complete overlapping between 

pragmatics and ToM, and the authors (unduly) read Sperber and Wilson’s (2002) Sub-module 

claim along this way:  

 

We argue that to conceive pragmatics as a sort of subcomponent of ToM, and thus 

[…] to conflate or reduce the notion of pragmatics into the (wider) notion of ToM 

is theoretically unsound and may cause methodological confusion in the relevant 

empirical research (Bosco, Tirassa, Gabbatore, 2018: 1-2).6 

 

In the present chapter, we will refer to the claim that pragmatics completely overlaps with ToM 

as the “complete overlapping claim”. As will be shown, much of the current controversy in 

experimental pragmatics revolves around this claim; however, it is far from obvious that the 

modular view of pragmatics is committed to it. To be clear, I do not deny that the Sub-module 

claim can be read in terms of complete overlapping between pragmatics and ToM, and I fully 

agree with recent contention pointing to empirical reasons for the contrary. But the complete 

overlapping claim, combined with the monolithic conception of ToM, yields empirical 

predictions and theoretical consequences which plainly contrast with the Pragmatics Module 

Hypothesis spelled out in Chapter 2, thus directing the debate towards ‘straw-men’ 

misconceptions that are not entailed by Relevance Theory’s modular view of pragmatics. 

Indeed, several concerns raised by eminent scholars in the field target the complete overlapping 

	
6 Bosco and colleagues relate the methodological confusion behind the Strange Stories test to the Sub-module 
claim: “Sperber and Wilson (2002) proposed to view pragmatics as a sub-module of mind-reading, the latter being 
in practice a synonym of ToM. Based on this, several studies have used pragmatic tasks, defining them as ToM 
tasks. A clear example is the Strange Stories test […]” (Bosco, Tirassa, et al., 2018: 2; my emphasis). As already 
hinted, Happé’s seminal studies pre-dates the relevance-theoretic shift to the modular view, particularly its first 
systematization in Sperber & Wilson (2002). Chronologically, it may appear controversial to base such 
methodological confusion on the Sub-module claim. 
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claim and its empirical predictions, which are (rightly) taken to be undermined by available 

data from experimental pragmatics and clinical research. Therefore, the main goal of the 

following sections will be to specify why such empirical predictions are not entailed by the 

modular view endorsed by Relevance Theory, thus allowing us to discard the complete 

overlapping claim without abandoning the hypothesis of a pragmatics module closely related 

to ToM. In addition, I will outline how the empirical concerns raised by critics can be handled 

within a modular view of pragmatics. 

 

3.2 The complete overlapping claim 

To properly address the complete overlapping claim, it is necessary to first spell out what would 

it mean to argue that pragmatics completely overlaps with ToM – which is, indeed, far from 

self-evident.7 In Bosco et al.’s gloss of the phrase, this amount to “conflate or reduce the notion 

of pragmatics into the (wider) notion of ToM” (Bosco, Tirassa, Gabbatore, 2018: 1; my 

emphasis). Accordingly, the complete overlapping claim can be spelled out into two distinct 

versions: a strong version, entailing that pragmatics is reducible to ToM, and a weak version, 

which somehow brings to conflate pragmatics and ToM as theoretical and cognitive constructs. 

This subtle conceptual distinction is useful to unpack and properly assess the empirical and 

methodological concerns raised in experimental pragmatics. Let us start with the strong version 

(Sect. 3.2.1), before focusing on the weak one (Sect. 3.2.2) and its empirical prediction (Sect. 

3.3). 

 

3.2.1 Strong version 

According to the strong version, the notion of pragmatics would be reducible to the wider 

notion of ToM, thus somehow entailing that ToM alone can be sufficient to account for all the 

aspects involved in pragmatic understanding. To be fair, no linguist, experimental pragmatist, 

or relevance theorist would deny that, among other things, linguistic abilities are prominently 

involved in several aspects of pragmatic interpretation. Still, the critic could contend that a 

strong version of the complete overlapping claim is somehow implied by Happé’s (1993) 

seminal suggestion that different pragmatic phenomena may be mapped onto ToM levels, and 

clear evidence to the contrary comes just from a failed replication of her metaphor experiment. 

	
7 Thanks to Diana Mazzarella for raising this point to me. 
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In a landmark study, Norbury (2005) tested four groups of children with the presence or 

absence of ASD and Language Impairment.8 Specifically, there were two groups of autistic 

children with (ASD+LI) or without Language Impairment (ASDonly), a non-autistic group with 

Language Impairment (LI), and a control group of age-matched neurotypicals (NT). 

Preliminarily, all participants were assessed with respect to first- and second-order ToM 

abilities and semantic knowledge;9 then, they were tested with Happé’s metaphor task (see Sect. 

3.1). Results showed that ASD+LI and LI had difficulties with metaphors, while ASDonly 

performed as well as NT. In line with Happé (1993), data were also analyzed according to 

participants’ ToM scores, but no significant difference was found between no-ToMs and first-

order ToMs. Moreover, further statistical analyses revealed that semantic knowledge, instead 

of ToM, was the critical predictor for task performance. Norbury’s study provided clear 

evidence that ToM alone is insufficient for understanding metaphors, and more generally, that 

pragmatic difficulties in autism cannot be simply reduced to ToM deficits.10 

The view that ToM alone is insufficient for pragmatic interpretation is also argued by 

Domaneschi and Bambini in a recent survey of the current progress in experimental pragmatics: 

“pragmatic processing is supported by ToM, but also, sometimes more prominently, by a cluster 

of other cognitive functions, in ways that differ across types of population and of pragmatic 

tasks” (Domaneschi & Bambini, 2020: 422). Besides ToM, working memory and executive 

functions seem to play a key role in many aspects of our ‘pragmatic competence’.11  For 

example, current research on presuppositions supports the idea that accommodation of 

presupposed information is modulated by working memory and can be negatively affected in 

cognitive load conditions (Domaneschi et al., 2014); moreover, a comparison between younger 

and older adults recently showed that the aging factor affects the speed of accommodation 

processes, and that the ability to recall presupposed information is significantly correlated with 

working memory (Domaneschi & Di Paola, 2019). 

	
8  Language Impairment is a developmental disorder characterized by delayed language acquisition, deviant 
production of speech sounds, restricted vocabulary (both in production and comprehension) and difficulties in 
understanding complex sentences (Bishop, 2006). 
9 First- and second-order ToM was evaluated through two simplified versions of the Ice-Cream Van task. Semantic 
knowledge was assessed through the Test of Word Knowledge including tasks on synonyms, idioms, and 
definitions (Wiig & Secord, 1992). 
10 Later studies confirmed Norbury’s results (see Kasirer & Mashal, 2014). Nonetheless, recent studies with 
typically developing children suggest that ToM engagement might depend on the type of metaphors, being greater 
for those expressing psychological features (e.g., “Daddy is a volcano”) and lower for those related to physical 
ones (e.g., “Dancers are butterfly”), see Lecce et al. (2019). 
11 With ‘pragmatic competence’ Domaneschi and Bambini (2020) refer to the capacity involved in both production 
and comprehension of language use which exploits an array of several cognitive abilities. For the present purposes, 
I merely focus on the role of working memory and executive functions in pragmatic comprehension. 
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As regards the relationship between pragmatics and executive functioning it is worth 

noting that, to the extent that ToM is assumed to support (at least) some aspects of pragmatic 

processing, also executive functions likely play a significant role in it. The intimate link 

between ToM and executive functions has long been recognized in empirical research: the 

Selection Processing mechanisms posited by Leslie and Polizzi (1998) to explain young 

children’s failure in the standard false belief task (cf. Sect. 1.4.1) is nothing more than the 

inhibitory control capacity representing one facet of executive functioning. Nowadays, a 

plethora of evidence in cognitive neuroscience supports the marked interrelatedness between 

ToM and executive functions, although the precise extent of this relationship is still an open 

question (Wade et al., 2018). Given this, it is reasonable to expect that those pragmatic 

phenomena which more prominently rely on ToM, such as irony understanding, would also be 

significantly sustained by executive function abilities. Intuitively, it is evident that solving a 

verbal irony task such as the one devised by Happé (1993, see Sect. 3.1) would require a certain 

amount of attentional control and working memory to keep track of the events occurring in the 

story, as well as good inhibitory control not to interpret literally the ironical statement. 

Empirically, this intuition is confirmed by clinical studies with patients with traumatic brain 

injury affecting frontotemporal lobes, which show a strong correlation between executive 

dysfunctions and atypical patterns of irony comprehension (e.g., Bosco, Gabbatore, et al., 2018; 

Cordonier et al., 2020). Overall, work in experimental pragmatics disproves the claim that ToM 

alone is sufficient for pragmatic understanding, thus falsifying the idea that pragmatics can be 

reducible to ToM. In sum, the strong version of the complete overlapping is arguably untenable.  

It is important to stress that the rejection of the complete overlapping claim in its strong 

version is plainly uncontroversial in contemporary pragmatics, and not even Relevance Theory 

has ever questioned this. As remarked in Chapter 1, the inferential pragmatic processes deriving 

the speaker’s intended meaning build on the semantic representation of the sentence uttered 

which is constructed through linguistic decoding processes (cf. Sect. 1.2.2). From a modular 

perspective, this implies that the purported pragmatics module complements the language 

faculty; grammar and vocabulary abilities are certainly crucial for utterance interpretation, and 

the modular view does not claim that the pragmatics module or ToM mechanisms would take 

on such purely linguistic abilities. Therefore, to avoid straw-men objections, the Sub-module 

claim cannot be read in terms of (strong) complete overlapping between pragmatics and ToM. 

In short, the strong complete overlapping claim is false, but no scholar in pragmatics would 

deny it: so far, so good.  
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3.2.2 Weak version 

The weak version of the complete overlapping claim is the target of the methodological 

concerns raised by Bosco, Tirassa, and Gabbatore (2018). In their view, thinking of pragmatics 

as a sub-module of ToM runs the risk of conflating pragmatics and ToM under a single 

theoretical and cognitive construct, thus causing methodological confusion in empirical 

research. By focusing on Happé’s (1994) methodology, the authors emphasize the drawbacks 

of using pragmatic tasks as measures for ToM in empirical research and point out that a 

correlation between a purely pragmatic task and the Strange Stories test is hardly amenable to 

a straightforward explanation. In particular, one of the dependent measures of the Strange 

Stories test is the answer to an open-ended justification question (e.g., “Why does [the 

character] say this?”) which is commonly interpreted as a measure for ToM, but may well be 

conceived as a pragmatic question testing abilities with language use, especially in contexts 

involving misunderstanding, persuasion, figures of speech, and irony. As a result, this 

methodology turns out to be unfruitful for shedding light on the relationship between 

pragmatics and ToM: “the real extent of the correlation between any two abilities (or 

impairments thereof) can hardly be captured when they are measured with one and the same 

task” (Bosco, Tirassa, et al., 2018: 4).12  

When different measures for ToM and pragmatics are used, results are mixed, as they 

point out by referring to clinical studies on schizophrenia. Since Frith (1992), the cognitive, 

behavioral, and communicative disorders of schizophrenic individuals were largely explained 

in terms of ToM impairments. Langdon and colleagues (2002) were among the first to 

investigate independently pragmatics and ToM in this clinical population by testing metaphor 

and irony understanding. Irony was evaluated using a story-comprehension task quite similar 

to Happé’s irony task. Instead, ToM was assessed through the picture-sequencing task (Baron-

Cohen et al., 1986), a non-verbal test where participants are asked to logically order a set of 

picture cards depicting a character acting on a false belief.13  Overall, results showed that 

schizophrenic individuals had lower performances in both pragmatic and ToM tasks as 

compared to healthy controls. Moreover, statistical analyses revealed that patients’ performance 

on ToM predicted their performance in irony, but not in metaphor comprehension, thus 

	
12 Furthermore, Bosco, Tirassa, et al., (2018: 2) report statistical analyses concerning Cronbach’s alpha coefficient 
in the Strange Stories revealing low intercorrelation among the different items of the test. 
13 The picture-sequencing task also includes ‘mechanical’ and ‘social scripts’ stories that test causal inference and 
logical reasoning without requiring appreciation of the character’s mental states. Langdon et al. (2002) also added 
‘capture’ stories to assess participants’ capacity to solve the task by suppressing highly salient but misleading 
information. 
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suggesting that the latter may not involve ToM.14 These results are replicated by Mazza et al. 

(2008); however, further studies testing ToM with more standard tasks yield different patterns 

of results. For instance, Mo et al. (2008) used the Sally-Anne task and the ‘Ice-Cream Van Test’ 

(Perner & Wimmer, 1985) to assess first- and second-order ToM. In this case, data revealed 

that “the comprehension of metaphor in patients with schizophrenia was significantly related 

to second-order theory of mind” (Mo et al., 2008: 26), while no correlation was found for irony 

understanding. Taken together, these mixed data and the studies mentioned in the previous 

section suggest that different pragmatic phenomena cannot be straightforwardly mapped onto 

ToM levels; hence, the relationship between pragmatics and ToM, especially in clinical 

populations, is less definite than (tentatively) suggested by Happé (1993) for autistic people. 

It is important to stress that the methodological points raised by Bosco and colleagues 

are valuable and very much welcomed in empirical research. The involvement of ToM in 

pragmatic interpretation is still unclear empirically, and it can vary as a function of both 

pragmatic and ToM tasks used; hence, in order to shed light on the correlation between such 

different cognitive constructs while avoiding methodological confusion “it seems necessary to 

investigate them with distinct empirical tasks” (Bosco, Tirassa, et al., 2018: 5). In this sense, 

theoretical claims which foster incautious conflations between pragmatics and ToM, like the 

complete overlapping claim, should preferably be discarded; however, the key question is 

whether the Sub-module claim must necessarily be interpreted in terms of weak complete 

overlapping between pragmatics and ToM. As hinted above, I am not denying that the Sub-

module claim can prima facie be read along this way; but in order to properly address such a 

question, we should clarify which empirical prediction can be derived from the weak version 

of the complete overlapping claim and evaluate whether the same prediction can be derived by 

the Sub-module claim as well. Preliminarily, this analysis requires specifying further issues 

that, besides methodological ones, can be drawn from the blamed conflation of pragmatics into 

the wider notion of ToM. One relevant issue here concerns the idea that ToM is a necessary 

component of pragmatic interpretation.  

 

 

 

	
14 Langdon et al. (2002) present their results as plainly consistent with the echoic theory of irony and the distinction 
between descriptive and attributive uses of language (see Sect. 3.1). Unlike Happé, the authors do not argue that 
metaphor requires first-order ToM, but they suggest that it may require “only a very basic ability to represent 
mental states” (id.: 97) which do not necessarily rely on the same metarepresentational abilities measured through 
classic false beliefs tests (see pp. 82-86). 
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3.3 Is ToM necessary for pragmatic interpretation? 

On conceptual grounds, it is worth stressing that the idea that ToM is necessary for pragmatic 

interpretation is weaker in its purport than the view that ToM alone is sufficient to account for 

pragmatic interpretation in its entirety. The latter view entails that no further ability, other than 

ToM, is needed to explain people’s pragmatic performance; instead, the former implies that, of 

all the abilities differently involved in pragmatic interpretation, ToM must always figure among 

them. The latter’s rejection is uncontroversial among scholars in pragmatics (Sect. 3.2.1), while 

the former has been vigorously brought to the fore of the theoretical debate by Mikhail Kissine 

(2013; 2016; 2021a; b; see also Geurts, Kissine, & van Tiel, 2019), who strongly questions it 

in light of available evidence on preserved pragmatic skills in autism. More specifically, 

viewing ToM as necessary for pragmatics brings about the prediction that a selective 

impairment of ToM, typical in ASD, should necessarily result in a global pragmatic 

impairment, thus negatively affecting pragmatic performance across the board. Now, the 

question is: Does such an empirical prediction follows from the Sub-module claim in the 

backdrop of the Pragmatics Module Hypothesis? Before addressing this question, let us provide 

an overview of some key studies showing that ASDs’ difficulties are not equally severe in all 

pragmatic phenomena. 

 

3.3.1 The selective pragmatic profile in autism 

Landmark studies showing that autism is not characterized by a global pragmatic impairment 

come from experiments with scalar implicatures. Pijnacker et al. (2009) compared neurotypical 

and ASD adults with a task in which they had to judge sentences containing scalar terms as true 

or false. In the underinformative condition, participants were presented with items like “Some 

sparrows are birds” or “Zebra have black or white stripes”, which can variably be judged as 

“true” or “false” depending on whether participants derive the scalar inference allowed by some 

and or. Both sentences are logically true if interpreted literally, but pragmatically inappropriate 

(i.e., underinformative) if the scalar implicature is derived (e.g., “not all sparrows are birds”, 

“…black or white stripes, but not both”). The authors expected that autistic people would be 

more inclined to answer “true” in conformity with a literal interpretation. Unexpectedly, they 

found no difference in the rates of “false” answers between neurotypicals and ASD participants, 

thus indicating that autistic individuals were rather good at deriving scalars. Similar results are 

replicated with adolescents by Chevallier, Noveck, Happé, and Wilson (2010) in a setting where 

participants are shown two objects (e.g., a star and a monkey) and asked to judge the truth or 

falsity of a spoken utterance. The control item (e.g., “There is a star and a monkey”) was 
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compared with an underinformative utterance (e.g., “There is a star or a monkey”) apt to be 

interpreted by deriving a scalar inference. Surprisingly, reaction times and response rates did 

not differ among autistic and neurotypical adolescents. As Noveck remarks with respect to this 

result,  

 

This did not make sense to either of us because there was a consensus in the 

literature at the time that said that autistic participants are supposed to be generally 

incapable of pragmatic inference and scalars are standard pragmatic inferences 

(Noveck, 2018: 188). 

 

Nowadays, similar findings have been extended to younger children (see Andrés-Roqueta & 

Katsos, 2020), and the lesson is broadly taken on board in the field: to the extent that 

underinformativity-based tasks like those just described are instances of pragmatic tasks testing 

scalar inferences, it is not the case that ToM deficits in ASD negatively impact their 

performance across all pragmatic tasks. 

A further body of evidence on preserved pragmatic skills in autism comes from a series 

of experiments on indirect speech acts run by Kissine’s group. In one of them (Kissine et al., 

2015), children with ASD aged 7 to 12 years old were familiarized with an interactive game in 

which they were prompted to put some clothing accessories to Mr. Potato Head (a doll) in the 

presence of two experimenters: one (EXP1) who played with the child, the other (EXP2) who 

markedly withdrawn from the interactive game by turning her back and reading a magazine. 

Then, participants were tested across two experimental phases. In Phase 1, EXP1 said “Oh! He 

has no hat!”, meant as an indirect request aimed at prompting the child to pick up a hat for Mr. 

Potato. In Phase 2, the same sentence was uttered by EXP2 while ostensibly looking at the 

magazine she was reading, hence, it was likely interpretable as a comment on some picture 

magazine, rather than as a request in the dressing game.15 Results showed that, in Phase 1, all 

autistic children complied with the target sentence meant as an indirect request to dress the doll, 

and in Phase 2 most of them (87 %) were capable of adjusting the interpretation by taking it as 

a disinterested comment. A group of neurotypical preschoolers (mean age: 3.3 years old) was 

tested with the same task and their performance in Phase 1 was significantly worse than ASD 

children’s. In sum, children with autism evidenced a better understanding of indirect requests 

	
15 There was also a Phase 3 in which the target sentence, meant as a comment to the magazine, was uttered by 
EXP1.  
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than typically developing children, and they were able to suppress the request-interpretation of 

the target utterance in non-interactive contexts. 

A further study on indirect requests was run by Deliens et al. (2018, Study 1). They 

tested highly verbal adults with and without ASD by way of an act-out task in which 

participants were provided with a touchscreen displaying a grid with colored geometrical 

shapes and yes/no buttons. Participants were instructed to follow some audio instructions that 

could be complied with in different ways. In the two control conditions, they heard imperative 

instructions (e.g., “Move the green triangle on the right of the red square”) to be followed by 

sliding a shape on the screen, and literal questions (e.g., “Is the green triangle on the right of 

the red square?”) to be answered by pressing the yes/no buttons. In the experimental conditions, 

instructions were ambiguous and could be interpreted either as literal questions about the 

position of geometrical shapes or as indirect requests to move them in the grid. The ambiguous 

instructions differed in relation to their conventional (e.g., “Can you move the green triangle 

on the right of the red square?”) and non-conventional character (e.g., “Is it possible to move 

the green triangle on the right of the red square?”) with respect to their request-interpretation. 

Response patterns, reaction times, and eye fixation on the yes/no buttons were recorded and 

compared among the two groups. The first remarkable result is that both groups interpreted 

conventional indirect requests – introduced by the idiomatic ‘Can you’ – in the same way: 

roughly, half of the participants pressed the yes button, while the other half moved the red circle 

in the free slot. A second, more puzzling result is that ASD participants were more likely than 

neurotypicals to interpret the ambiguous instructions introduced by ‘Is it possible to’ as an 

indirect request, thus complying with it by moving the red circle in the screen. By contrast, no 

difference was found in participants’ reactions to the control conditions. Reaction times and 

eye fixations across conditions and tested groups did not reveal any remarkable results, except 

for an interesting behavioral pattern by autistic participants which will be discussed later (Sect. 

3.5).16 Interestingly, the same autistic individuals who performed well in the indirect request 

task, did perform at chance in interpreting ironic statements not associated with distinctive 

prosody (see Deliens et al., 2018, Study 2). 

Taken together, the studies run by Kissine’s group suggest that, in some specific 

experimental settings, autistic people can be able to properly interpret indirect requests. 

Combined with the studies on scalar implicatures, the conclusion follows: “[i]t is well 

	
16 Indeed, another interesting result was that in both groups the request-interpretation of both conventional and 
non- conventional instructions was associated with no fixations on the yes/no buttons, thus suggesting that it is not 
necessarily mediated by a prior computation of the literal question-interpretation. 
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established that people with ASD exhibit pragmatic deficiencies, but contrary to popular 

opinion it is not the case that, in ASD, pragmatic competence is impaired across the board” 

(Geurts, Kissine, & van Tiel, 2019: 129). 

 

3.3.2 Is the modular view disproved? 

The evidence just discussed on preserved aspects of pragmatics in ASD speaks against the 

prediction that ToM deficits in autism necessarily result in a global pragmatic impairment.17 

This prediction is imputed to Relevance Theory by Kissine (2016) and Geurts et al. (2019) as 

deriving from the Sub-module claim, for which “pragmatic interpretation is ultimately an 

exercise in mind-reading” (Sperber & Wilson, 2002: 3). In sum, Kissine and colleagues contend 

that Relevance Theory’s modular view of pragmatics is disproved by available evidence on the 

selective pragmatic profile in autism. A direction to address this criticism has been recently 

indicated by Mazzarella and Noveck (2021); in this section, I build and expand on their 

arguments by looking at the Sub-module claim in the backdrop of some key points of the 

Pragmatics Module Hypothesis outlined in Chapter 2. 

To begin with, Mazzarella and Noveck point out that Kissine’s challenge to the modular 

view falls short of reaching its critical target. They highlight that Kissine’s criticisms may at 

best undermine a view that conceives of pragmatic interpretation as an exercise in general ToM, 

like the one sketched by Bloom (2002). According to this view, pragmatic inference from the 

utterance to the speaker’s intended meaning hinges on the same cognitive mechanisms and 

procedures underlying the interpretation of non-communicative behaviors based on mental 

states attribution, such as the one required by false belief tasks. However, Sperber and Wilson 

explicitly reject this view: “pragmatic interpretation is not simply a matter of applying Fodorian 

central systems or general mind-reading abilities to a particular (communicative) domain” 

(Sperber & Wilson, 2002: 5). As discussed over Sect. 2.2, Sperber and Wilson (2002; see also 

Sperber, 2000; Wilson, 2005) argue at length against this view, and the corollary of their 

arguments for a ‘specialized’ pragmatics module is that mindreading is not a single, monolithic 

capacity, but a set of multiple abilities that, as hinted by Baron Cohen (1995), can be 

underpinned by distinct cognitive mechanisms (see Sect. 1.4.2). In other terms, the monolithic 

view of pragmatics fostered by the Pragmatics Module Hypothesis does not go along with a 

monolithic conception of ToM. Keeping in mind this point is fundamental for disentangling the 

	
17 It should be noted that the account of autism as a ToM-deficit dating back to Baron-Cohen et al. (1985) is 
currently challenged in autism research (see Gernsbacher & Yergeau, 2019). 
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modular view from the complete overlapping claim. Moreover, if pragmatic interpretation is 

not simply a matter of applying general ToM to the communicative domain, why should we 

expect that atypical ToM would impair pragmatics across the board? From this perspective, the 

prediction does not follow from the relevance-theoretic modular view. 

Mazzarella and Noveck (2021) outline a further argument moved by Kissine (2016) to 

the modular approach: 

 

[…] assume that language interpretation is the result of a comprehension module, 

whose operations allow the addressee to recover the speaker’s intended meaning. 

The preserver islets of pragmatic competence displayed by autistic individuals 

should thus be accounted for by the functioning of such a dedicated mechanism. An 

operative comprehension module, though, would be incompatible with the broader 

pragmatic deficits that characterize the socio-communicative skills of individuals 

on the spectrum. For instance, it would be incompatible with findings suggesting 

that the very same autistic individuals who are capable of deriving scalar inferences 

struggle with the STRANGE STORIES task which includes measures of irony, lies, 

white lies, and jokes […] (Mazzarella & Noveck, 2021: e201) 

 

The critical target of this argument is the monolithic view of pragmatics as such. This view 

stems from what we referred to as the centerpiece of the Pragmatics Module Hypothesis (Sect. 

2.3), namely, that utterance interpretation is ultimately based on the same relevance-guided 

comprehension procedure: 

 

a. Follow a path of least effort in computing cognitive effects, by testing interpretative 

hypotheses in order of accessibility. 

b. Stop when your expectations of optimal relevance are satisfied. 

 

In other terms, if utterance interpretation always relies on the same comprehension procedure 

implemented by the pragmatics module, how could it be responsible for the successful 

derivation of some pragmatic inferences and for the failure of others? 

To face this argument, Mazzarella and Noveck (2021) point out that the expectations of 

relevance that assist the comprehension procedure can vary with respect to their degree of 

sophistication, in line with Sperber’s (1994a) distinction among three interpretative strategies 

(Sect. 2.4). In turns, the degree of sophistication varies as a function of the assumptions about 



 82 

the speaker’s epistemic states which the interpreter considers during utterance interpretation. 

Assumptions about the speaker’s epistemic states are employed as premises in pragmatic 

interpretation: while in naïve optimism no metarepresentational premise is apparently involved, 

first- and second-order epistemic states are fed as premises in the comprehension procedure 

deployed, respectively, by cautious and sophisticated interpreters (see Sect. 2.4.3). As they 

remark,  

 

[…] the availability of premises concerning the speaker’s mental states, such as 

epistemic states like first- or second-order beliefs, modulates the richness of the 

input to the process of language interpretation. While language interpretation 

always relies on the same core inferential procedure, its operations can be affected 

by the quality of the information that is fed into the comprehension module 

(Mazzarella & Noveck, 2021: e203). 

 

The gist of Mazzarella and Noveck's response to Kissine’s criticism is that, from the perspective 

of Relevance Theory, pragmatic challenges in autism need not be accounted for in terms of 

impairments of a unique pragmatics module. Instead, they might be explained in terms of the 

limited degree of sophistication of the strategies available to the interpreter, which may be 

constrained by atypical ToM.18 This does not entail that ToM limitations must impact pragmatic 

performance across the board because different pragmatic tasks can variably call on ToM 

resources. Some tasks can be resolved by employing an unsophisticated interpretative strategy, 

based on the same comprehension procedure, while not requiring the deployment of 

sophisticated premises about the speaker’s epistemic states. In this sense, there is nothing 

inconsistent in arguing that the same comprehension procedure, implemented by the pragmatics 

module, would sometimes lead to successful interpretation and sometimes not. Some pragmatic 

tasks in specific experimental settings, such as those on scalar implicatures (Sect. 3.3.1), may 

be resolved without attributing epistemic states; others, such as the irony task in the Strange 

Stories battery, would inevitably require the integration of premises about the speaker’s 

epistemic states into the working of the comprehension procedure. From this perspective, pace 

Kissine, the modular view does not predict that atypical ToM should equally affect performance 

in all pragmatics tasks, and it is thus compatible with the existence of a selective pragmatic 

profile such as the one evidenced by autistic people. In short, the empirical prediction of the 

	
18 In Sect. 3.5.1, I will outline a further account of how pragmatic challenges in autism can be explained by positing 
the existence of an operative pragmatics module. 
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complete overlapping claim does not follow from the modular view as well: whereas available 

evidence on preserved pragmatics in ASD presumably falsifies the former claim, the modular 

view of pragmatics is not disproven by such data. 

 

3.4 Discarding the complete overlapping claim 

This section aims at taking stock of the arguments discussed above by outlining three related 

reasons for discarding the complete overlapping claim as a proper interpretation of the Sub-

module claim. 

Firstly, the idea that the operations of the comprehension procedure can variably be 

affected by increasingly sophisticated information about the speaker’s epistemic states 

indirectly suggests that a simple pragmatics module is not enough to account for pragmatic 

interpretation in its entirety. The hypothesis of a pragmatics module dedicated to overt 

communication whose aim is to recover the speaker’s intended meaning by inferring 

communicative intentions does not tell the whole story about the cognitive processes and 

abilities involved in utterance interpretation. ToM processes arguably play a pivotal role in 

understanding sophisticated non-literal language uses such as irony (Happé, 1994); likewise, 

good linguistic abilities appear to be needed for interpreting loose language uses such as 

metaphors (Norbury, 2005). As hinted by Reboul (2005: 13), there is nothing in Sperber and 

Wilson’s (2002) proposal suggesting that a simple pragmatics module would do all the work. 

On the one hand, the pragmatics module is conceived of as complementing the language 

faculty, and the inferential processes deriving the speaker’s intended meaning build on the 

semantic representation of the sentence uttered which is constructed through linguistic 

decoding processes (see Sect. 1.2.2). In this sense, grammar and vocabulary are essential for 

utterance interpretation and the modular approach endorsed in Relevance Theory does not entail 

that a single pragmatics module would take charge of these purely linguistic abilities. Still, the 

linguistic meaning of the sentence uttered is usually underspecified, and linguistic abilities 

alone are not enough to reconstruct the speaker’s meaning: here is where the pragmatics module 

would play its crucial, complementing role.  

On the other hand, ToM abilities can affect the operation of the pragmatics module by 

modulating the richness of the input to the interpretative process and by calibrating the 

interpreter’s occasion-specific expectations of relevance that guide the comprehension 

procedure (Mazzarella & Noveck, 2021). However, this does not amount to saying that full-

fledged ToM abilities, such as the ones involved in false belief attribution, are necessarily 

required for interpreting utterances, or at least, this is not what the Pragmatics Module 
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Hypothesis would predict. As remarked in the previous chapter (see Sect. 2.1; 2.5), the 

metarepresentational character of the pragmatics module follows from the Gricean-inspired 

idea that the inference to the speaker’s intended meaning is ultimately an inference to a 

particular type of intention, i.e., a communicative intention. However, it is wrong to assume 

that passing the false belief task is a precondition for attributing communicative intentions, or 

that attributing communicative intentions hinges on the same cognitive abilities tapped by the 

false belief task (see Origgi & Sperber, 2000: 163).19 This point will be touched upon later 

(Sect. 3.6) and vastly explored in the second part of this thesis. For the time being, it is crucial 

to bear in mind that the idea of “pragmatics as a sub-module of mindreading” does not purport 

to account for utterance interpretation in its entirety and does not entail that a monolithic ToM, 

measured through the false belief task, is necessarily involved in utterance interpretation. More 

loosely, the Sub-module claim aims at capturing a crucial, though limited, aspect of pragmatics: 

the intentional nature of the speaker’s meaning.  

Secondly, the fact that ToM variably affects pragmatic interpretation entails that the 

latter does not completely rely on the same cognitive mechanisms that underpin the former. As 

already noted, this claim would be inconsistent with the idea of a special-purpose 

comprehension procedure. Relevance Theory argues for an intimate link between pragmatics 

and ToM – the latter, intended as a multifaceted set of abilities – but the two are conceived of 

as distinct faculties underpinned by different cognitive mechanisms (or sets of cognitive 

mechanisms, with regard to ToM). For these reasons, it is theoretically incorrect to 

(mis)interpret the Sub-module claim in terms of complete overlapping between pragmatics and 

ToM. This claim is vaguely encouraged by Happé’s early theoretical and methodological 

approach (Sect. 3.1), but it is not granted from a modular perspective. In particular, the complete 

overlapping claim generates empirical predictions that blatantly contrast with the basic 

theoretical assumptions of Relevance Theory’s modular view (Sect. 3.3.2). By disentangling 

Happé’s assumptions from the modular view (Sect. 3.1) and by stressing the methodological 

limitations of her earlier studies for shedding light on the relationship between pragmatics and 

ToM (Sect. 3.2.2), it is thus possible to discard the complete overlapping claim without 

abandoning the modular view of pragmatics.  

Thirdly, if pragmatics and ToM do not completely overlap, how to spell out the 

relationship between the pragmatics module and other cognitive mechanisms responsible for 

epistemic states attribution? Crucially, this question is still very much open in cognitive 

	
19 Notably, this questionable assumption dates to Happé (1993); see Sect. 3.1. 
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pragmatics, and data from experimental pragmatics does not yet provide a clear-cut picture to 

figure it out. Notwithstanding, Sperber’s (1994a) tripartition represents a useful conceptual 

framework for explaining and investigating this relationship. 20  As discussed above, the 

threefold distinction among interpretative strategies implies that epistemic states attribution can 

be variably involved (or not), to different extents, in pragmatic interpretation. From a relevance-

theoretic perspective, epistemic states attribution is thought of as modulating the richness of the 

input to the interpretative process and as calibrating the expectations of relevance that guide the 

comprehension procedure implemented by the pragmatics module (Mazzarella & Noveck, 

2021). Can Sperber’s tripartition be applied to explain the selective pragmatic profile evidenced 

by autistic people?  

According to Kissine (2013; 2016), the insight behind the naively optimistic strategy 

can be useful to explain the data reviewed in Sect. 3.3.1, but Kissine’s articulation of Sperber’s 

tripartition is ultimately built on the backdrop of an anti-modular view of pragmatics. As argued 

in the previous section, partial reasons for his anti-modular stance come from some 

misconceptions to which the modular view is not committed; in Sect. 3.6, we will spell out 

Kissine’s (2016) reading of Sperber’s tripartition, and we will critically discuss further motives 

grounding his overall anti-modular approach. For the time being, it is worth stressing that, in 

view of the analysis provided above, the modular conception of pragmatics is not incompatible 

with data on preserved pragmatics in autism. Specifically, the working of an unimpaired 

relevance-guided inferential heuristic which does not integrate information about the speaker’s 

epistemic states is not precluded as a viable explanation of autistic people’s performance with 

scalars tasks and indirect requests. However, the nature of the data available in clinical research 

does not yet provide a straightforward picture of ASD’s pragmatic profile. In the next section, 

I review some puzzling results recently obtained in the field; then, I will discuss the 

compatibility of some accounts of pragmatics shortcomings in autism with the modular view 

(Sect. 3.5.1). 

 

3.5 The puzzle of autism 

In Sect. 3.3.1, we have seen that there seems to be no significant difference between 

neurotypicals’ and ASDs’ performances in scalar inferences when tested through 

	
20 For recent applications of Sperber’s tripartition in developmental pragmatics, see Köder & Falkum (2020); 
Mazzarella & Pouscoulous (2021). 
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underinformativity-based tasks (see Chevallier et al., 2010; Pijnacker et al., 2009).21 However, 

as Mazzarella and Noveck remark, “it is important to point out how both of these investigations 

relied on items that presented underinformative statements, concerning presented pictorial 

evidence or word knowledge, that allowed for a certain omniscience when answering” 

(Mazzarella & Noveck, 2021: e205). These experimental settings were characterized by the 

absence of a conversational context: underinformative statements with scalar terms were 

presented either as text on a screen (Pijnacker et al., 2009) or as isolated utterances heard 

through headphones (Chevallier et al., 2010), thus significantly departing from how scalars are 

typically encountered in everyday conversation. In other words, these tasks did not prompt to 

consider the speaker’s epistemic states while deriving the scalar implicature; hence, the 

obtained results may not generalize to situations in which consideration of these mental states 

might be required.  

To probe this issue, Hochstein et al. (2018) investigated the effect of the speaker’s 

knowledge state in the computation of scalar implicatures by comparing neurotypical adults 

and adolescents with high-functioning ASD. In the critical task, participants are shown three 

closed boxes on a table and are introduced to a cooperative character called ‘Farmer Brown’. 

They are told that Farmer Brown would look inside the boxes to sincerely report on their content 

and that the experimenter would then ask some questions about the boxes to be answered on 

the basis of what Farmer Brown told them. There were three possible answers: ‘yes’, ‘no’, and 

‘I don’t know’. The task varied across two main conditions. In the partial knowledge condition 

(PK), Farmer Brown looked into the first and second boxes and opened them such that their 

contents (e.g., two strawberries in each box) were fully visible to the participant. In the full 

knowledge condition (FK), Farmer Brown also peeked into the third box such that only he, but 

not the participant, could see its content. Before the character’s report, participants answered a 

control question about Farmer Brown’s knowledge of the third box’s content (e.g., “Does 

Farmer Brown know what’s in this box?”). Then, the character said “Some of the boxes have 

strawberries” and participants were asked the following test question: “Do you think there are 

strawberries in this box?”, by indicating the third box. 22  The authors predicted that, if 

participants use the information about the character’s knowledge state, they should compute 

	
21 Indeed, Schaeken et al. (2018) recently showed that testing sensitivity to informativeness in scalar implicatures 
by way of a ternary judgment task reveals some significant difference between ASDs and typically developing 
children.  
22  Compared with scalar tasks presented in Sect. 3.3.1, this task provides a more naturalistic assessment of 
participants’ computation of scalar implicatures, since it requires the ability to infer an actual situation on the basis 
of the speaker’s choice of a weaker utterance (e.g., “Some of the boxes…”) over its stronger alternative (e.g., “All 
the boxes…”). 
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the scalar implicature (i.e., “not all the boxes have strawberries”) only in FK, but not in the PK 

condition, because contexts of partial knowledge do not license scalar implicatures derivation. 

Accordingly, they should answer ‘no’ in FK and ‘I don’t know’ in PK. Results confirmed this 

prediction for neurotypicals but not for ASD participants: while both groups computed the 

scalar implicature and provided the correct answer in FK to the same degree, only neurotypicals 

answered well in PK, whereas ASDs were more likely to answer ‘no’, thus computing the scalar 

implicature also in a context in which the character’s ignorance about the target box’s content 

provided no epistemic justification for doing so. In other terms, although autistic people show 

awareness of Farmer Brown’s epistemic states when directly asked what he knew prior to his 

report, they fail to spontaneously consider these mental states in order to cancel the scalar 

inference when it should be precluded by the character’s ignorance.23 

Overall, Hochstein et al.’s (2018) study suggests that, once the speaker’s epistemic 

states are considered and properly manipulated, important differences between autistic and 

neurotypical individuals emerge also in pragmatic tasks involving scalar inferences. More 

specifically, this study shows that although autistic individuals can infer the speaker’s 

ignorance, they do not spontaneously use this information when they have to cancel the scalar 

inference in appropriate situations, such as partial knowledge contexts. It is worth noting – as 

the authors do – that the PK condition does not explicitly demand epistemic reasoning in 

participants, because the test question (i.e., “Do you think there are strawberries in this box?”) 

is not directly related to the speaker’s knowledge; rather, it is a question about what participants 

believe based on what the speaker said. Hence, autistic people may struggle with spontaneously 

considering the speaker’s epistemic states when it is not required while being able to infer them 

when explicitly required (see the Ignorance Implicature task, footnote 23).  

Why do neurotypicals succeed in both cases? How to explain the difference between 

the two groups? Importantly, the two groups in Hochstein et al.’s study were not matched 

according to chronological or mental age. Neurotypical individuals were adults ranging from 

18- to 41- years old, whereas ASD adolescents had a mean age of 14.9 years old. This marked 

age gap leaves open the possibility that different cognitive demands related to task specificity 

– and not directly related to their epistemic reasoning abilities – may have caused the 

	
23 Importantly, in a further experiment run by Hochstein et al. (2018), ASD participants showed the ability to 
compute ignorance implicatures, which, according to Neo-Gricean theories, are necessary to deriving scalar 
inferences (see Sauerland, 2004). This result suggests that, although autistic individuals typically exhibit deficits 
with ToM, these deficits may not be strong enough to preclude other types of epistemic reasoning required by 
some conversational implicature. Notably, this interpretation speaks against a monolithic conception of ToM, 
especially in relation with its involvement in pragmatic inference. See Sect. 3.6 for a discussion on this point. 
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differences observed among the two groups. For instance, the test question might have imposed 

high demands on the working memory capacity of ASD adolescents; furthermore, the inhibitory 

resources required to suspend the scalar implicature, especially when the scalar term occurs in 

partitive form like in that specific setting (i.e. “Some of…”), might be out of the reach of autistic 

adolescents.24 Notably, while this study may suggest that the scalar implicature “is inherently 

non-epistemic in nature, and merely cancellable when epistemic considerations are optionally 

invoked” (Hochstein et al., 2018: 14), the observed results are not amenable to straightforward 

interpretation, especially when it comes to explaining inter-group differences and the 

involvement of epistemic reasoning in different scalar inference tasks. 

For what concerns indirect requests, Kissine et al.’s (2015) results showing that autistic 

children perform better than neurotypicals crucially depend on the comparison between 

children aged 7- to 12- years old with typically developing preschoolers below the age of four. 

Moreover, the study did not include any measure of children’s ToM, hence, it was not possible 

to determine the involvement of epistemic reasoning in accounting for overall results and inter-

group differences. A recent study by Marocchini et al. (2022) fixed this developmental bias by 

comparing 9- to 12- years old high-functioning ASD children with age-matched neurotypical 

controls, and with a younger group of typically developing children (mean age: 5.35 years old). 

They designed an act-out task in a cooperative setting in which children were shown a drawing 

and were asked to help the experimenter to recreate it from scratch. Participants were informed 

that the experimenter would not look at the original drawing, but they could, in order to help 

the experimenter. During the task, the experimenter asked for information about the original 

drawing by way of different types of requests that varied across three conditions: direct requests 

(DIR), such as “What color is the tractor?”; indirect requests (IR), such as “I don’t remember 

the color of the tractor”; and highly indirect requests (HIR), like “The color of the tractor is 

hard to remember”. Moreover, they measured participants’ ToM through first-order and 

second-order false belief tasks.25  In general, all groups performed quite well in the three 

conditions, thus replicating Kissine et al.’s findings on autistic children’s ability to understand 

indirect requests and extending the results to highly indirect ones.26 However, contrary to 

Kissine et al., when compared with age-matched controls, ASD children did not perform better 

	
24 For a study attesting the facilitating role of the partitive construction in scalar implicature derivation with adults, 
see Grodner et al. (2010). For mixed results with children, see Foppolo et al. (2012). 
25 They also measured children’s linguistic abilities by way of a standardized test assessing morphosyntactic skills. 
26 As for Kissine et al.’s study, these results corroborate the facilitating role of cooperative experimental scenarios 
in enhancing autistic children’s performance in indirect request tasks. Overall, this empirical point is widely 
attested to in developmental pragmatics. 
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than typically developing peers. The analysis of ToM scores revealed that older TD children 

were better at attributing false beliefs than both ASD and younger TD children; moreover, the 

older TD children who performed better in ToM tasks had higher accuracy in the understanding 

of HIR. Instead, ASD and younger TD children’s levels of accuracy in the three conditions 

were not predicted by ToM performance. Interestingly, groups’ performances in the three 

conditions of the main task do reveal different comprehension patterns: while older TD children 

were more accurate with DIR, autistic children unexpectedly provided more correct responses 

to IR as compared to DIR. Although this pattern is difficult to interpret, Marocchini et al. (2022: 

145) take it as at least suggestive that the two groups may rely on different interpretative 

strategies when interpreting indirect requests, with TD children using a ToM-based 

interpretative strategy and ASDs relying on a different one, more prominently based on 

linguistic clues.27 However, as things stand, more research is needed to unravel the issue. 

Let us briefly come back to Deliens et al.’s study on conventional (‘Can you_?’) versus 

non-conventional (‘Is it possible to_?’) indirect requests. As already noted, neurotypicals and 

autistic people interpreted conventional indirect requests analogously. However, response times 

reveal that, among the half of participants who interpreted literally the conventionalized ‘Can 

you’, ASD participants took way more time than neurotypicals to answer “yes”. This behavioral 

pattern, as hinted by Mazzarella and Noveck (2021), may suggest that ASDs, but not 

neurotypicals, were somehow aware of the ambiguity of the question/request. Moreover, the 

fact that ASD participants were significantly more likely than neurotypicals to interpret 

questions introduced by the non-conventional ‘Is it possible to’ as indirect requests remain 

unexplained for the authors. Such data become more puzzling in the light of available evidence 

from brain imaging studies with neurotypicals, showing that understanding indirect requests 

generates increased activation in the cortical areas typically associated with ToM (see e.g., 

Bašnáková et al., 2014; van Ackeren et al., 2012). Do autistic people interpret indirect requests 

through different strategies than neurotypicals? If so, does the autistic strategy involve any form 

of mental state attribution? And what is the role played by ToM in neurotypicals’ strategy? 

These questions are still much open and constitute important directions of research in 

experimental pragmatics.  

Bringing together these data with the ones discussed in Sect 3.3.1, the resulting picture 

is that, although pragmatic abilities in autism are not impaired across the board, a full-fledged 

account of this selective pragmatic profile is, so far, precluded by the unclear nature of available 

	
27 According to the authors, these results should be interpreted against the backdrop of the linguistic/social-
pragmatics distinction proposed by Andrés-Roqueta and Katsos (2017). This account is overviewed in Sect. 3.5.1. 
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empirical evidence. In sum, current data fall short of providing a straightforward picture of 

autistic people’s pragmatic profile.28 Still, two promising accounts have been recently proposed 

in the field; in the next section, I provide an overview of these accounts by discussing their 

compatibility with the modular view of pragmatics.  

 

3.5.1 Some ways to deal with it 

The data reviewed above indicate that ToM seems to be involved to different extents depending 

on the specific features of the pragmatic task used. Building on this point, Andrés-Roqueta and 

Katsos (2017) have recently proposed a conceptual distinction between linguistic- and social-

pragmatics competence which aims at differentiating the pragmatic skills that are called upon 

to successfully accomplish different pragmatic tasks. Linguistic-pragmatics is underpinned by 

linguistic abilities (e.g., lexical and morpho-syntactic skills) and basic knowledge of pragmatic 

norms, such as informativeness and relevance of an utterance in a given context. Social-

pragmatics, on the other hand, includes linguistic abilities, competence with pragmatic norms, 

and more prominently, full-fledged ToM abilities. This distinction is argued to have a specific 

heuristic value on empirical grounds because the two kinds of pragmatic competence can be 

called upon in different ways as a function of the cognitive demands required by distinct 

pragmatic tasks. For instance, linguistic-pragmatics is taken to be required for performing 

underinformativity-based tests on scalars like the ones employed by Pijnacker et al. (2009) and 

Chevallier et al. (2010), and to pragmatically interpret conventionalized indirect requests such 

as the one tested by Deliens et al. (2018).29 Instead, social-pragmatics skills are required for 

irony comprehension, and Happé’s (1994) Strange Stories is considered a good test to measure 

it. The authors recently tested their hypothesis in a developmental study comparing typically 

developing children, ASDs, and children with Developmental Language Disorder (DLD) in 

linguistic- and social-pragmatic tasks (see Andrés-Roqueta & Katsos, 2020). They found that 

while language abilities predicted all children’s performance in linguistic-pragmatic tasks, both 

language and ToM abilities predicted performance on social-pragmatic tasks, where ASD 

children performed significantly worse than DLD peers. Considering this seminal study, the 

distinction between linguistic- and social-pragmatics appears to be fruitful for characterizing 

	
28 As a result, data from autism are far from providing a clear-cut picture of the actual involvement of mindreading 
in pragmatic interpretation. See Mazzarella & Noveck (2021) for a discussion along these lines. 
29 For a deeper discussion on the place of indirect requests along the linguistic/social-pragmatics divide in light of 
recent experiments with neurotypicals, see Marocchini & Domaneschi (2022). 
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the pragmatic challenges faced by the two clinical conditions, and most importantly, it provides 

a useful conceptual tool to categorize different pragmatic tasks. 

For what concerns the wider nexus between ToM and pragmatics, it is important 

highlighting that Andrés-Roqueta and Katsos (2017: 3) “do not visualize the distinction 

between linguistic-pragmatics and social-pragmatics as one to do with pragmatic phenomena 

per se”; rather, the involvement of ToM in pragmatic interpretation ultimately depends on the 

communicative situation in which a given utterance occurs. According to this ‘situation-based 

view’, the selective engagement of ToM in pragmatics should not be explained through a 

typological approach that differentiates pragmatic phenomena as requiring ToM or not; “[w]e 

should instead be looking at classifying situations of language use as requiring mind reading or 

not, or, as we called them, as ‘mentally aligned’ or not” (Katsos & Andrés-Roqueta, 2021: 

e192). The concept of ‘mental alignment’ in conversation is thus key in their proposal.30 

Drawing on work by Clark and Brennan (1991), they argue that cues for assuming mental 

alignment among speakers may include physical copresence, real-time interaction, attention 

mutually focused on the ongoing conversation, and a history of successful communication 

among interlocutors. In mentally aligned situations, full-fledged ToM might not be needed, but 

“interlocutors may derive pragmatic inferences by representing the perspective of the speaker 

as required in intersubjective theories of pragmatics such as Grice’s, but in the most frugal way” 

(Katsos & Andrés-Roqueta, 2021: e189). By contrast, in non-aligned situations, interlocutors 

are argued to rely on more demanding social-pragmatic skills to figure out the speaker’s 

intended meaning. The details of this situation-based view are yet to be developed by Katsos 

and Andrés-Roqueta, but the gist of their proposal is that the involvement of mindreading in 

communication is not an all-or-none affair. The sketched distinction between frugal 

perspective-taking in aligned situations and full-fledged ToM in non-aligned ones indicates that 

a monolithic view of mindreading is unduly restrictive for shedding light on its variable 

involvement in pragmatic interpretation. As discussed at length, this assumption is largely 

endorsed within the modular approach and Sperber’s (1994a) tripartition is fully compatible 

with the idea that ToM is involved to a greater or lesser extent in different communicative 

situations (cf. Sect. 2.4).31 Moreover, although Andrés-Roqueta and Katsos (2020: 1505) frame 

	
30 Katsos and Andrés-Roqueta (2021) borrow this concept from Garrod and Pickering (2004), but it can also be 
understood through the notion of ‘shared cognitive environment’ in Relevance Theory (see below). 
31 It is worth noting that, beyond the predictive value of the linguistic/social-pragmatics divide for categorizing 
pragmatics tasks, this distinction does not entirely map onto the sketched differentiation between frugal 
perspective-taking and full-fledged ToM. Whereas ToM is taken to be uninvolved in linguistic-pragmatics, social-
pragmatics skills recruited in irony tasks most likely rely on second-order ToM abilities, but the perspective-taking 
abilities which are hypothesized to play a more prominent role in aligned communication do not find a clear place 
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the linguistic/social-pragmatics divide as a viable way to overcome the ‘unitary construct of 

pragmatics’, the fine-grained analysis provided above reveals that the modular, ‘monolithic’ 

view of pragmatics embraced by relevance theorists is not incompatible with the present 

distinction. Thinking of a pragmatics module dedicated to overt communication which 

inferentially recovers the speaker’s intended meaning does not amount to claim that a single 

pragmatics module would take charge of all the abilities involved in utterance interpretation. 

Rather, the pragmatics module complements linguistic abilities and ToM can be selectively 

involved to different extents as a function of the interpretative strategy best suited to the 

communicative situation (Sect. 3.3.2). Indeed, what is ruled out by the linguistic/social-

pragmatics divide is the view that pragmatics completely overlap with ToM; however, this 

claim must be distinguished from Sperber and Wilson’s (2002) proposal of a pragmatics module 

(Sect. 3.4). 

Another promising account of the communicative challenges faced by autistic people is 

the renewed relevance-theoretic view outlined by Williams, Wharton, and Jagoe (2021; see also 

Williams, 2021). This new account is informed by the so-called ‘double-empathy problem’ in 

autism research, for which communicative misunderstandings between autistic people and 

neurotypicals are grounded on bidirectional differences in communicative style and mutual lack 

of understanding between the two parties, rather than on ASD’s pragmatic impairments 

(Milton, 2012). The double empathy approach situates the responsibility for mutual 

understanding into the shared space among interlocutors by looking also at neurotypicals’ 

failures to adapt to autistic interlocutors’ neurocognitive specificities, thus linking 

communicative misunderstanding to a “disjuncture in reciprocity between two differently 

disposed social actors” (Milton, 2012: 884). In line with this proposal, Williams and colleagues 

suggest that mutual understanding between autistic and non-autistic people may be hampered 

by significant divergences between the two parties’ minds, or, more technically, by the fact that 

they have neuro-divergent cognitive environments. An individual’s cognitive environment is 

the set of assumptions, propositions, or pieces of information which are within her actual and 

potential cognitive (and perceptual) reach. In the relevance-theoretic jargon, propositions and 

information included in an individual’s cognitive environment are said to be manifest to that 

individual.32 Whatever is included in the cognitive environment of an individual (i.e., whatever 

	
along this divide. Instead, the distinction between frugal perspective-taking and high-order ToM does find a place 
in Kissine’s (2016) analysis of the interpretative strategies, which, despite the anti-modular background, maintains 
some fundamental insights of Sperber’s seminal tripartition. See Sect. 3.6 for an in-depth analysis of this aspect. 
32 According to Sperber and Wilson (1995: 38-46), an assumption is ‘manifest’ to an individual at a given time to 
the extent that they are capable of representing this assumption and accepting it as true or probably true. Thus, the 
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is manifest to her) varies as a function of her subjective perceptual experience, world 

knowledge, cognitive abilities, and memory resources. These multiple variability factors make 

it unlikely that two individuals’ cognitive environments completely overlap; however, they can 

partially intersect, thus creating a shared cognitive environment.  Finally, when it is evident to 

both individuals that manifest assumptions are reciprocally shared, these assumptions are said 

to be mutually manifest among them.33 In Relevance Theory, mutual manifestness plays a 

prominent role in intersubjective communication, because it constitutes “the basis from which 

judgments relating to the optimal relevance of an utterance are formed” (Williams et al., 2021: 

3). Accordingly, Williams and colleagues suggest that interactions between autistic and non-

autistic interlocutors may be compromised by lack of achieving mutual manifestness in 

intersubjective communication. Specifically, the creation of a shared cognitive environment is 

a precondition for achieving mutual manifestness among the parties, but this ultimately depends 

on the interlocutors’ possession of similar cognitive abilities: “[a]nd here is where the problem 

may lie. In communication between autistic and non-autistic people, cognitive abilities clearly 

aren’t similar” (Williams, 2021: 126). Autism research has long attested divergent patterns of 

sensitivity to various sensory-perceptual stimuli and different patterns of attention; these 

cognitive specificities may impact the shaping of their cognitive environments and may 

differentiate the ways in which they attribute relevance as compared to neurotypicals, thus 

making more challenging the mutual understanding among the parties:  

 

Which facts and assumptions are manifest at any given time, and the way in which 

representations are organized and accessible, may not be in any way similar to those 

of their non-autistic interlocutor. The degree of cognitive effort required to generate 

certain cognitive effects will also, therefore, be different. The recipe may be the 

same, but the values different. Both speakers may communicate according to the 

principles of relevance theory, but where assumptions of mutual manifestness are 

erroneously made, mutual understanding will break down (Williams, 2021: 126). 

 

	
technical notion of ‘manifestness’ has an intrinsic dispositional character, because for an assumption to be manifest 
it is not required it being actively entertained in an individual’s mind; rather, it is sufficient for that individual to 
be merely capable of inferring that assumption from available knowledge and background information. For a 
recent, graded analysis of manifestness in Relevance Theory, see Sperber and Wilson (2015: 133-142). 
33 In turn, the set of mutually manifest assumptions constitutes their ‘mutual cognitive environment’ (see Sperber 
& Wilson, 1995: 41-42). A more detailed discussion of mutual manifestness will be provided in Chapter 6. 
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By shifting the focus on how mutual manifestness in communication is jointly achieved (or 

not), the renewed relevance-theoretic account moves forward the traditional way of looking at 

pragmatic challenges in autism from the narrow perspective of ToM impairments (e.g., Happé, 

1993), and invites to look at them against the backdrop of the neurocognitive specificities of 

the autistic condition, in line with the recent tendency in the field to approach autism from the 

broader perspective of ‘differences’, rather than ‘deficits’(see Happé & Frith, 2020).34 

To conclude this section, let us highlight two points that are relevant to the present 

discussion. In the first place, the renewed relevance-theoretic account of autism – which, to be 

fair, is yet to be tested and fully developed by relevance theorists engaged in clinical research 

– is compatible with the Pragmatics Module Hypothesis spelled out in Chapter 2. In this new 

account, autistic people would interpret utterances by using the relevance-guided 

comprehension procedure which constitutes the inferential processing mechanism of the 

pragmatics module (Sect. 2.3). What differs in autistic interpreters is the way in which the 

optimal relevance of an utterance is assessed, due to the creation of different maps of cognitive 

salience that are shaped by their divergent perceptual and attentional experiences (see Williams, 

2021: 126). From this perspective too, pragmatic challenges in autism are not explained in terms 

of impairments of a unique pragmatics module; rather, they are thought to arise from the 

divergent functioning of the same comprehension procedure, implemented by the pragmatics 

module, which delivers an interpretation of the speaker’s utterance. Moreover, this view is also 

compatible with the idea that atypical ToM in autism may further constrain the working of the 

pragmatics module at the level of the information about the speaker’s epistemic states that are 

fed into the comprehension procedure (Sect. 3.3.2). In short, autistic people would interpret 

utterances by following the same inferential procedure employed by neurotypicals, but 

pragmatic shortcomings would arise as a joint result of their divergent attributions of relevance 

and the limited degree of sophistication of the interpretative strategies available to them. 

In the second place, the focus on how mutual manifestness in communication is 

achieved, not achieved, or mistakenly assumed, can be fruitful in shedding light on how 

mindreading can be recruited to different extents as a function of the communicative situation. 

For instance, in the situation-based view sketched by Katsos and Andrés-Roqueta (2021), a 

modicum of mindreading is taken to be involved in mentally aligned situations among 

interlocutors. From a relevance-theoretic perspective, the concept of mental alignment can be 

	
34 For a recent study attesting high levels of mutual understanding in interactions among autistic people, see 
Crompton et al. (2020). For a first small scale study with ASDs that applies this renewed account, see Williams et 
al. (2021). 
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thought of in terms of the shared cognitive environment among individuals, which, in turn, is 

the precondition for establishing a ‘mutual cognitive environment’ that includes the 

assumptions that are mutually manifest to the interlocutors. High levels of mutual manifestness 

might reduce the amount of mindreading required by pragmatic interpretation, which can thus 

rely on frugal perspective-taking in the sense sketched above. By contrast, a full-fledged ToM 

would be needed to handle lower levels of mutual manifestness in non-aligned situations. The 

contact points between the two approaches further show the compatibility between the modular 

view of pragmatics and a situation-based account of mindreading in communication, and pave 

new ways for addressing typical and atypical communication through the conceptual tools 

provided by Relevance Theory. 

 

3.6 Pragmatic strategies from an anti-modular perspective 

In Pragmatics as metacognitive control (2016), Kissine provides an anti-modular reading of 

Sperber’s (1994a) tripartition which centers on the different metarepresentational requirements 

imposed by the three interpretative strategies (cf. Sect. 2.4.3). Overall, Kissine (2016) frames 

such pragmatic strategies as interpretative norms that hearers variably select to drive pragmatic 

interpretation on the basis of their appraisal of the communicative situation. From this 

perspective, utterance interpretation consists of two sequentially ordered stages:  

 

a. selection of the interpretative norm best suited to the conversational context; 

b. proper pragmatic processing relying on the monitoring of the interpretative process at 

the metacognitive level, in accordance with (a).  

 

Since its formulation, Kissine’s (2016) view of pragmatic processing as metacognitive control 

has remained largely speculative, and Kissine’s later writings mostly focus on the ‘egocentric’ 

interpretative norm as suitable to account for the selective pragmatic profile in autism (cf. 

Geurts et al., 2019; Kissine, 2021a; b). Hence, in this section, we will gloss over the discussion 

of his alternative theoretical model to deeply focus on his anti-modular reading of the three 

pragmatic strategies. 

Kissine’s (2016) reading of the strategies is orthogonal to his skepticism toward one of 

the pillars of the Pragmatics Module Hypothesis: the metarepresentational character of the 

output of pragmatic interpretation. As discussed in Chapter 2 (Sect. 2.4.3; 2.5), according to 

Sperber (1994a) and Wilson (2005), the output of pragmatic interpretation is always a thought 

about a propositional content p that is attributed to the speaker as the one she meant to convey 
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(i.e., “the speaker meant that p”). This is entailed by the fundamental tenet of the ostensive-

inferential model, namely, that the attribution of communicative and informative intentions to 

the speaker is part and parcel of pragmatic interpretation (Sect. 2.1); in other terms, pragmatic 

interpretation always leads to the attribution of a communicative intention to the speaker. 

Hence, the output of pragmatic interpretation is an interpretative hypothesis about the speaker’s 

communicative intention, thus, a metarepresentation. This point is explicitly called into 

question by Kissine: 

 

there are good empirical reasons for believing that context-dependent interpretation 

of linguistic meaning does not always result in hypotheses about the speaker’s 

complex communicative intentions. In some cases, the interpretation output will 

consist only in a content that is relevant from the interpreter’s own egocentric point 

of view; in some others, the output will be a content relevant from the speaker’s 

perspective, but without necessarily involving the attribution of complex, 

multilayered communicative intentions to the speaker (Kissine, 2016: 5; my 

emphasis). 

 

Despite the resoluteness of this passage, Kissine does not provide a clear-cut argument against 

the metarepresentational output; still, as will be shown, Kissine’s skepticism is deeply 

intertwined with his peculiar reading of the three pragmatic strategies.  

In what follows, I try to reconstruct the rationale behind Kissine’s (2016) contention 

against the metarepresentational output by spelling out the theoretical and philosophical 

assumptions that implicitly (or tacitly) underly his deployment of Sperber’s tripartition. To be 

clear, I do not aim to provide a fully faithful reconstruction of Kissine’s (unclear) position; 

rather, my aim is to bring out some misconceptions and background commitments behind his 

broader anti-modular approach to show how the theoretical dispute over the 

metarepresentational character of the interpretative output is ultimately grounded on deeper 

assumptions concerning the nature of communication and metarepresentations. The present 

analysis will thus allow clarifying the reasons why, under a certain construal of the notion of 

‘metarepresentation’, the interpretative output would fall short of being always 

metarepresentational, thus undermining one of the pillars of the Pragmatics Module 

Hypothesis. To conclude, I will build on the provided analysis to draw some wider 

considerations that will pave the way for the topics to be explored in the second part of the 

thesis.  
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To begin with, let us circumscribe the scope of Kissine’s criticism. Kissine denies that 

the output of any kind of pragmatic process is always metarepresentational; however, he 

recognizes that, in specific cases, pragmatic interpretation can involve the attribution of a 

communicative intention to the speaker, thus yielding a metarepresentational output. Notably, 

this occurs when pragmatic interpretation is driven by the most sophisticated interpretative 

strategy: 

 

“Gricean”, sophisticated interpretation: becomes available only when (at least) 

second-order Theory of Mind is operational. This interpretation strategy involves 

complex inferences about speaker’s communicative intentions, and allows the 

derivation of behavioral implicatures and comprehension of irony (Kissine, 2016: 

5). 

 

The Gricean strategy roughly corresponds to Sperber’s (1994a) ‘sophisticated understanding’ 

and is related to the emergence of second-order ToM. This strategy is required for irony 

understanding, which is troublesome for children below seven (Filippova & Astington, 2008) 

and positively correlated with second-order ToM (Nilsen et al., 2011; Happé, 1993; 1994). In 

Kissine’s wording, the Gricean strategy involves “complex inferences about speaker’s 

communicative intentions” which are not required by less sophisticated interpretative 

strategies. But what makes the inferences underlying the Gricean strategy ‘complex’? From a 

relevance-theoretic view, this complexity is due to the integration of assumptions about the 

speaker’s second-order epistemic states as premises of the inferential interpretative process run 

by the pragmatics module: to the extent that naïve optimism requires no metarepresentational 

premises, and cautious optimism only integrates first-order epistemic states, there are plausible 

reasons to construe ‘Gricean inferences’ as more complex and cognitively taxing than 

inferences underlying less sophisticated strategies (cf. Sect. 2.4.3; 3.3.2). However, this view 

does not fully reflect Kissine’s concern.35 As hinted by the passage above, the complexity of 

the inferences about the speaker’s communicative intentions is grounded on the peculiar 

multilayered structure of communicative intentions. Let us dwell on this point. 

	
35 In particular, Kissine does not seem to grasp that second-order epistemic states can be fed as premises into the 
working of the pragmatics module: “on the Sperber and Wilson’s idea of a pragmatic module […] it is unclear 
why reaching the developmental stage required for understanding irony should be concomitant with the 
development of second-order Theory of Mind” (Kissine, 2016: 5). For a critical discussion of this point, see 
Mazzarella & Noveck (2021). 
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 In the ostensive-inferential framework, communicative intentions are high-order 

mental states, namely, second-order intentions that embed a first-order informative intention 

(see Sect. 2.1). Kissine argues that “the interpretative norm consisting in the full recovery of 

the speaker’s communicative intentions should not emerge until second-order Theory of Mind 

is mature” (Kissine, 2016: 9), thus suggesting that second-order ToM is somehow needed to 

attribute communicative intentions, because these are, in fact, second-order mental states. As 

mentioned in Sect. 3.1, the purported correlation between second-order ToM and 

communicative intention attribution is a questionable way to account for the cognitive 

mechanisms and the metarepresentational resources required by the latter. This line of 

reasoning is hinted at by Happé (1993);36 however, “[f]rom a modularist point of view, it is 

quite conceivable that children might develop the ability to represent speaker’s meaning before 

being able to deploy other types of second-order meta-representations” (Origgi & Sperber, 

2000: 163). This aspect will be explored at length in Chapter 5; for the present purposes, let us 

bear in mind that, according to Kissine, the attribution of (complex and multi-layered) 

communicative intentions is involved uniquely when pragmatic interpretation is driven by the 

Gricean strategy which requires the possession of second-order ToM, but this is not the case 

for less sophisticated interpretative strategies based on looser metarepresentational 

requirements.37 Hence, if communicative intention attribution is not involved when pragmatic 

interpretation is driven by less complex strategies, the interpretative output would fall short of 

being always metarepresentational. Let us explore this aspect by focusing on Kissine’s 

construal of the other pragmatic strategies. 

The counterpart of ‘naïve optimism’ in Kissine’s framework is called Egocentric 

relevance: it “does not require any Theory of Mind, and is entirely based on egocentric 

considerations of accessibility” (Kissine, 2016: 5). Egocentric relevance can be used to 

assigning referents to indexicals and demonstratives, modulating lexical meanings in a context-

dependent way, and successfully deriving material implicatures and (some) indirect speech 

acts. These pragmatic phenomena are not argued to be always optimally interpretable without 

ToM, but, depending on the situation, Egocentric relevance may suffice to interpret them in a 

proper way. Crucially, Kissine (2013; 2016; 2021a) conceives Egocentric relevance as fully 

	
36 “A person who was able to attribute first- but not second-order mental states would be capable of recognizing a 
speaker’s informative intention, but not their communicative intention – which is a second-order intention” 
(Happé, 1993: 102) 
37 This line of reasoning is also indicative that, presumably, the notion of communicative intention which grounds 
Kissine’s (2016) criticism of the metarepresentational output is different from the one employed in Relevance 
Theory. If this is the case, Kissine’s tacit shifting to a different notion would be in tension with his correct synopsis 
of communicative and informative intentions from a relevance-theoretic view (see Kissine, 2016: 2-3). 
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available to autistic individuals and accounts for the selective pragmatic profile in autism by 

appealing to egocentric, but context-dependent pragmatic processing not relying on ToM.38 

Now, the question is: If some pragmatic phenomena, such as material implicatures and indirect 

speech acts “may be derived with no appeal to the reconstruction of speaker’s communicative 

intentions” (Kissine, 2016: 6), which is the output of pragmatic interpretation driven by 

Egocentric relevance?  

Let us discuss the case of material implicatures brought to the fore by Jary (2013) by 

borrowing an example discussed in Kissine (2016). Imagine a context in which Mary is offered 

coffee and a croissant and she replies as follows: 

 

(4) I have already had breakfast. 

Mary’s utterance makes accessible the explicit content in (5), and the present context makes 

accessible the contextual assumption in (6). Taken together, (5) and (6) allow deriving (7): 

 

(5) [The speaker has already had breakfast today] 

(6) Having had breakfast on a given day is a good reason for refusing breakfast that same 

day. 

(7) [The speaker does not want a coffee and a croissant] 

The propositional content in (7) is derived from (4) through a material implicature that can be 

computed without employing premises about the speaker’s epistemic states, thus relying on an 

egocentric strategy not involving ToM (see Jary, 2013). In other terms, (7) corresponds to the 

interpretative output of the Egocentric relevance strategy as applied to the utterance in (4), and 

it is construed by Kissine as “a doxastic-type representation of the content [The speaker does 

not want a coffee and a croissant]” (Kissine, 2016: 4). Kissine argues that this interpretative 

output is “non-embedded within the representation of the speaker’s informative intentions” 

(Kissine, 2016: 5) but he does not provide a clear characterization of this doxastic 

representation. Building on Kissine’s endorsement of the Direct Perception model of 

communication (see Kissine, 2013; Kissine & Klein, 2013) it is possible to conceive (7) as a 

propositional content automatically stored in the interpreter’s belief box without it being firstly 

	
38 Notably, this account can accommodate the data discussed in Sect. 3.3.1, but it does not contrast with a more 
orthodox reading of Sperber’s (1994a) naïve optimism as an interpretative strategy not relying on epistemic states 
attribution (cf. Sect. 3.3.2). However, it is worth noting that, considering the current state of empirical research 
(Sect. 3.5), the autistic pragmatic profile is hardly cut and dried. At best, available empirical data would suggest 
that the egocentric (or naïve) strategy can be enough to perform linguistic-pragmatic tasks in the sense of Andrés-
Roqueta and Katsos (see Sect. 3.5.1). 
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attributed in a metarepresentational format to the speaker as the content she meant to convey 

by uttering (4). More specifically, Kissine (2016: 9) takes the metarepresentational output as a 

medium preventing the automatic integration of communicated contents into the interpreter’s 

belief system. However, since he embraces a theoretical model that conceives of 

communication as a device for direct belief transfer (much like sensory perception), he rejects 

the existence of such a medium against the automatic acceptance of contents from utterances, 

let alone when these contents are derived through an interpretative strategy that does not require 

any ToM. In other terms, Kissine’s refusal of the metarepresentational character of the 

interpretative output delivered by Egocentric relevance is ultimately grounded on his 

endorsement of the Direct Perception model of communication, whose theoretical assumptions 

plainly contrast with the basic tenets of the intentional-inferential model.39 

A detailed discussion of the Direct Perception model falls beyond the scope of the 

present thesis. It is worth noting, though, that the cognitive version of this model is committed 

to two related assumptions concerning the relationship between pragmatic comprehension and 

epistemic evaluation of communicated contents in the early stages of cognitive development: 

first, the existence of a developmental stage in which the relationship between comprehension 

and acceptance is not mediated by any epistemic filtering; second, the idea that ‘blind trust’ is 

the earliest epistemic attitude and that this trust is subject to a downward revision when children 

progressively acquire epistemic vigilance abilities (see Kissine & Klein, 2013: 145). 

Importantly, these two assumptions contrast with recent findings on the early emergence of 

epistemic vigilance (e.g., Bazhydai et al., 2020; Crivello et al., 2021) and the ontogeny of 

communicative trust in early childhood (e.g., Mascaro & Kovács, 2022); by contrast, the 

intentional-inferential model is well positioned to provide a coherent explanation of these 

empirical data.40  

Let us now turn to the last strategy outlined by Kissine: 

 

Allocentric relevance: requires at least implicit first-order Theory of Mind. It is 

similar to egocentric relevance, but it rules out contents that are incompatible with 

the speaker’s perspective (Kissine, 2016: 5). 

 

	
39 For a critical discussion of the Direct Perception model, see Origgi & Sperber (2000); Sperber et al. (2010). 
40 For a detailed comparison of the two models in light of the most recent findings in developmental psychology, 
see Mazzarella & Vaccargiu (under review). 
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Allocentric relevance both resonates and departs from the classical reading of ‘cautious 

optimism’ presented in Sect. 2.4. Let us move from the main divergence in the first place. 

According to Wilson’s (2005) developmental reading (see Sect. 2.4.3), cautious optimism is 

linked to the acquisition of first-order ToM, hence, it is expected to correlate with success in 

the standard false-belief task around the age of four. In the last two decades, several studies 

based on non-verbal tasks and implicit measures significantly lowered the age threshold for the 

emergence of ToM, thus providing evidence for implicit belief attribution as early as fifteen 

months of age (Onishi & Baillargeon, 2005) and even earlier (e.g., Kovács et al., 2010; Surian 

et al., 2007).41  Kissine’s construal of Allocentric relevance is sensitive to these empirical 

findings, as well as to other developmental data on infants’ early sensitivity to others’ epistemic 

states in referential communication and disambiguation tasks (see e.g., Liebal et al., 2009; Moll 

et al., 2008; Southgate et al., 2010). Differently from Wilson (2005), the allocentric strategy is 

thus located at the early stages of cognitive development, when typically developing children 

start tracking their interlocutor’s perspective and take it into account when interpreting 

communicative acts.42 In short, according to Kissine, while atypical populations such as ASDs 

can uniquely rely on egocentric pragmatic processing, neurotypicals can variably resort to 

Egocentric and Allocentric relevance from early childhood as a function of the communicative 

situation. 

Turning to the similarities between cautious optimism and Allocentric relevance, it is 

useful highlighting that Kissine’s definition of the latter as similar to Egocentric relevance, 

except for ruling out contents incompatible with the speaker’s perspective, allows framing the 

working of the allocentric strategy through the same scenario originally discussed by Sperber 

(1994a; cf. Sect. 2.4.1). Suppose again that, at 11:30 pm, Carol tells John “It’s late” by alluding 

to the arrangement with the babysitter, and that John, unbeknownst to Carol, is worried about 

the late delivery. Considering Carol’s perspective, allocentric-John realizes that Carol could not 

intend to communicate [ItDELIVERY is late] because she does not know he is concerned about the 

delivery. The content [ItDELIVERY is late] would thus be ruled out as incompatible with Carol’s 

perspective and the content [ItHOUR is late] would be retained as more congruent with the 

mutually shared assumption that the babysitter usually leaves at midnight. As a result, 

allocentric-John would interpret Carol’s utterance as meaning that it is time to leave because of 

	
41 The interpretation and the reliability of these findings is highly debated among developmental researchers. This 
debate will be overviewed in Chapter 5. 
42 Notably, the suggested developmental trajectory for Allocentric relevance is much in line with the early cautious 
optimistic strategy pointed out by Mazzarella & Pouscoulous (2021; cf. Sect. 2.4.3; 2.6). 
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the babysitter. Crucially, ruling out the egocentric delivery-related interpretation would depend 

on the computation of the following first-order epistemic state: 

 

(8) Carol does not know that [I am worried about the late delivery]. 

 

From a relevance-theoretic perspective, the integration of (8) into the inferential process carried 

out by allocentric-John would deliver a metarepresentational output taking (roughly) this form: 

 

(9) Carol meant that [it is time to leave]. 

 

By contrast, Kissine seeks to deny the metarepresentational character of the output delivered 

by Allocentric relevance; rather, “the output will be a content relevant from the speaker’s 

perspective, but without necessarily involving the attribution of complex, multilayered 

communicative intentions to the speaker” (Kissine, 2016: 5). In sum, according to Kissine, even 

when pragmatic interpretation does involve some form of epistemic reasoning about what the 

speaker knows or does not know, as specified by (8), the output of the comprehension process 

would not be a metarepresentation. Although Kissine does not clearly justify his negative stance 

towards the metarepresentational output in Allocentric relevance, it is possible to individuate 

(at least) three possible motives for it. 

First, the “content relevant from the speaker’s perspective” is conceived as unembedded 

(hence, non-metarepresentational) because, as discussed above, attributing complex and multi-

layered communicative intentions is considered cognitively demanding and likely underpinned 

by high-order ToM. This is a debatable assumption that will be extensively discussed in Chapter 

6. 

Second, the same rationale behind Kissine’s denial of the metarepresentational output 

for the egocentric strategy can be applied to Allocentric relevance: if communication is 

essentially framed as a device for direct belief transfer, there are strong a priori reasons for 

denying the existence of a medium (i.e., the metarepresentational output) that would prevent 

the automatic integration of communicated contents into the interpreter’s belief system. Not 

surprisingly, the metarepresentational output is indeed conceded for Gricean sophisticated 

interpretation, namely, the strategy that – much like ‘sophisticated understanding’ – allows the 

interpreter to spot the misleading intention of a deceptive speaker and to unbelieve what she 

says (see Sect. 2.4.1). Here too, Kissine’s denial would be grounded on his adherence to the 
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Direct Perception model; however, as stated above, there are theoretical and empirical reasons 

for not preferring this model of communication over the intentional-inferential approach. 

Third, Kissine’s reading is explicitly influenced by Jary’s (2010) analysis of Sperber’s 

interpretative strategies, which is based on a strong notion of ‘metarepresentation’ that imposes 

requirements not fulfilled by the Allocentric strategy outlined above. Specifically, Jary (2010: 

184-185) argues that ‘cautious optimism’ can be divided into two different sub-strategies that 

differ with respect to the kinds of epistemic states that are attributed to the speaker as pragmatic 

interpretation unfolds. In the first version, the cautious interpreter would arrive at the correct 

interpretation by ruling out alternatives related to information unknown to the speaker, much 

like in the allocentric scenario sketched above. In this case, what is required is the attribution 

of knowledge (or lack thereof) to the speaker, as specified by (8). Instead, the second version 

of cautious optimism necessarily requires the attribution of a false belief. Let us modify the 

scenario by supposing that Carol utters “It’s late” with the intention to alert John that a train 

she wrongly assumes him to be waiting for is delayed. In this case, John would not be able to 

infer the content [ItTRAIN is late] without computing the following epistemic state: 

 

(10) Carol believes that [I am waiting for the delayed train] 

 

and assessing the embedded content as false. The difference between (8) and (10) corresponds 

to the distinction between factive and non-factive mental state attribution (Nagel, 2017). Factive 

mental states such as knowledge (or lack thereof) bind the attributor to the truth of the embedded 

content; for instance, by attributing (8) John is somehow committed to his being worried about 

the late delivery. By contrast, non-factive mental states like beliefs allow the attributor to assess 

the truth or falsity of the embedded content by ‘decoupling’ it from her primary representation 

of the world, as in the case of (10).43 Crucially, according to Jary (2010), only non-factive 

mental state attribution – most specifically, false belief attribution – would satisfy the strict 

requirement for ‘metarepresenting’: 

 

To say that a creature has the ability to entertain metarepresentations of this type is 

to say that that creature has a conception of truth and falsity. Such a creature is able 

	
43 The decoupling is the mechanism responsible for generating metarepresentions by ‘quarantining’ the attributor’s 
primary representation of reality from the epistemic agent’s decoupled representation (see Leslie, 1987). Since 
Perner (1991), this mechanism is seen as responsible for full-fledged belief attribution; according to Leslie (1987), 
children’s understanding of pretense play is an earlier manifestation of decoupling (cf. Sect. 1.4.1). 
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to attribute thoughts of the type exemplified by [X believes that P], and to 

demonstrate this by making a correct prediction about X’s behaviour when P is 

false. Indeed, only this ability demonstrates metarepresentational competence of 

this type: if P is true, then the ability to entertain thoughts of the type exemplified 

by [X knows that P] cannot be distinguished from the ability to entertain thoughts 

of type [X believes that P] (Jary, 2010: 179). 

 

Notably, the passage above reflects the central insight behind the standard false belief task, 

which is taken by Jary (2010) as the unique diagnostic criterion for ‘metarepresenting’. Against 

the backdrop of this strong notion of metarepresentation – which traces back to Dennett (1978) 

and dominates the debate on ToM at least since Leslie (1987) and Perner (1991) – false belief 

attribution constitutes the paradigm of truly metarepresentational processes, thus setting a 

theoretical requirement not fulfilled by factive forms of epistemic reasoning which underlies 

pragmatic interpretation in the first version of cautious optimism and in Kissine’s allocentric 

strategy. 44  Indeed, as pointed out by Jary (2010: 179), “if this […] use of the term 

‘metarepresentation’ is applied, then much pragmatic inference does not require 

metarepresentation”, because pragmatic inference mostly relies on the ability to attribute 

knowledge and ignorance, rather than false beliefs (see Jary, 2010: 178). In sum, to the extent 

that Allocentric relevance requires taking the speaker’s perspective into account by implicitly 

monitoring the speaker’s knowledge state, this strategy would not be underpinned by 

metarepresentational processes, if, following Jary, false belief attribution is the only diagnostic 

criterion for metarepresenting. From this perspective, Kissine’s denial of the 

metarepresentational output would be further motivated by a background notion of 

metarepresentation which does not encompass factive mental state attribution of the kind 

supporting Allocentric relevance: if the allocentric strategy does not hinge on truly 

metarepresentational processes, there are no reasons for construing it as an interpretative 

strategy delivering a metarepresentational output.45 

	
44 Notably, in Kissine’s (2016) articulation of the three strategies there is no counterpart of Jary’s (2010) second 
version of cautious optimism based on false belief attribution (hence, truly metarepresentational). 
45 Indeed, Kissine’s (2016) position is best accounted by the first two motives outlined above, i.e., the complexity 
of multilayered communicative intentions, and the denial of the metarepresentational output as a medium to 
epistemic acceptance. Nonetheless, the critical argument based on the strong notion of metarepresentation is 
consistent with the claimed influence of Jary (2010) in Kissine’s (2016) construal of the three strategies (cf. also 
Kissine, 2013), and it also make sense of the apparent theoretical tension between Kissine’s rejection of the 
metarepresentational output and the recognized involvement of implicit ToM in Allocentric relevance.  
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To wrap up, Kissine’s (2016) criticism of the metarepresentational output may be linked 

to his commitment to a model of communication that crucially diverges from the intentional-

inferential approach; moreover, his anti-modular contention is likely influenced by the partial 

matching of Kissine’s view with Jary’s (2010) account of the three pragmatic strategies as 

grounded on a specific notion of metarepresentation which rules out the possibility of 

construing the interpretative output as always metarepresentational. Whether or not these 

theoretical assumptions really capture the actual motivation behind Kissine’s anti-modular 

stance (but I would suggest they do, considering the reasons just provided), they point out how 

the description of the interpretative output as ‘metarepresentational’ or not is ultimately 

grounded on the wider framework adopted by the background pragmatic theory. Along the same 

line, Kissine recently said that “a priori defining communication in metarepresentational terms 

is also very difficult to falsify, because it precludes the very possibility of finding evidence for 

an interpretation output that would not be metarepresentational” (Kissine, 2021b: e231). In 

sum, the theoretical dispute over the metarepresentational character of the interpretative output 

is still much open.  

The analysis provided above allows for bringing out some general considerations that 

turn out to be relevant with respect to the still-puzzling relationship between pragmatics and 

ToM. Starting from the 80s, the claims that (a) false belief attribution is the paradigm for truly 

metarepresentational processes and that (b) success on false belief tasks is the diagnostic 

criterion for ‘metarepresenting’ laid out the steppingstones of ToM research, and they are still 

widely established dogmas in the current theoretical and empirical landscape (see e.g., Rakoczy, 

2022). On the flip side, if taken to the extreme, they limit the scope of ToM research and 

encourage a monolithic conception of ToM which falls short of shedding light on the intricate 

and variable involvement of epistemic reasoning – and more generally, mental states attribution 

– in pragmatic interpretation (see Rubio-Fernández, 2019).  

As shown in this chapter, in experimental pragmatics, the absence of a correlation 

between a specific pragmatic task and performance on standard false belief tasks is sometimes 

taken as compelling evidence that understanding a given pragmatic phenomenon (e.g., scalar 

implicatures, indirect request, or metaphors) does not hinge on ToM. On the one hand, this may 

crucially depend on the nature of the pragmatic task or the stimuli used, which might 

significantly depart from how such pragmatic phenomena are typically encountered in everyday 

conversation (Sect. 3.5). On the other hand, it might be that the kind of ToM which underlies 

pragmatic interpretation is fundamentally different from the ability tapped by the false belief 

task. This point has been recently emphasized by Westra and Nagel (2021), who provide a 
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theoretical model that accounts for real-time tracking of epistemic states in ordinary 

communication by highlighting the pervasive role of factive mental state attribution over non-

factive belief attribution. They argue that even if the decoupling mechanism underlying the 

latter may sometimes be recruited in some communicative situations (e.g., in contexts involving 

deliberate deception, meta-linguistic repair, or disagreements among interlocutors), pragmatic 

inference in cooperative communication is more fundamentally buttressed by mechanisms of 

knowledge tracking that run rapidly and effortlessly.46 A detailed discussion of Westra and 

Nagel’s proposal lies beyond the scope of the present thesis, but their take-home message is 

particularly relevant to the present discussion. As they argue, focusing on belief attribution to 

figure out the involvement of epistemic reasoning in everyday conversation is unduly restrictive 

for understanding the actual role of mindreading in communication: 

 

[…] researchers who refuse to characterize a communicative process in terms of 

mentalizing on the grounds that it need not involve decoupling risk oversimplifying 

the sophistication and representational richness of our efficient epistemic tracking 

abilities. Even without decoupling, speakers and listeners are still in a position to 

grasp the propositional contents of each other’s mental states – a fact that has 

significant implications for how we understand each other as epistemic agents 

(Westra & Nagel, 2021:13). 

 

This position resonates with the call for a broader perspective in ToM research recently invoked 

by several researchers who argue that knowledge attribution might be ontogenetically, 

phylogenetically, and cognitively prior to belief attribution, and should thus play a more central 

role in current and future theories of social cognition (see Phillips et al., 2021, and 

commentaries therein). Such proposals represent a fertile ground for future theoretical and 

empirical research and can have fruitful implications for better understanding the relationship 

between pragmatics and ToM from the perspective of a mutual ‘cross-fertilization’ between 

experimental pragmatics and ToM research.47 

	
46 Notably, a similar idea is already suggested by Jary (2010: 178-179). This view is also in line with Katsos and 
Andrés-Roqueta’s (2021) sketched hypothesis that mindreading in aligned situations may involve frugal forms of 
perspective taking instead of full-fledged ToM (see Sect. 3.5.1). This idea will be further explored in Chapter 5 to 
deal with the so-called ‘Belief dilemma’ (Breheny, 2006). 
47 For a broader discussion on this point, see Rubio-Fernández (2019). Notably, Hochstein et al.’s (2018) study 
discussed in Sect. 3.5 represents a valuable step of clinical pragmatics in this direction. 
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To conclude, sticking to the dogma that the false belief task is the only diagnostic test 

for metarepresentations is a false trail for understanding the metarepresentational character of 

communication advocated by Relevance Theory, and the hypothesis of pragmatics as a 

metarepresentational sub-module of mindreading underlying the ability to attribute 

communicative intentions (let alone the metarepresentational character of the interpretative 

output). The modular view of pragmatics is explicitly grounded on the idea that success on the 

false belief task is not required for being engaged in ostensive communication: “[w]e are not 

aware of any argument to the effect that the ability needed to pass the false-belief task is a 

precondition for the ability needed to attribute speaker’s meaning” (Origgi & Sperber, 2000: 

163). The narrow focus on the false belief task, combined with a monolithic conception of 

mindreading entails that success in the first- but not in the second-order false belief task should 

correlate with the ability to attribute first-order informative intentions, but not second-order 

communicative intentions (Sect. 3.1). As already mentioned, this is a misconception that does 

not follow from Sperber and Wilson’s cognitive theory of communication. In the second part 

of this thesis, we will fix such misconception by focusing on empirical studies with young 

children that attest to an early sensitivity to ostensive forms of communication long before they 

start being able to solve standard false belief tasks, thus paving our way for articulating the 

Pragmatics Module Hypothesis from a developmental-cognitive perspective. 

 

 

Interim summary 

Early research on pragmatics and ToM in autism encourages a strong construal of the 

relationship between these two abilities (Sect. 3.1), which has been recently brought to the fore 

of the debate in experimental pragmatics under the label ‘complete overlapping claim’ (Sect. 

3.2). While the strong version of this claim is unanimously rejected in pragmatics (Sect. 3.2.1), 

the weak version is hastily imputed to Relevance Theory as stemming from the view of 

pragmatics as a sub-module of Theory of Mind. By focusing on the methodological flaws (Sect. 

3.2.2) and the empirical predictions (Sect. 3.3) deriving from the complete overlapping claim, 

I have argued that such predictions cannot be derived from the Pragmatics Module Hypothesis 

as well (Sect. 3.3.2), thus accommodating key data on autistic people’s pragmatic profile (Sect. 

3.3.1) and providing reasons for discarding the complete overlapping claim without abandoning 

the modular view (Sect. 3.4). Importantly, current findings on clinical pragmatics are still 

undetermined to precisely inform us about the cognitive status of pragmatics and its relationship 

with Theory of Mind (Sect. 3.5.), but some promising accounts in autism research can be 
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compatible with the modular view of pragmatics (Sect. 3.5.1). Finally, I have discussed an 

alternative take on Sperber’s seminal tripartition which indirectly questions one of the pillars 

of the Pragmatics Module Hypothesis (Sect. 3.6), and I have advanced some broad 

considerations that sets preliminary grounds for the topic of the second part of this thesis: the 

‘developmental side’ of the Hypothesis. 
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Part II. The developmental side of the Hypothesis 
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Chapter 4 

Triviality, ostension, and nativism: a plea for the modular view 

	
 
In the book Cognitive Pragmatics (2018), Marco Mazzone urges for a reappraisal of Relevance 

Theory by calling into question two basic assumptions: the idea that pragmatic inferences 

cannot be accounted for in terms of associative processes, and the commitment to modularity. 

Against the first assumption, Mazzone offers an associative account of pragmatic inference 

based on the hierarchical organization of memory schemata which are subject to variable 

activation patterns and are implemented by an associative mechanism that spreads along neural 

networks. Against the second assumption, Mazzone contends that Relevance Theory can only 

endorse a trivial notion of modularity, since, for modularity to be non-trivial, distinct modules 

must be implemented by different mechanisms of neural activation. In this chapter, we will 

mainly focus on this second criticism and will address it from a relevance-theoretic 

perspective.1  

We will proceed as follows. In Sect. 4.1, I will reconstruct Mazzone’s ‘triviality 

challenge’; throughout Sect. 4.2, I will lay the ground for addressing the triviality challenge by 

outlining a novel theoretical strategy (Sect. 4.2.3) to be developed in the rest of the chapter. 

Starting from Sect. 4.3, I will articulate the proposed strategy from a developmental-cognitive 

perspective by extensively discussing empirical data on ostensive communication in infancy. 

In Sect. 4.4, I will argue that such data are best explained by positing a pragmatics module 

specialized for ostensive behaviors. Finally, I will further supplement the proposed strategy by 

tackling a cornerstone issue of modular views: the issue of nativism (Sect. 4.5.1; 4.5.2).2 

 

 

4.1 The triviality challenge 

The triviality challenge moves from Mazzone’s (2018) analysis of Coltheart’s distinction 

between ‘knowledge module’ and ‘processing module’:  

 

	
1 Mazzone’s (2018) criticisms are directed to what he calls the ‘standard view’ of Relevance Theory. Throughout 
this chapter, I will articulate a non-standard view of the relevance-theoretic framework from a developmental 
perspective. 
2 I am grateful to Marco Mazzone for the valuable comments and criticisms on a first draft of this chapter. 
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A knowledge module is a body of knowledge that is autonomous: independent of 

other bodies of knowledge; for example, a linguist might say ‘syntax is a module’. 

A processing module is a mental information-processing system: for example, a 

psycholinguist might say ‘during language comprehension, sentences are parsed by 

a syntactic processing module’ (Coltheart, 1999: 118). 

 

Coltheart (1999) argues that Fodor (1983) was far from providing a strict definition of 

modularity. Thus, in his ‘neo-Fodorian account’, Coltheart claims that domain specificity is the 

only necessary condition for modularity and argues for the existence of domain-specific 

processing modules. 3  Interestingly, Coltheart’s knowledge/processing module distinction 

largely matches Chomsky’s and Fodor’s declinations of the modularity hypothesis as discussed 

in Sect. 1.1. Chomsky’s modules are knowledge or competence systems, namely, discrete bodies 

of knowledge, with no commitment with respect to the architecture of cognitive processes. 

Instead, Fodor’s modules are autonomous processing systems, namely, discrete modular 

mechanisms in the mind that share some key processing features, such as encapsulation and 

implementation in the brain, inter alia. In Chapter 1, we have already discussed the relationship 

between knowledge and processing systems in the Chomskyan/Fodorean mind. Basically, a 

processing system incorporates a knowledge system, much like Fodor’s language module 

incorporates a body of knowledge about grammar principles and deploys it in parsing linguistic 

sentences. This is, indeed, the same relationship envisaged by Coltheart: 

 

Of course, processing modules will generally incorporate knowledge modules – the 

syntactic processor will have, as part of its internal structure, a body of knowledge 

about syntax, just as the language processor […] has, as part of its internal structure, 

a lexicon (Coltheart, 1999: 118). 

 

Despite the tight relationship, the notions of knowledge and processing module are distinct and 

must remain as such.4 Blurring this distinction undermines the theoretical stability of modular 

accounts, especially in cognitive pragmatics (e.g., Kasher, 1991a; see Sect. 1.2.1), and Mazzone 

(2018: 113) takes this distinction as “crucial for establishing a view of modularity that is not 

	
3 Indeed, Fodor (2000) amends his previous position by explicitly arguing that informational encapsulation is a 
necessary condition for defining modularity. 
4 On this point, see also Carston (1997; cf. Sect. 1.1) 
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trivial”. The knowledge/processing module distinction sets the preliminary, fundamental 

requirement for a modular view of pragmatics which purports to be non-trivial. 

By discussing Coltheart’s (1999) view, Mazzone (2015; 2018) does not explicitly argue 

against the existence of domain-specific processing modules; rather, his concerns mostly focus 

on how claims about the ‘domain specificity’ of such modules must be interpreted. He 

distinguishes two interpretations of domain specificity. In the first, implementational sense, two 

processes are said to be domain specific if they are implemented by different mechanisms of 

neural activation. In this sense, the two respective processes are conceived as ‘intrinsically 

different’ from each other, and the difference at issue is located at the level of flows of activation 

that propagates along neural networks. Under this implementational interpretation, claims about 

the modular character of the cognitive mechanisms which underpin the respective processes are 

clearly non-trivial; however, according to the main thesis of Mazzone’s book, a conception of 

modularity based on domain specificity in this strong, implementational sense is ultimately 

untenable, because “as far as neural implementation is concerned, there is no other process than 

the mechanism of associative activation and inhibition” (Mazzone, 2018: 115). As Mazzone 

makes clear, this is not the notion of domain specificity that Coltheart applies to processing 

modules. Rather, Coltheart (1999: 119) builds on an interpretation of domain specificity at the 

behavioral level, meaning that a processing module does not respond to inputs except those of 

a particular class. However, according to Mazzone, this behavioral interpretation is too weak 

to be controversial: 

 

Let us suppose that there is one single basic process operating on a variety of bodies 

of knowledge, so that when the system receives inputs of the type A, the body of 

knowledge A’ is mobilized, when inputs are of the type B, the body of knowledge 

B’ is mobilized, and so on. In this case, we can distinguish a variety of processes 

(A’’, B’’, etc.) that differ from each other not for the mechanism employed (by 

hypothesis, there is one single mechanism at play), but for the bodies of knowledge 

they operate on. Nevertheless, they would satisfy the above definition of domain-

specific process: each responds to inputs of a specific domain. But, if this were 

enough to claim that domain-specificity exists, the claims would be entirely 

uncontroversial (Mazzone, 2018: 113). 

 

According to Mazzone, the behavioral interpretation of domain specificity for processing 

modules would be compatible with the view that what is ‘domain-specific’ is the body of 
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knowledge that is involved in the processing of different inputs; however, the behavioral 

domain-specific processing can well be realized, at the implementational level, by the same 

associative mechanism of neural activation which better describes the basic functioning of the 

brain. Specifically, the behavioral interpretation of domain specificity runs the risk of blurring 

the fundamental distinction between processing and knowledge modules (i.e., bodies of 

knowledge), thus collapsing the former into the latter notion and yielding an uncontroversial 

(hence, trivial) notion of modularity: “there is no opponent of modularity who wants to deny 

that knowledge tends to organize in (relatively) independent bodies, and that new inputs are 

recognized and processed based on such previous knowledge about the respective domains” 

(Mazzone, 2018: 114).5 As a result, the only viable strategy set out by Mazzone to provide a 

non-trivial conception of modularity is the one arguing for the implementation of distinct 

processing modules by different mechanisms of neural activation, which he considers untenable 

for the reasons discussed above.  

It is worth pointing out that to defend an implementational interpretation of domain 

specificity apt to satisfy Mazzone’s strong requirements, it seems not enough to build on 

empirical evidence about the likely localization of distinct modular mechanisms in the brain. 

For instance, evidence for a double dissociation between face- and object-recognition resulting 

from brain damage would be good evidence that the two processes are underpinned by two 

dedicated processing mechanisms that may have specific localization in the brain. Such 

evidence could justify the modularist’s arguments for the domain specificity of the respective 

processes, thus warranting a “substantial (non-trivial) claim about the cognitive architecture of 

visual recognition (at least two distinct modules)” (Mazzone, 2018: 114).  However, Mazzone 

contends that this claim would be uncontroversial even for a strong anti-modularist, unless the 

further assumption is made that the two processing modules differ with respect to their 

underlying mechanisms of neural activation. In fact, the modularist’s claim would be 

“compatible with the idea that there are two physically distinct bodies of knowledge but one 

single process, which operates on one or the other of them as a function of the inputs it is 

exposed to” (Mazzone, 2018: 114; my emphasis).6 

	
5 This aspect of the triviality challenge is already suggested by Fodor (2000: 58-62). 
6 Notably, in this passage Mazzone seems to blur the distinction between knowledge and processing module. As 
pointed out above, knowledge modules (i.e., bodies of knowledge) are noncommittal with respect to Fodor’s 
architectural features, let alone their being physically localized in the brain. See Sinclair (1995) for a critical 
assessment of Kasher’s modular view along similar lines (cf. Sect. 1.2.1). Still, knowledge modules are most likely 
innate, but in Cartesian, not in architectural sense (see Sect. 1.3.3).  
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To sum up, Mazzone’s triviality challenge can be reconstructed as follows. If the 

modularity claim about distinct processing mechanisms is a non-trivial hypothesis, it should 

explain the extent to which the cognitive processes underpinned by these mechanisms differ 

intrinsically from one another. This explanation can be devised at the implementational level 

by arguing for the existence of different mechanisms of neural activation which underly the 

respective processes. However, he argues, this account is untenable in light of neuroscientific 

data showing that cognitive processes are ultimately implemented by a unitary associative 

mechanism of neural activation. A looser account at the implementational level can be provided 

by appealing to empirical evidence about the likely realization of these processes by different 

brain regions (or dedicated neural circuits). This account would be substantial, but it would also 

be consistent with the idea of a unitary mechanism of neural activation in the strong, 

implementational sense. Alternatively, the intrinsic difference among the processes at issue is 

deemed to be explained at the behavioral level, by appealing to the standard interpretation of 

domain specificity as “not responding to inputs except those of a particular class” (Coltheart, 

1999: 119). However, this view would be compatible with the idea that what is domain specific 

is the body of knowledge mobilized to process a given class of inputs, thus blurring the 

knowledge/processing module distinction and, as a result, trivializing (i.e., making 

undebatable) the modularity claim.7  

As Mazzone makes clear, the triviality challenge also applies to the idea of a pragmatics 

module as discussed by relevance theorists: if Relevance Theory endorses a conception of 

modularity based on domain specificity in the behavioral sense, it is not clear how this can be 

defended except in a trivial, undebatable sense. It is worth noting that the triviality challenge in 

Mazzone’s (2018) strong implementational sense sets too high requirements to be overcome. 

Basically, it would require neuroscientific evidence that the flow of associative activation 

through neural networks abruptly gives way to non-associative activation patterns whenever 

ostensive stimuli are processed or pragmatic inferences are drawn. Moreover, not even evidence 

for possible neural correlates of the pragmatics module would satisfy such strong 

implementational requirements. But what makes Mazzone’s argument really challenging (and 

worthy of being taken seriously) is the assumption that every conception of modularity based 

on the behavioral notion of domain specificity would be ultimately deemed to be trivial. To 

meet the challenge, we should thus provide a non-trivial conception of modularity based on 

	
7 A similar diagnosis with respect to Coltheart’s (1999) behavioral notion of domain specificity is anticipated by 
Fodor (2000: 113). In Sect. 4.2.3, we will start from Fodor’s diagnosis to move our first steps to address the 
triviality challenge. 
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behavioral domain specificity which could allow arguing for the existence of a cognitive 

process specialized for ostensive stimuli in some interesting (and possibly debatable) empirical 

sense. 

 

4.2 How to meet the triviality challenge 

The aim of this section is to lay the ground for addressing the triviality challenge to the 

Pragmatics Module Hypothesis from a relevance-theoretic perspective. Firstly, I preliminary 

highlight some possible shortcomings behind Mazzone’s argument (Sect. 4.2.1). Secondly, I 

evaluate the present Hypothesis in light of the knowledge/processing module distinction (Sect. 

4.2.2). Then, I outline a novel strategy (i.e., the Algorithmic modularity strategy) to be pursued 

in the rest of the chapter to overcome the triviality challenge (Sect. 4.2.3). 

 

4.2.1 Preliminary steps  

Mazzone (2018) critically assesses the Pragmatics Module Hypothesis merely against the 

backdrop of Fodor’s (1983) classic modularity framework, while leaving little room for 

relevance theorists’ efforts to revise it in light of the reconceptualization offered by massively 

modular approaches.8 As shown in the previous chapters, the massive modularity framework is 

key to properly understanding several facets of the Pragmatics Module Hypothesis; hence, 

building on that framework is necessary to spell out the conception(s) of modularity endorsed 

by relevance theorists. 

Preliminarily, it must be stressed that the triviality challenge assumes that, to the extent 

that processing modules are conceived of as domain-specific in the behavioral sense, the notion 

of processing module would ultimately collapse onto the notion of knowledge module, because 

– in Mazzone’s reading – the behavioral interpretation of ‘domain specificity’ is compatible 

with the view that what is domain specific is, indeed, a body of knowledge. In other terms, 

according to Mazzone, the theoretical compatibility between (a) domain-specific processing 

module, and (b) domain-specific knowledge module would inevitably bring to blur the present 

distinction, thus exposing the modularist to the triviality risk. The theoretical distinctions 

provided in Chapter 1 already provide one reason for resisting the present assumption. Let us 

explain why. 

The knowledge/processing module divide broadly matches with the distinction between 

Chomskyan and Fodorean modules, and the relationship between the two is couched as a matter 

	
8 But see Mazzone (2022) for a more comprehensive analysis. 
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of inclusion, or incorporation of the former within the latter (Sect. 4.1). From Fodor’s (2000: 

57) perspective, this follows from the encapsulation of a processing module, that is, from the 

fact that it cannot access information stored outside its input domain and its proprietary 

database. Specifically, a Chomskyan module (e.g., the grammar principles) constitutes the 

proprietary database included in the internal structure of the Fodorean processing module (e.g., 

the parsing system), which is involved in the computation of inputs pertaining to a given domain 

(see Sect. 1.1). Hence, the working of a processing module strictly depends on the fact that it 

incorporates and deploys a Chomskyan (innate) ‘body of knowledge’ belonging to its internal 

structure; in this crucial sense, the hypothesis of a domain-specific processing module is well 

compatible with the existence of a correspondent domain-specific knowledge module. 

However, the hypothesis of a Chomskyan knowledge module does not necessarily entail the 

existence of a Fodorean processing module that subserves it: this, as Carston (1997: 2) remarks, 

“will be a matter of empirical fact rather than of conceptual necessity”. In sum, in the 

Chomskyan/Fodorean modular mind, a processing module goes always together with a 

knowledge module, but the opposite is not always the case. This, as I argue, provides a first 

reason for acknowledging the theoretical compatibility between the two notions without 

conflating them altogether.9 

It is important to highlight that while pointing to triviality risk, Mazzone does not 

explicitly attribute to Relevance Theory the undebatable notion of knowledge module with 

regard to the Pragmatics Module Hypothesis. A likely reason for this caution is that in 

Coltheart’s (1999) reading – as for Chomsky (see Sect. 1.1) – the notion of knowledge module 

is uncommitted to the claim that distinct bodies of knowledge must be underpinned by distinct 

processing mechanisms. By contrast, Sperber and Wilson (2002) explicitly argue for the 

existence of a specialized processing mechanism that is automatically and uniquely applied to 

ostensive stimuli, i.e., the relevance-guided comprehension procedure:  

 

 

 

 

	
9 The triviality risk following from the theoretical compatibility between processing and knowledge modules is 
sometimes fuelled on terminological grounds in Mazzone’s (2018) book. While he mostly interprets the concept 
of ‘body of knowledge’ as the internal database deployed by a given module in line with the Chomskyan/Fodorean 
framework (see Sect. 1.1), he occasionally argues: “[i]f modularity has to be a non-trivial thesis, it needs to appeal 
to processes that differ from each other in themselves, not relative to the bodies of knowledge they operate on” 
(Mazzone, 2018: 114; my emphasis). In this passage, the concept of ‘body of knowledge’ appears to be implicitly 
couched in terms of the class of inputs (i.e., the proper domain) on which a modular system would operate. 
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Relevance-guided comprehension procedure 

a. Follow a path of least effort in computing cognitive effects, by testing interpretative 

hypotheses in order of accessibility. 

b. Stop when your expectations of optimal relevance are satisfied. 

 

Mazzone (2018: 127; 2022: 251) explicitly recognizes that the modular mechanism at issue 

mainly consists of the comprehension heuristic above; however, by sticking to Fodor’s 

framework of modularity, he does not consider whether the hypothesis of a comprehension 

heuristic, specialized for processing ostensive stimuli, can be articulated in a non-trivial way.10 

In the next section, I show how and to what (limited) extent the Pragmatics Module Hypothesis 

can be theoretically assessed in accordance with Coltheart’s notions of knowledge and 

processing modules. Then, moving from the limitations brought out from this analysis, I urge 

to overcome the Fodorean perspective by framing the modular mechanism posited by Sperber 

and Wilson (2002) in the background of the Algorithmic conception of modularity outlined in 

the previous chapters (see Sect. 1.3.5; 2.3).  

 

4.2.2 Pragmatics as a processing module 

The relevance-based comprehension heuristic is the inferential processing mechanism of the 

pragmatics module, and it is domain-specific with reference to the class of ostensive stimuli 

(see Sect. 2.3). In this limited sense, the pragmatics module fits with Coltheart’s (1999) 

definition of processing modules as information-processing systems which are domain-specific 

in the behavioral sense (cf. Sect. 4.1). Now, the question is: Does the hypothesis of a processing 

module for pragmatic comprehension go together with the claim for a correspondent knowledge 

module for pragmatics? Let us address this question from a strictly Fodorean perspective in the 

first place. 

In Fodor’s classical framework, the knowledge module constitutes the proprietary 

database ‘built into’ the respective processing module. As discussed in Sect. 1.2.2, insofar as 

the knowledge module for pragmatics is thought of as a ‘pragmatic code’, much like the 

grammar code built into Fodor’s language module, the relevance-theoretic view is at odds with 

the idea of a knowledge module for pragmatics. This point grounds Wilson and Sperber’s 

	
10 This is probably motivated by Mazzone’s (2018: 126) explicit suggestion to abandon any literal commitment to 
the relevance-guided comprehension procedure. A discussion of the theoretical reasons at the basis of this 
suggestion lies beyond the scope of this thesis but see Assimakopolous (2019) for a relevance-theoretic answer to 
Mazzone’s concerns. 
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(1991) early anti-modularist stance and is largely maintained in their later shift to the modular 

view. What changes is the way in which modular central systems are conceived against the 

backdrop of the massively modular approach (cf. Sect. 1.3; 1.4). Notwithstanding, to the extent 

that it is conceived as a code-like mental device, there is no room for a pragmatics knowledge 

module in the Pragmatics Module Hypothesis. A further reason for this comes from the fact 

that, from a strict Fodorean perspective, the existence of a correspondent ‘body of knowledge’ 

follows from the informational encapsulation of the respective processing module (see above, 

and Sect. 1.1). In Sect. 2.5, we have already discussed the theoretical reasons for thinking of 

the pragmatics module as an unencapsulated processing mechanism highly interconnected with 

other cognitive mechanisms and strongly affected by context-specific expectations of 

relevance.11 Thus, to the extent that informational encapsulation is required for claiming the 

existence of a correspondent ‘body of knowledge’ for pragmatic comprehension, there is, again, 

no room for a pragmatics knowledge module in Relevance Theory’s modular view.  

Despite these strictly Fodorean reasons, the idea of a proprietary body of knowledge 

‘built into’ the non-encapsulated pragmatics module is a viable theoretical possibility within 

the relevance-theoretic framework, although some important caveats need to be specified.12 

More specifically, the pragmatic ‘body of knowledge’ may be spelled out by way of the 

presumption of optimal relevance describing the pragmatic expectations raised by ostensive 

stimuli: 

 

Presumption of optimal relevance 

The ostensive stimulus is presumed to be: 

(i) relevant enough to be worth the audience’s attention and processing effort; 

(ii) the most relevant one compatible with the communicator’s abilities and 

preferences (see Sperber & Wilson, 1995: 266-278; Wilson & Sperber, 2004: 

612). 

 

As remarked in Sect. 2.3, Sperber and Wilson (2002: 18) explicitly describe the presumption 

of optimal relevance as ‘built into’ the relevance-guided comprehension heuristic. In Sect. 2.4, 

we have discussed how this theoretical point allows disentangling three versions of the 

comprehension procedure which vary with respect to different expectations of relevance as a 

	
11 Further empirical reasons for conceiving the posited pragmatics module as an unencapsulated system emerge 
from the analysis offered in Chapter 3. 
12 Thanks to Diana Mazzarella for raising this point to me. 



 119 

function of increasingly sophisticated forms of epistemic reasoning as interpretation unfolds. 

Building on these arguments, it is possible to describe the presumption of optimal relevance as 

the ‘body of knowledge’ which is directly mobilized during the functioning of the 

comprehension procedure by modulating the interpreter’s expectations of optimal relevance. 

This move would allow for the theoretical possibility of thinking about a relevance-based 

knowledge module built into the inferential processing mechanism of the pragmatics module. 

However, this theoretical possibility requires weakening the purported relationship between 

knowledge modules and encapsulated systems, thus calling for a non-classical conception of 

modularity that goes beyond Fodor’s perspective.13 This conception, as will be argued in the 

next section, is best captured by the Algorithmic notion of modularity outlined in the massive 

modularity framework. Before discussing at length this point, it is worth specifying some 

important caveats concerning the proposed construal of the presumption of optimal relevance. 

Firstly, claiming that the relevance-guided comprehension heuristic has, as part of its 

internal structure, a relevance-based ‘body of knowledge’ which spells out the pragmatic 

expectations raised by communicative behaviors, is narrower in its purport than claiming that 

the syntactic processor has a built-in grammar code or that the language processor incorporates 

a lexicon as its database to process linguistic stimuli. In this sense, the notion of ‘body of 

knowledge’ as applied to the presumption of optimal relevance is narrower in its scope as 

compared to the same notion employed by Coltheart (1999) in relation to knowledge modules. 

In the first case, what is mobilized is a basic expectation that assists the processing of ostensive 

stimuli, whereas in the second case, a wider domain of implicit knowledge about syntax or 

lexicon is needed. Hence, while Coltheart’s notion of knowledge module partially captures the 

claimed ‘incorporation’ of the presumption of optimal relevance within the processing 

mechanism specialized for ostensive stimuli, it does not fully overlap with the narrow-scope 

construal of ‘body of knowledge’ as applied here to the presumption of optimal relevance. That 

is, the notion of knowledge module in Coltheart’s (1999) sense can be applied to the 

presumption of optimal relevance only to some limited extent, just like the notion of processing 

module with respect to the relevance-guided comprehension procedure (see above). 

Secondly, analyzing the presumption of optimal relevance as the knowledge module 

built into the comprehension procedure (i.e., the processing module) still allows for 

acknowledging the compatibility between domain-specific knowledge and processing modules 

	
13 It is worth noting that Coltheart (1999) does not consider encapsulation as a necessary feature of processing 
modules, despite he concedes that processing modules typically incorporate knowledge modules. By contrast, 
Fodor (2000: 57) establishes a strong link between knowledge modules and encapsulated processing systems.  
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without blurring the fundamental knowledge/processing module distinction. As discussed in 

Sect. 2.3, the presumption of optimal relevance and the relevance-guided comprehension 

procedure answer different questions in the relevance-theoretic framework. The former 

specifies the regularities in the domain of ostensive stimuli14 and describes the pragmatic 

expectations triggered in the recipient. 15  The latter spells out the algorithmic procedure 

dedicated to ostensive stimuli, which is in turn affected by the expectations described by the 

presumption of optimal relevance. The claim concerning the relevance-guided processing 

mechanism which is triggered only by ostensive stimuli (hence, domain-specific in the 

behavioral sense) is clearly compatible with the claim concerning the ‘body of knowledge’ 

involved in the processing of stimuli pertaining to that specific domain; still, these two claims 

play distinguishable, though complementary roles in the present modular view: the first is a 

substantial claim about the processing mechanism of the pragmatics module specialized for 

ostensive stimuli, the second is an explanation concerning the nature of the ‘built in’ pragmatic 

expectations that guide its functioning.16 This analysis, as I argue, provides a further reason for 

resisting the assumption at the basis of Mazzone’s triviality challenge, namely, that claims 

about the behavioral domain specificity of a processing module inevitably bring to conflate this 

with the notion of knowledge module.  

 

Highlighting the shortcomings that ground the triviality challenge is not enough to overcome 

it. What needs to be provided is a non-trivial conception of modularity suitable to argue for the 

empirical plausibility of an interpretative process specialized for ostensive stimuli, without 

appealing to untenable claims about domain specificity in the strong, implementational sense 

outlined by Mazzone. More precisely, we need a conception of modularity based on domain 

specificity in the behavioral sense which would proceed from a close analysis of the pragmatics 

module’s domain to specify which kinds of behavioral responses should be evidenced to 

empirically ground the hypothesis of a comprehension heuristic specialized for ostensive 

stimuli. All this requires a non-classical conception of modularity that further extends the notion 

of processing module. 

 

	
14  Note that the presumption of optimal relevance is part and parcel of the Communicate Principle: “every 
ostensive stimulus conveys a presumption of its own optimal relevance” (Wilson & Sperber, 2004: 612). 
15 The twofold explanatory role played by the presumption of optimal relevance is further discussed in Sect. 4.2.3. 
16 Note that also Leslie’s (1987) modular account of ToM can be understood along these lines. As discussed in 
Sect. 1.4.1, the concepts BELIEF-PRETENSE-DESIRE jointly specify the body of knowledge built into the ToMM, but 
the algorithmic procedure underlying belief/desire attribution and pretense understanding is carried out by the 
decoupling processing mechanism.  
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4.2.3 The Algorithmic modularity strategy 

To begin with, let us briefly recall the three conceptions of modularity variably pursued in the 

massive modularity framework as outlined by Samuels (1998) and Gerrans (2002):  

 

1. Epistemic conception: modules are domain-specific bodies of knowledge.  

2. Algorithmic conception: modules employ domain-specific algorithms.  

3. Hardware conception: modules are neurocognitive mechanisms with distinct neural 

realizations.  

 

The relevance-guided comprehension procedure spells out the domain-specific algorithmic 

procedure that is automatically applied to ostensive stimuli, and it is the centerpiece of the 

Pragmatics Module Hypothesis (see Sect. 2.3; e.g., Carston, 1997; Mazzarella, 2016; 

Mazzarella & Noveck, 2021; Sperber & Wilson, 2002; Wilson, 2005; Wilson & Sperber, 2004). 

The Algorithmic conception of the pragmatics module is the starting point for addressing the 

triviality challenge because it assumes the existence of a specialized processing mechanism for 

interpreting ostensive stimuli; however, something more is needed to give empirical 

significance to the present assumption.17 Before addressing this point, let us clarify Relevance 

Theory’s relationship with the other non-classical conceptions of modularity, the Epistemic and 

the Hardware one. 

In the Epistemic conception, the notion of functional specialization at the core of the 

massive modularity framework is developed as an account of the adaptive challenges that 

brought about the emergence of a given modular adaptation throughout human evolution (cf. 

Sect. 1.3.5). The hypothesis of a comprehension module is frequently accompanied by 

arguments that account for its plausibility on evolutionary grounds (e.g., Sperber, 2000; Scott-

Phillips, 2015; see Sect. 2.2.1). In this respect, the relevance-theoretic approach broadly fulfills 

the explanatory requirement set by the Epistemic conception of modularity, though reverse-

engineering arguments can clearly be questionable from a different evolutionary perspective.  

In Sect. 4.2.2, we have provided a novel analysis of the relevance-theoretic framework 

by individuating in the presumption of optimal relevance a likely candidate for a relevance-

based ‘body of knowledge’ which echoes the Epistemic conception reported above. At this 

point, it is necessary to disentangle two different (although related) explanatory roles played by 

the presumption of optimal relevance in Relevance Theory. Firstly, the presumption of optimal 

	
17 See Sect. 2.2 for four arguments that justify on theoretical grounds the present assumption. 
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relevance specifies the nature of the regularities in the domain of ostensive stimuli which 

justified, on evolutionary grounds, the emergence of a dedicated pragmatics module. Hence, in 

this first sense, it is employed at the service of an Epistemic modularity strategy which deals 

with the evolutionary reasons for hypothesizing an evolved adaptation specialized for ostensive 

stimuli. However, the presumption of optimal relevance is also employed to spell out the 

pragmatic expectations which assist the functioning of the algorithmic comprehension 

procedure implemented by the pragmatics module (cf. Sect. 2.3). In this second sense, the 

presumption of optimal relevance conceptually supplements the Algorithmic modularity 

strategy centered on the relevance-guided comprehension procedure. Arguably, the twofold 

role played by the presumption of optimal relevance reveals that the Epistemic strategy is 

complementary to the Algorithmic strategy in the relevance-theoretic framework: in the 

absence of specific regularities for ostensive stimuli, the specialized algorithmic 

comprehension procedure guided by the searching for optimal relevance would never have 

evolved. For the present purpose, I will set aside evolutionary arguments pertaining to the 

Epistemic strategy to extensively pursue the Algorithmic strategy focused on the actual 

processing mechanism (i.e., the relevance-guided comprehension procedure) dedicated to 

ostensive stimuli.18 Accordingly, from now on I will refer to the presumption of optimal 

relevance as intended in the second, algorithmic-explanatory sense. 

A further question that arises is whether the Pragmatics Module Hypothesis centered on 

the relevance-guided comprehension procedure is equally committed to the Hardware 

conception of modularity. As Carston (2002: 1-12) makes clear, Relevance Theory is primarily 

concerned with explaining pragmatic interpretation at the sub-personal behavioral level of 

analysis by providing a cognitive psychological account of the information-processing 

mechanism which underlies it, but it does not specify a sub-personal implementational account 

of the neurocognitive mechanisms which would realize pragmatic interpretation in the brain. 

The Pragmatics Module Hypothesis does not purport to claim that behavioral domain 

specificity is reflected at the implementational level, neither in the stronger, untenable sense 

questioned by Mazzone (2018) nor in the weaker one concerning discrete localization in the 

brain.19 Thus, following Coltheart (1999), we will take the ‘hardwiring’ in the brain as a non-

necessary feature of the pragmatics module in the suggested algorithmic sense, and we will put 

aside the Hardware conception of modularity as not relevant for the present purposes. That 

	
18 Further reasons for this point will be clarified in Sect. 4.4. 
19 But see Schnell et al. (2016) for a neuroimaging study which tries to single out the possible neural correlates of 
the pragmatics module. 
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being said, we can now spell out the Algorithmic modularity strategy to be pursued in the rest 

of this chapter. 

 

As previously remarked (see Sect. 1.3.5; Sect. 2.5), the only necessary feature required by 

algorithmic modules is domain specificity at the behavioral level, or in Coltheart’s (1999: 119) 

words, the property of “not responding to inputs except those of a particular class”. By 

discussing Coltheart’s behavioral notion, Fodor (2000) – who likely inspired Mazzone’s 

triviality challenge – points out that “barring an independently characterized (and motivated) 

notion of “stimulus class”, every “cognitive system” is trivially domain specific according to 

this criterion” (Fodor, 2000: 113, fn. 6). To overcome this trouble and to move a first step 

towards non-trivial modularity, I propose to theoretically constrain the behavioral notion of 

domain specificity with respect to the pragmatics module by laying down three specific criteria 

for characterizing a given behavior as pertaining (or not) to the class of ostensive stimuli. 

Capitalizing on the arguments presented in previous chapters, we can define ostensive 

behaviors as acts intentionally performed by the communicator to jointly fulfill the following 

desiderata: 

 

(a) attracting the addressee’s attention; 

(b) directing the addressee’s inferential effort towards the communicator’s informative 

content; 

(c) conveying a presumption of their own optimal relevance. 

 

In other words, the agent who ‘behaves ostensively’ (i.e., the ostensive communicator) intends 

(a) to attract the addressee’s attention in order to (b) direct his inferential processing effort 

towards the informative content she means to convey, with (c) the tacit guarantee that the 

produced behavior is optimally relevant to inferentially work it out. These three desiderata are 

motivated on the basis of the Algorithmic conception spelled out in Sect. 2.3: (a) and (b) jointly 

constitute the input conditions of the domain of ostensive stimuli, while (c) is entailed by the 

Communicative Principle. On the one hand, they specify three definitional criteria for 

characterizing a given behavior as ‘ostensive’, thus providing a motivated characterization of 

the “class of ostensive stimuli” that allows to preliminarily overcome Fodor’s (2000) hinted 

trouble. On the other hand, claiming for a pragmatics algorithmic module that is specialized for 

processing ostensive behaviors amounts to claiming that a specific processing mechanism is 

recruited to spontaneously respond only to behaviors specified by clauses (a), (b), and (c) above. 
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This implies that the purported pragmatics module would ‘recognize’ ostensive behaviors as 

such, and its underlying functioning should be evidenced by spontaneous behavioral responses 

that somehow reflect this recognition. More precisely, the operations of the presumed 

pragmatics module should be evidenced by three specific behavioral responses showing that 

ostensive behaviors 

 

(d) attract the addressee’s attention; 

(e) direct the addressee’s inferential effort towards the communicator’s informative 

content; 

(f) trigger the addressee’s expectations of optimal relevance; 

 

whereas analogous responses would not be evidenced in the presence of non-ostensive 

behaviors. In sum, according to the Algorithmic modularity strategy centered on the behavioral 

notion of domain specificity, empirical evidence for behavioral patterns like (d), (e), and (f) in 

the presence of ostensive behaviors and lack of similar responses to non-ostensive behaviors 

would increase the plausibility of a dedicated mechanism specialized for processing ostensive 

stimuli. Therefore, a closer analysis of such empirical evidence will be the main direction to be 

pursued in the next sections. 

As remarked in Sect. 2.5, algorithmic modules can share some further features of 

classical Fodorean modules besides domain specificity. We have suggested that automaticity 

and speediness of processing, but not encapsulation, can be taken as likely features of the 

relevance-based comprehension heuristic, and we have pointed out that innateness is often 

suggested by relevance theorists as a possible property of the pragmatics algorithmic module 

(see Carston, 1997: 22; Wilson & Sperber, 2004: 625). This suggestion, as I argue, can be 

further developed at the service of the Algorithmic strategy towards the non-triviality of the 

Pragmatics Module Hypothesis. Specifically, if it turns out that the behavioral patterns (d), (e), 

and (f) – which, by hypothesis, would evidence the underlying functioning of the pragmatics 

algorithmic module –  are manifested sufficiently early in infancy as spontaneous interpretative 

responses to ostensive behaviors, and that the algorithmic procedure underpinning these 

responses cannot result from learning processes, then, this would provide further support to the 

hypothesis of a processing mechanism specialized to deal with ostensive stimuli. For this 

reason, the main direction indicated above will be developed by restricting our focus on 

empirical evidence for (d), (e), and (f) in young children before the acquisition of full-fledged 

linguistic abilities. 
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The focus on prelinguistic children’s interpretative abilities calls for further clarification 

about the proposed Algorithmic strategy. As previously remarked, the Algorithmic conception 

of the pragmatics module is grounded on the hypothesis of a domain-specific algorithmic 

procedure for ostensive stimuli, which is spelled out by way of the relevance-guided 

comprehension procedure: 

 

a. Follow a path of least effort in computing cognitive effects, by testing interpretative 

hypotheses in order of accessibility. 

b. Stop when your expectations of optimal relevance are satisfied (or abandoned).  

 

The comprehension procedure is mainly employed in Relevance Theory to describe the 

pragmatic interpretation of linguistic utterances, but it is thought to be recruited, with some 

caveats, for the processing of any kind of attended ostensive behavior. In the case of linguistic 

utterances, the “interpretative hypotheses” in the first clause of the procedure concern the 

reconstruction of the explicit content, the contextual assumptions and implications of a given 

utterance by way of pragmatic processes such as lexical disambiguation, pragmatic enrichment, 

and implicature derivation, inter alia (cf. Sect. 2.3). Clearly, pre- or barely-verbal children lack 

the cognitive resources and the linguistic proficiency for interpreting utterances by way of such 

pragmatic processes, which are arguably mastered later in the ontogeny. Therefore, our focus 

on prelinguistic interpretative abilities will be largely concerned to examine developmental data 

showing that non-verbal ostensive behaviors elicit expectations of optimal relevance that guide 

infants’ early interpretative attempts to give meaning to ostensive behaviors.20 Such data would 

support the hypothesis that ostensive behaviors are spontaneously and precociously processed 

by way of interpretative heuristics guided by occasion-specific expectations of relevance – 

which is, indeed, the main tenet of Relevance Theory (cf. Sect. 1.2.2; Chapt. 2). Furthermore, 

evidence for such relevance-based heuristics obtained with young infants would also increase 

the plausibility for these interpretative processes to be innately specialized for dealing with 

ostensive stimuli.21 However, as discussed in Chapter 1, the nativist position can be articulated 

in different ways by modularity theorists, and the relevance-theoretic framework lacks a 

specific account of nativism with respect to the pragmatics module. For this reason, I will also 

	
20 Importantly, this is precisely the prediction of the second clause of the comprehension procedure. 
21 In fact, the issue of nativism is often intertwined with the issue about the modularity of a given cognitive 
mechanism (cf. Sect. 1.4) 
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try to fill this gap by sketching an argument for the alleged innateness of the pragmatics module 

in accordance with the main tenets of Relevance Theory. 

 

In the next sections, I will articulate the Algorithmic modularity strategy just outlined from a 

developmental-cognitive perspective to argue, contra Mazzone (2018), for the non-triviality of 

the Pragmatics Module Hypothesis. To this aim, I will extensively draw on the research line 

pursued by Natural Pedagogy theorists (e.g., Csibra and Gergely) in developmental psychology, 

which provides a wealth of empirical data on infants’ early responsiveness to non-verbal 

ostensive communication. In Sect. 4.3.1, 4.3.2, and 4.3.3, I will present and discuss a series of 

developmental findings showing that young infants respond to ostensive communication in 

accordance with the behavioral patterns (d), (e), and (f) as defined above, and I will provide a 

close analysis of the relevance-based pragmatic expectations that assist their early interpretative 

attempts. In Sect. 4.4, I will argue that, from an Algorithmic modularity perspective, these 

findings are best explained by positing a pragmatics module specialized for ostensive stimuli. 

Finally, in Sect. 4.5, I will outline an interactionist-nativist account for the presumed pragmatics 

module in light of the findings discussed in the preceding sections. 

 

4.3 Ostensive communication in infancy 

Ostensive communication requires communicators to express two kinds of nested intentions: 

the intention to convey certain information to the addressee, i.e., the informative intention, and 

the intention that the addressee recognizes that the communicator is overtly expressing her 

informative intention, i.e., the communicative intention (see Sect. 2.1).22 From the addressee’s 

perspective, recognizing that the communicator is expressing an informative intention may 

occur in the absence of understanding the content of the informative intention. This is 

exemplified by the case of a foreign addressee who recognizes that the speaker addressing him 

has an informative intention and is overtly expressing it but is unable to retrieve its content for 

lack of proficiency with the speaker’s language (Csibra, 2010). To conceptually describe such 

a case, it is useful to terminologically distinguish between  

 

i. recognizing the communicative intention: the addressee recognizes the ostensive 

nature of the communicator’s behavior; 

	
22 A detailed discussion of the layered character of this intentional structure will be provided in Chapters 5 and 6. 
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ii. recognizing the informative intention: the addressee understands the informative 

content conveyed by the communicator.23 

 

The foreign addressee thus accomplishes (i) without accomplishing (ii), that is, he recognizes 

the speaker’s communicative intention, without fully understanding the content of the 

embedded informative intention. In other terms, he recognizes being targeted by someone’s 

informative intention without retrieving its content.24  

According to Csibra (2010: 143), from the perspective of the underlying cognitive 

mechanisms, (i) and (ii) “can be temporally and procedurally (but not conceptually) separated”, 

that is, “[i]t is possible to recognize that one is being addressed by someone’s else informative 

intention before being able to specify what this intention is”. The temporal and procedural 

separation between detecting ostension (i.e., recognizing one’s communicative intention) and 

inferring the informative content (i.e., recognizing one’s informative intention) is the first main 

strand of Csibra’s (2010) developmental proposal about ostensive communication in infancy. 

In addition, he argues that while the latter is clearly constrained in pre-verbal age by lack of 

language proficiency, the former may be within the cognitive reach of young infants due to 

early sensitivity and preference to a set of behavioral cues that typically accompany adults’ 

infant-directed communication, the so-called ostensive signals. 

 

4.3.1 Ostensive signals 

Csibra (2010) examines three kinds of ostensive signals to which young infants are precociously 

sensitive: eye contact, infant-directed speech, and contingent responsivity in turn-taking 

behaviors. 25  Despite their multi-modal character, ostensive signals share two important 

features: they (a) indicate the presence of a communicative intention from the sender’s part, 

and (b) unambiguously specify their target being the addressee of a communicative act. More 

precisely, ostensive signals encode the presence of a communicative intention and are 

straightforwardly decoded by young infants as indicating that the sender is acting upon her 

communicative intention. For the present purposes, a brief clarification about the difference 

between ‘ostensive signals’ and ‘ostensive behaviors’ is needed. As remarked by Csibra, 

	
23 In line with the Gricean usage, we previously used the expression ‘attributing a communicative intention’ with 
reference to the outcome of pragmatic interpretation; this is broadly equivalent to (ii) above.  
24  Or alternatively, he recognizes that the communicator is expressing an informative intention without 
understanding what that intention is about.  
25 Other kinds of ostensive signals may include raised eyebrows and name-calling, which, when addressed to 
infants, are typically accompanied by eye contact and infant-directed speech, see Sect. 4.3.2. 
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If these signals precede or accompany further actions that give evidence about the 

content of the corresponding informative intention of the communicator, they could 

turn those actions into communicative actions (Csibra, 2010: 144). 

 

In sum, what turns a simple behavior into an effective ostensive behavior is the fact that it is 

preceded or accompanied by an ostensive signal which, in turn, markedly specifies its target 

being the addressee of the subsequent (‘made-ostensive’) behavior.26 To borrow an example 

from Scott-Phillips (2015: 7-10), if we tilt our empty glass to non-verbally communicate to the 

waiter that we would appreciate another beer, but we glance in the opposite direction from the 

waiter, he would hardly recognize that behavior being intentionally produced as an ostensive 

one – most likely, in a crowded pub, he would not even pay attention to it. By contrast, if we 

mark our tilting behavior by accompanying it with an ostensive signal such as making eye 

contact with the waiter, he will straightforwardly recognize our behavior as communicatively 

addressed to him, and he would likely interpret it as a request for a refill. In technical terms, an 

ostensive signal makes manifest the presence of a communicative intention from the sender’s 

part, while an ostensive behavior (i.e., ostensive signal plus informative behavior) jointly 

expresses the communicator’s communicative and informative intentions. 27  Whereas the 

interpretation of an ostensive behavior necessary requires a context-based inferential process to 

reconstruct its informative content, the content of ostensive signals “does not vary across 

instances of communicative acts and so they do not require effortful inferential processes to be 

interpreted” (Csibra, 2010: 144). This crucial difference would put the interpretation of 

ostensive signals well within the cognitive reach of young infants, by unambiguously 

specifying that they are the addressees of the sender’s communicative behavior. Csibra’s 

hypothesis about early responsiveness to ostensive signals is corroborated by a wealth of 

empirical studies with infants in their first months of life. Let us briefly describe the three main 

ostensive signals and review some data supporting them.  

	
26 Indeed, the ostensive nature of a communicative behavior could also be inferred from contextual factors without 
being marked by an ostensive signal (e.g., verbally addressing someone in immediate proximity without 
establishing eye contact or calling her name). For the present purposes, we will focus on cases of non-verbal 
communication marked by ostensive signals. 
27 As a result, an informative behavior that is not accompanied by ostensive signals (e.g., tilting the glass while 
gazing in the opposite direction) would just express an informative intention, without signaling the intended 
recipient to be the target of the informative intention. In some contexts, such cases are best explained as instances 
of covert communication. Analogous cases will be discussed in Sect. 5.2.3 and Sect. 6.3. 
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As the tilting example shows, making eye contact is likely the most effective way for 

establishing a communicative link between two agents; by contrast, deliberate avoidance of it 

is typically interpreted by social partners as “an attempt to escape from engaging in 

communication, or refusing to be the recipient of an expectable message” (Csibra, 2010: 145). 

Infants’ preference for faces making eye contact over faces with averted gaze has been attested 

in 3-day-old newborns (Farroni et al., 2002), but this effect disappears with upside-down faces 

(Farroni et al., 2006).28 In Csibra’s view, newborns’ preference for canonically-oriented faces 

making eye contact indicates infants’ preparedness to be at the receptive side of 

communication, and reduced smiling responses to eye contact-breaking suggests that early 

preference is accompanied by infants’ enjoyment in maintaining it (see Hains & Muir, 1996).  

Infant-directed speech, or ‘motherese’, is the altered prosody that caregivers use to 

address young infants, and it is characterized by higher pitch, broader amplitude, lower speed, 

and high redundancy (Fernald, 1985). Newborns prefer infant-directed over adult-directed 

speech (Cooper & Aslin, 1990) even when they are born to congenitally deaf parents (Masataka, 

2003), and 5-month-olds have been found to rely on motherese as a cue for selecting appropriate 

social partners (Schachner & Hannon, 2011). According to Csibra (2010: 148), the function of 

motherese is to make it manifest that the speech is infant-directed, thus indicating to the baby 

“that he is the one to whom the given utterance is addressed, and so it serves as an ostensive 

signal”. Infants’ preference to motherese is corroborated by recent multi-lab studies (The 

ManyBabies Consortium et al., 2020; Byers-Heinlein, Tsui, Bergmann, et al., 2021) and this 

preference is stably complemented by caregivers’ spontaneous tendency to shift to this kind of 

prosody whenever they speak to infants, a behavioral pattern that largely generalizes across 

languages and cultures (Piazza et al., 2017). 

Contingent responsivity is a composite kind of behavioral pattern that refers to the 

temporally contingent reaction of an agent to the action of its interlocutor, and that is mutually 

reproduced and sustained among the parties. Contingent responsivity captures the basic 

structural property of mature turn-taking in human conversation because it involves a 

complementary matching of alternated response patterns between interlocutors, and it emerges 

precociously in mother-infant early interactions. 29  The seminal study run by Murray and 

Trevarthen (1985) showed that 6 to 12-week-old infants are extremely sensitive to the 

	
28 Newborns’ preference for upright faces also disappears when the contrast polarity relation that characterizes 
human eyes (i.e., dark iris within white sclera) is reversed (Farroni et al., 2005). 
29 According to Csibra (2010: 150-151), mother-infant contingent responsivity is already manifested in early 
sucking behaviors. 
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contingent structure of dyadic interactions, and they looked and smiled less when mothers’ 

reactions were not temporally contingent to their responses. This finding was largely replicated 

in later studies (e.g., Bigelow, 2001; Bigelow & Rochat, 2006; Stormak & Braarud, 2004), 

while recent studies investigated more directly the structural organization of the mother-

newborn’s turn-taking in face-to-face interactions. For instance, Dominguez et al. (2016) show 

that mothers spontaneously respond to their newborns’ vocalizations by providing vocal 

feedback for most vocalizations perceived, while newborns contingently respond to it within 

the first second following the offset of maternal vocalization. Overall, these studies suggest that 

young infants prefer, seek out and try to prolong contingent interactions involving them, and 

these turn-taking exchanges are stably and consistently scaffolded by maternal feedback during 

infancy. 

 

Taking stock, let us briefly recall the rationale behind our focus on infants’ responsiveness to 

ostensive communication. To articulate the Algorithmic modularity strategy outlined in Sect. 

4.2.3 from a developmental-cognitive perspective, we have proposed examining developmental 

evidence showing that infant-directed ostensive behaviors  

 

(d) attract infants’ attention; 

(e) direct infants’ inferential effort towards the communicator’s informative content; 

(f) trigger infants’ expectations of optimal relevance. 

 

The evidence presented in this section on sensitivity and preference to ostensive signals in early 

infancy suggests that when a produced behavior is ‘made ostensive’ by an ostensive signal, 

young infants preferentially attend to the source of that behavior. In this sense, the data above 

empirically support the hypothesis that ostensive behaviors (d) attract infants’ attention. More 

specifically, these data show that ostensive signals effectively function as acts of address 

(Moore, 2017a) for pre-verbal infants, who recognize being at the receptive side of ostensive 

communication (i.e., they recognize being addressed by an ostensive behavior) and readily 

focus their attention on ostensive communicators. To be fair, these data do not indicate that 

infants’ attentional responses are sustained by a pragmatics module specialized for ostensive 

behaviors. More simply, they show that young infants are quite good at detecting ostension, 

and they pay preferential attention to its source.30 However, what needs to be answered to 

	
30 A further, highly debated question is whether early responsiveness to ostensive signals really evidence infants’ 
capacity to “recognize communicative intentions”. This question will be explored at lenght in Chapter 6. 
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substantiate the proposed Algorithmic strategy on empirical grounds is whether ostensive 

behaviors actually (e) direct infants’ inferential effort toward the communicator’s conveyed 

content, and (f) trigger their expectations of optimal relevance.  

 

4.3.2 Early pragmatic expectations 

The second strand of Csibra’s developmental proposal is that ostensive signals “create a 

shortcut for triggering inferential processes that would interpret accompanying actions of the 

same source” (Csibra, 2010: 144). In other terms, being addressed by an ostensive signal would 

set out favorable conditions for receiving evidence about the content of an informative intention 

and interpreting it through inference. In Csibra’s (2010) account, detecting ostension and 

inferring the content can be procedurally and temporally separated (Sect. 4.3.), however, these 

two processes are thought to be bound together: the former triggers interpretative inferences 

which are constrained by specific expectations that are uniquely elicited when infants are 

addressed via ostensive signals. Csibra singles out two kinds of expectations that guide infants’ 

early interpretative attempts: the referential expectation and the genericity assumption. For the 

present purposes, my overall aim is to show how these early pragmatic expectations (or 

assumptions) can well be construed as specific manifestations of more general expectations of 

optimal relevance about the content communicated. Let us now discuss these early pragmatic 

expectations by presenting some key findings in their support and by looking at them against 

the backdrop of the major stages of communicative and social development in early childhood.  

 

Firstly, ostensive signals induce referential expectations in infants, thereby prompting the 

tendency to gaze-follow the source’s subsequent orientation towards a target referent. In other 

words, when a potential deictic behavior such as gaze shifting is preceded or backed up by an 

ostensive signal, infants expect to find something at the location where the source’s gaze is 

directed, and this expectation is typically manifested by gaze-following.31 Senju and Csibra’s 

(2008) eye-tracking experiments with 6-month-olds provide compelling evidence for this 

response pattern in early infancy. In the first experiment, the authors presented infants with 

	
31 In this narrow sense, referential expectations are restricted to ostensive-referential communication and guide 
infants’ identification of the referent of deictic behaviors (e.g., gaze shifting or pointing gestures). That is, they 
help infants to referentially anchor the communicator’s informative intention. Another sense through which 
referential expectations can be understood is by thinking of referentiality in terms of aboutness. In this broader 
sense, ostensive signals trigger the expectation that the encoded communicative intention entails (i.e., make 
implicit reference to) some informative content that should be inferred. This sense best captures Csibra’s (2010) 
hypothesis that detecting ostension and inferring the content are bounded processes, and it extends to all instances 
of ostensive communication. An in-depth analysis of these two senses will be provided in Sect. 6.3.2. 
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video stimuli starting with an adult looking down at a table, followed by an attention-getting 

phase, and ending with the adult’s gaze shifting toward one of two toys placed on either side. 

The crucial manipulation occurred in the attention-getting phase. In the ostensive condition, the 

adult lifted her head and directly gazed at the infant by looking straight into the camera while 

raising her eyebrows, before looking at one of the objects. In the non-ostensive condition, the 

infant’s attention was caught by a moving cartoon appearing on the adult’s head, before she 

turned toward the toy. Results showed that infants were significantly more likely to follow the 

adult’s gaze shift and to look at the toy in the ostensive condition, as compared to the non-

ostensive one. To further probe the hypothesis that gaze-following was elicited by ostension, 

Senju and Csibra run a second experiment where the attention-getting event with the moving 

cartoon occurred simultaneously with a female vocal greeting, either in motherese (ostensive 

condition) or in adult-directed speech (non-ostensive condition). Again, infants followed the 

adult’s gaze only in the ostensive condition and did not in the non-ostensive one, thus showing 

that both visual and auditory ostensive signals strongly affect infants’ tendency to follow 

subsequent behaviors with potential deictic value (e.g., gaze-shift). These results are 

corroborated by recent multi-lab studies (Byers-Heinlein, Tsui, van Renswoude, et al., 2021), 

confirmed with 8 to 12-months-olds (Csibra & Volein, 2008; Senju et al., 2008) and even with 

younger infants from non-Western populations less prone to face-to-face interactions with 

babies (Hernik & Broesch, 2019).  

 Gaze following is a key behavioral response to establish ‘joint attentional triangles’ 

involving two interlocutors and an object or event in the world, but it is widely assumed that 

the transition to proper triadic interactions does not occur before the so-called ‘nine-month 

revolution’, when infants start engaging in joint attention by making the world the topic of their 

communicative exchanges (Stephens & Matthews, 2014). Evidence for gaze-following 

responses in infants younger than nine (e.g., Senju & Csibra, 2008; Hernik & Broesch, 2019), 

who are widely thought to be limited to dyadic and affective communication with caretakers, 

is thus worthwhile for the present discussion. Precocious gaze following behaviors suggests 

that “infants are already gearing up for the behavioral manifestations of joint attention seen 

around 9 months” (Matthews, 2020: 18), and early sensitivity to ostensive signals seems to play 

a pivotal role in assisting this transition. In this sense, following Csibra (2010: 152), early 

dyadic interactions might serve the primary function of “identifying and responding to an 

ostensive signal, and practising this process”, thus laying the ground for more mature forms of 

communication to appear later in ontogeny. 
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The onset of pointing gestures at around twelve months represents a fundamental 

milestone in infants’ communicative and social development because it allows them to start 

participating in triadic joint attentional interactions involving shared episodic goals with 

interlocutors (Tomasello et al., 2007). A detailed account of the developmental roots of 

communicative pointing in infancy lies beyond the scope of the present thesis.32 For the present 

purpose, let us focus on informative pointing, that is, the act of using deictic pointing gestures 

to provide helpful information to the receiver.33 Informative pointing is a non-verbal ostensive 

behavior that is arguably effective to express the communicator’s communicative and 

informative intention. According to Tomasello (2008: 124-128), the informative intention 

expressed through it can be further split in terms of referential and social intention, the former 

amounting to the communicator’s intent to direct the recipient’s attention towards a target 

referent, the latter corresponding to the intention to convey some piece of relevant information 

about the target reference that the communicator wants the recipient to understand. Data on 

precocious gaze-following support the hypothesis that deictic behaviors, when performed 

ostensively, trigger strong referential expectations enabling young infants to attend to their 

intended referent, thus suggesting that referential intentions may be tracked from very early on. 

But once young recipients do attend to the target reference, how do they come to grasp the 

informative content of the related social intention? Which kinds of expectations could guide 

infants’ inference to the object-related information conveyed through informative pointing? 

And what is the role of ostension in this inferential interpretative process? These questions are 

not completely settled in developmental research, 34  but the experiments run by Behne, 

Carpenter, and Tomasello (2005) with 14- and 18-month-old infants provide valuable insights 

in this regard.  

Behne and colleagues (2005) tested infants’ capacity to understand the content of the 

informative intention overtly expressed through deictic gestures like pointing and gaze-shifting 

by engaging young participants in a cooperative hiding game. In the warm-up phase, children 

were familiarized with a game in which the experimenter visibly placed a toy in one of two 

buckets and encouraged children to search for it. In the experimental trials, the hiding process 

was concealed from the child and the experimenter provided non-verbal cues (e.g., gazing and 

pointing) about the toy’s location that differed across two main conditions. In the 

	
32 For a detailed discussion, see Tomasello (2008:109-145; 2019: 98-106). 
33 Other kinds of pointing gestures include expressive and imperative pointing, used respectively to share attitudes 
and request help; see Tomasello (2019: 99-104). Further discussion on the distinction between informative and 
imperative pointing will be offered in Sect. 5.2.4. 
34 But see Tomasello (2008: 72-99; 2019: 102-106) for a viable account. 
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communicative condition, both the experimenter’s pointing and gazing toward the right location 

were accompanied by eye contact, raised eyebrows, and alternated gaze between the child and 

the target bucket. In the non-communicative condition, the experimenter either gazed at the 

correct location absentmindedly (i.e., with a neutral facial expression and with no eye contact) 

or extended her index finger toward the target bucket by pretending to examine her wrist. 

Notably, in both conditions, gaze and pointing cues were quite similar in terms of surface 

structure, with the crucial difference that, in the non-communicative condition, they were not 

marked by ostensive displaying of the experimenter’s communicative intention. Results 

showed that, in the communicative condition, both 14- and 18-month-olds tended to use the 

experimenter’s cue to identify the correct hiding location, with older children performing better 

than younger ones.35 By contrast, both groups’ performances were at chance level in the non-

communicative condition, where searching cues were not provided ostensively.36 This study 

provides evidence that similar deictic gestures can be interpreted differently by young children 

depending on whether they are performed ostensively or not. A brief focus on a particular type 

of error made by younger infants in the communicative condition is further significant for the 

present discussion: 

 

A few times children attended to the cue and successfully identified its referent, but 

did not infer its relevance. These children turned their head to look at the intended 

target, and even moved a few steps towards it while following the adult’s point or 

gaze, but then approached the other container and opened it (Behne et al., 2005: 

498). 

 

In these few cases, as hinted by the authors, infants likely grasped the experimenter’s intention 

to make them attend to the target container (i.e., the referential intention) without inferring why 

she was gazing or pointing at it. In other terms, they did not infer the content of the social 

intention overtly expressed by the experimenter, probably because they failed to assume that 

their ostensive deictic behavior was optimally relevant in the context of the present joint 

activity; by contrast, 18-month-olds’ searching behavior appeared to be more coherent with the 

present assumption.37  

	
35 A third group of 24-month-olds was included in the communicative condition and performed almost at ceiling 
on both pointing and gaze trials. However, this group was not included in the non-communicative condition. 
36 For analogous results see Aureli et al. (2009); Behne et al. (2012); Mascaro & Kovács (2022, Studies 3 and 4). 
37 But see Behne et al. (2012) for a structurally similar task solvable by 12-month-old infants. 
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As a whole, Behne et al.’s (2005) experiments show that, starting from 14 months of 

age, ostensive pointing and gaze-shifting trigger what I will call expectations of episodic 

optimal relevance, namely, expectations that ostensive behaviors convey relevant information 

in the episodic context of a cooperative joint activity. More specifically, such ostensive 

behaviors elicit the expectation that the experimenter’s deictic cue provides useful, relevant 

information about the location of the hidden toy, whereas this does not occur in the absence of 

ostension, as evidenced by infants’ random searching patterns in the non-communicative 

condition. This kind of early pragmatic expectation guides infants’ inference to the content of 

the informative (social) intention in a communicative context involving shared episodic goals, 

but crucially, it must be assisted by concurrent referential expectations that allow infants to 

referentially anchor the communicator’s informative intention. Importantly, Behne et al.’s 

study provides evidence that both kinds of expectations seem to be jointly triggered only by 

ostensive-deictic behaviors, while not being elicited when such behaviors are deprived of their 

ostensive character.38 

A further expectation elicited in infants when ostensively addressed is the so-called 

genericity assumption (Csibra, 2010). The genericity assumption lies at the core of the Natural 

Pedagogy’s proposal about an evolved adaptation for social learning, and it refers to infants’ 

expectation to receive generic and kind-relevant information that is worth to be acquired (Csibra 

& Gergely, 2009). As suggested by Gergely and Jacob (2012), the genericity assumption seems 

to be more prominently triggered in communicative contexts which do not involve shared 

episodic goals among interlocutors, thereby prompting infants to generalize the information 

conveyed through ostensive behaviors as shared across individuals. A key study testing the 

genericity assumption was run by Egyed, Király and Gergely (2013) with 18-month-olds. In 

the familiarization phase, two novel objects were placed in front of infants, who saw a 

demonstrator expressing positive emotions (e.g., joy/interest) when looking at one of them, and 

negative emotions (e.g., dislike/disgust) when looking at the other. This phase varied across 

	
38 The notion of ‘episodic optimal relevance’ employed here is inspired by Gergely and Jacob’s (2012) notion of 
‘local relevance’, which, when expected by infants, “enables them to determine the intended referent of the 
communicator’s deictic referential act required for fulfilling the shared episodic goal” (Gergely & Jacob, 2012: 
75). The two notions are similar with respect to their being tied to communicative contexts involving shared 
episodic goals between interlocutors; however, they slightly diverge in their scope. As evidenced by infants’ 
occasional errors in Behne et al.’s experiment, determining the intended referent of the communicators’ deictic act 
could not be enough to grasp the content of her informative (social) intention. For this reason, I propose to further 
split Gergely and Jacob’s (2012) ‘expectations of local relevance’ in terms (i) referential expectations that allow 
identifying the intended referent (i.e., grasping the referential intention), and (ii) expectations of episodic optimal 
relevance that allow retrieving the episodic information in the cooperative context (i.e., understanding the social 
intention). The proposed distinction allows to extend the notion of episodic relevance beyond the scope of 
referential communication to other instances of cooperative ostensive communication (e.g., pantomiming). 
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two conditions. In the communicative condition, the demonstrator addressed the infant 

ostensively (i.e., greeting and calling her name in motherese, and making eye contact) before 

expressing the object-directed emotion, and the emotion displayed was marked by alternated 

gaze between the object and the baby. In the non-communicative condition, the demonstrator 

acted as if she was alone, not addressing the infant before or after the emotion display. In the 

test phase, a second experimenter (the requester) entered the scene without looking at the 

objects and asked the infant to give her one of the two. Results showed that infants were more 

likely to give the requester the object toward which the demonstrator emoted positively in the 

communicative condition, but not in the non-communicative one. This study shows that, when 

addressed through ostensive signals, infants seem to assume that the positive/negative emotion 

displayed by the demonstrator could be generalized to the requester, while this assumption was 

not licensed in the absence of ostension (for similar results with 14- and 24-month-olds, see 

Gergely, Egyed & Király, 2007; Vredenburgh et al., 2015).39 More precisely, the present study 

suggests that ostensive emotional displaying toward a novel object is interpreted by infants as 

conveying non-episodic information about preferences that are socially relevant, and that can 

be generalized to other individuals as well. As Gergely and Jacob (2012: 74-80) suggest, this 

genericity assumption may be grounded on the fact that, when presented with ostensive 

demonstrations in a communicative context lacking shared episodic goals, infants’ 

interpretation is guided by expectations of enduring relevance, namely, expectations that the 

ostensive demonstration provides new and relevant (non-episodic) information for them to 

acquire, and that, as a result, can be held by other individuals outside the preceding 

communicative context.40 In other terms, Egyed et al.’s (2013) experiment would show that 

infants interpret the emotional demonstration of the experimenter as displaying an enduring 

pleasant/unpleasant property of the object-kind, rather than expressing her idiosyncratic 

contrastive preference, and the presence or absence of ostension appears to be crucial for 

disambiguating between these two interpretations. Also in this case, expectations of enduring 

	
39 Egyed et al. (2013) also involved infants familiarized with the non-ostensive condition in a different test phase 
involving the same demonstrator in the role of the requester. This time infants preferentially gave her the object 
towards which she emoted positively in the familiarization phase, where emotion displaying was non-ostensive. 
By comparing this result with the data from the non-communicative condition with the second experimenter, the 
authors concluded that infants interpreted referential emotion display in non-ostensive contexts from a ‘person-
centered’ perspective (i.e., as conveying the idiosyncratic preference of the demonstrator), while being able to shift 
to an ‘object-centered’ interpretation (i.e., as conveying an enduring property of the object) when emotion 
displaying was accompanied by ostension.  
40 For a deeper discussion on how the notion of enduring relevance can be employed to explain data on young 
infants’ imitative learning in ostensive contexts, see Gergely & Jacob (2012). 
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relevance must be assisted by concurrent referential expectations about the intended referent 

(e.g., the novel object or event) to which kind-relevant information is presumed to apply. 

 

In this section, we have discussed a series of studies showing that ostensive deictic behaviors 

(or demonstrations) trigger early pragmatic expectations that assist infants’ interpretative 

attempts to give meaning to ostensive acts. While referential expectations about the target 

referent are already evidenced in 6-month-olds’ gaze-following responses, expectations of 

episodic and enduring optimal relevance start being more prominently manifested at around 

14-month-old, when children become more confident with ostensive-referential 

communication within triadic interactions involving objects and events in the world. 41 

Crucially, detecting the ostensive character of a communicative behavior appears to be a 

necessary condition for triggering such expectations in early childhood. It is worth noting that 

Natural Pedagogy theorists describe both the referential and the genericity assumptions elicited 

by ostension as interpretative biases, rather than irrefutable presumptions (Csibra, 2010; 

Gergely & Csibra, 2013), that is, infants expect by default that ostensive acts directed to them 

are referentially anchored and transmit generic knowledge worth to be acquired. Indeed, Behne 

et al.’s (2005) studies indicate that infants may be able to interpret ostensive acts as conveying 

episodic information related to the situational context of the communicative interaction; 

however, outside of the context of a joint activity, infants’ interpretative responses appear to be 

more constrained by the assumption that they are supposed to learn something generic about 

the target referent. Whereas this default assumption can sometimes cause them to misinterpret 

the content of communicative behaviors, it would nonetheless fulfill the fundamental 

pedagogical function to assist social learning in early childhood and to ensure efficient 

transmission of generic knowledge through ostensive communication.42 Importantly, I do not 

claim that such early expectations would capture the whole range of basic assumptions through 

which young infants try to make sense of communication before the onset of language. 

Communicative exchanges in early childhood are typically characterized by daily interactions 

with a limited number of benevolent caregivers, whose interests tend to converge with those of 

the child. Strong expectations of trustworthiness towards communicated information and a 

trustful attitude toward cooperative communicators are thus expected in this early social 

ecology and are likely necessary to support many learning processes (Mascaro & Morin, 2014). 

	
41 Studies that investigate the genericity assumption with 10-month-olds (e.g., Futó et al., 2010) appear to suggest 
an earlier manifestation of pragmatic expectations of enduring optimal relevance. 
42 A deeper analysis of the Natural Pedagogy hypothesis is provided in Sect. 4.4. 
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Still, the main point made above is that these early pragmatic expectations are heavily reliant 

on the marked ostensive nature of infant-directed communication, and most importantly, they 

can well be construed as specific and precocious manifestations of more general expectations 

of optimal relevance.  

 

4.3.3 Early relevance inferences 

The studies discussed above support the hypothesis that infant-directed ostensive 

communication is interpreted through relevance-based inferential heuristics, but there is further 

evidence showing that infants apply such heuristics also when they attend to ostensive 

interactions between two parties from a third-person perspective. The looking time experiments 

recently devised by Tauzin and Gergely (2018) with 13-month-olds provide insightful evidence 

about the nature and the limits of these early pragmatic processes. Let us thoroughly discuss 

them. 

Tauzin and Gergely (2018) investigated the extent to which infants’ early sensitivity to 

contingent responsivity could be used, from a third-person perspective, as a behavioral cue to 

identify non-linguistic transmission of relevant information between two interacting agents. 

They hypothesized that only contingent exchange of variable signals, as compared to fully 

identical signals, could provide infants with enough evidence that communicative information 

transmission took place, and they assumed that the occurrence of an event that was particularly 

relevant in the interactive context could assist infants’ reconstruction of the content transmitted. 

To test these predictions, infants were familiarized with videos showing two non-human self-

propelled entities (akin to colored flat-fishes) that interacted in a turn-taking manner by 

exchanging sequences of sound triplets that either varied in their melodic tone (variable-signals 

condition) or were contingently reproduced in the same way (echo condition). After the turn-

taking exchange, one agent (the addressee) pushed a ball into one of two boxes located on 

opposite sides of the screen; then, the ball jumped out of the box by landing in the middle of 

the scene, in full view of both agents. Subsequently, the ball either jumped back into the 

previous box or into the other one, before the addressee approached the correct location to reach 

the ball. This familiarization phase aimed at inducing an expectation about the addressee’s goal 

to retrieve the ball, and infants’ ability to sustain and use this expectation was investigated 

across the test trials of three different experiments.  

In the first experiment, the addressee entered the scene with the ball, placed it into one 

of the boxes, and left the scene without interacting with the second agent (the communicator), 

who had witnessed the hiding event. Next, while only the communicator was present, the ball 
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jumped into the opposite box; then, the addressee returned and exchanged either variable or 

identical tone sequences in a turn-taking way with the communicator, depending on the 

experimental condition. After the contingent interaction, the addressee approached either the 

empty box where he had previously left the ball, or the correct box where it had just moved, 

and infants’ looking times of the two different outcomes were recorded and compared across 

conditions. Results showed that infants looked significantly longer when the addressee 

approached the wrong box as compared to the correct one in the variable-signals condition, 

while no such difference was found in the echo condition. Longer looking times evidenced a 

violation of infants’ expectations about the addressee’s searching behavior following the turn-

taking interaction with the communicator. More specifically, infants expected the addressee to 

approach the correct box as a consequence of the informative turn-taking exchange with the 

knowledgeable communicator, who had witnessed the contextual change (i.e., the ball’s 

jumping into the opposite box) that was relevant to the addressee’s episodic goal of retrieving 

the hidden ball. However, this expectation was not elicited when the two agents exchanged 

fully identical signals, albeit in a turn-taking manner. In short, the signals’ exchange in the echo 

condition did not provide enough evidence for infants to infer that relevant information about 

the ball’s location was transmitted among the parties; hence, no specific expectation about the 

addressee’s searching behavior was formed, as evidenced by looking times in this latter 

condition. This result confirms the authors’ prediction that variability of exchanged signals is a 

necessary condition for infants’ interpretation of contingent turn-taking as involving relevant 

information transfer; moreover, it provides compelling evidence that observing ostensive 

interactions among two parties spontaneously triggers in infants context-based heuristics aimed 

at retrieving the content of the transmitted information, which, in turn, creates specific 

expectations about the subsequent behavior of the recipient.  

In a second experiment, the authors probed the limits of these early interpretative 

heuristics by slightly changing the test trials after the familiarization phase. In this new scenario, 

the contextual change witnessed by the communicator resulted in no modification of the target 

ball’s location. That is, after the addressee placed the ball and left the scene, the ball jumped 

out of the box by landing in the middle of the scene, but then it jumped back into the same box 

while the addressee was still away. From there on, the trial was identical to the first experiment: 

the addressee returned, engaged in turn-taking interaction with the communicator that differed 

across conditions (i.e., variable vs identical signals exchange), and approached one of the two 

boxes. The analysis of looking times revealed that, in both conditions, infants showed no 

specific expectation about the addressee’s searching behavior. Specifically, infants did not 
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expect the addressee to approach the box where he previously placed the ball, neither in the 

variable-signals nor in the echo condition. Moreover, a comparison between the results from 

the variable-signals conditions of both experiments revealed a significant difference in infants’ 

looking response, thus suggesting that the episodic context of the second experiment prevented 

them from expecting the addressee to reach the correct box as a consequence of the ostensive 

interaction with the knowledgeable communicator. Crucially, as the authors remark, these 

patterns of results can be explained from a relevance-based perspective: 

 

[…] the hypothesized relevance-based account relies on a central tenet of pragmatic 

theories, according to which ostensive communication implies that the 

communicator transmits information that is relevant and new to the recipient. 

Therefore, in Experiment 2 where infants observed no relevant contextual change 

that modified the goal-object’s original location, the subsequent turn-taking social 

exchange could not be interpreted as serving the communicative function of 

transmitting relevant new information about the position of the goal-object (Tauzin 

& Gergely, 2018: 5). 

 

More specifically, Tauzin and Gergely hypothesize that, unlike the first experiment, the lack of 

a substantial change in the ball’s location during the second experiment prevented infants from 

interpreting the turn-taking interaction with variable signals as meaningfully and 

informationally related to the addressee’s goal of retrieving the ball. Consequently, this 

‘interpretative failure’ may have caused an interference effect on infants’ maintenance of the 

previously held expectation about the addressee’s goal of ball-retrieval, which was likely 

formed during the familiarization phase. This account can explain the absence of infants’ 

expectations as observed in the second experiment, and it is further supported by the results of 

a third control experiment, in which the turn-taking interaction which allegedly caused the 

interference effect was removed from the test phase. 43  In the third experiment, infants’ 

expectations about the addressee’s ball-targeted goal were significantly revealed by their 

looking responses, showing that they looked longer (thus being surprised) when the flat-fish 

did not approach the box where the ball was previously placed. 

	
43 In all the other aspects the third experiment was identical to the second one, and it was equally preceded by a 
familiarization phase like the one described above, aimed at inducing in infants the expectation about the 
addressee’s ball-targeted goal. 
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Taken together, Tauzin and Gergely’s (2018) experiments add some interesting pieces 

of evidence concerning infants’ early understanding of ostensive communication. Firstly, 

results from the first experiment show that infants’ sensitivity to turn-taking exchange as an 

ostensive signal allows them to recognize non-verbal contingent reactions as reliable cues for 

communicative information transmission between two interacting agents, as long as there is 

enough variability in the exchanged signals. This data aligns with studies attesting to the 

precocious interpretation of ostensively addressed speech-like responses as conveying relevant 

information about an episodic context observed from a third-party perspective (e.g., Neff & 

Martin, 2023; Vouloumanos, Martin, et al., 2014; Vouloumanos, Onishi, et al., 2012), and 

further extends these results to non-verbal signals characterized by a sufficient degree of 

contingent variability. Secondly, infants’ recognition of ostensive information transmission 

spontaneously triggers relevance-based pragmatic inferences to the informative content 

conveyed, which arguably emerge well before language acquisition. Specifically, without being 

able to linguistically decode the content of the transmitted information, infants expect it to be 

optimally relevant in the context where a situational change related to the addressee’s goal or 

preference just occurred, and they look surprised if the addressee acts in contrast with the 

presumed relevant information. However, this relevance-based pragmatic inference seems to 

be no longer sustained in a context where no substantial change occurred. In this sense, the 

second experiment would shed light on the limitations of these early pragmatic inferences, 

which may not yield a straightforward interpretation of the turn-taking exchange when no 

contextual change would motivate the transmission of new relevant information. Arguably, 

these data need to be replicated, but they provide insightful empirical evidence about the early-

developing inferential heuristics triggered by ostensive communication in infancy, and most 

importantly for our discussion, the relevance-based account seems to be well positioned in 

explaining them. 

 

Taking stock, let us recall again the rationale behind our articulation of the Algorithmic 

modularity strategy from a developmental-cognitive perspective. To vindicate this strategy on 

empirical grounds we have proposed in Sect. 4.2.3 to examine developmental evidence showing 

that infant-directed ostensive behaviors  

 

(d) attract infants’ attention; 

(e) direct infants’ inferential effort towards the communicator’s informative content; 

(f) trigger infants’ expectations of optimal relevance. 
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In Sect. 4.3.1, we have argued that data on newborns’ sensitivity and preference for ostensive 

signals show that infants preferentially attend to the source of subsequent ‘made-ostensive’ 

behaviors from very early on, thus providing strong empirical evidence for (d). In Sect. 4.3.2, 

we have discussed some key studies that investigate the pragmatic expectations triggered when 

infants are ostensively addressed, and we have analyzed them in terms of expectations of 

episodic and enduring relevance about the referentially provided information, thus arguing for 

the empirical plausibility of (f). Furthermore, by combining these studies with Tauzin and 

Gergely’s (2018) experiments, we have shown that ostensive behaviors and attended ostensive 

interactions direct infants’ inferential efforts – likely assisted by relevance-based expectations 

– towards the communicator’s informative content, thus providing empirical support to (e). In 

sum, the available developmental evidence shows that infants spontaneously respond to 

ostensive communication in accordance with the behavioral patterns defined above, and 

crucially, these behavioral responses appear to be restricted only to ostensive behaviors, thus 

confirming on empirical grounds their domain specificity. At this stage, we have enough 

elements to argue for the non-triviality (and the empirical plausibility) of the proposed 

pragmatics algorithmic module based on the behavioral notion of domain specificity. However, 

something more is needed to argue that the three evidenced responses are ultimately 

underpinned by a unique pragmatics module.  

 

4.4 Pragmatics or pedagogy module? 

The research line pursued by pedagogy theorists in developmental psychology fits 

harmoniously with Sperber and Wilson’s (2002) idea of a pragmatics module specialized for 

inferring the informative content of ostensive behaviors. Relevance Theory provides the main 

framework for Natural Pedagogy, and the mechanisms described by Gergely and Csibra (2013) 

to support infants’ learning in communicative contexts hinge on the same cognitive 

mechanisms underlying receptive ostensive communication in general; from this perspective, 

“the Relevance and Natural Pedagogy proposals could work in unison” (Moore, 2016: 43). The 

merging of the two proposals raises a theoretical question that is crucial for our purpose: How 

many cognitive modules should be posited to account for infants’ behavioral responses to 

ostensive communication? According to Moore (2014: 94-97), the two proposals can roughly 

be framed as compatible with two distinct but complementary modules: the pedagogy module, 

which is responsible for detecting ostension, recognizing the presence of a communicative 

intention, and alerting the recipient when the communicator is acting upon it, and the pragmatics 
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module, which inferentially reconstructs the content of the informative intention via relevance-

based heuristics and allows figuring out what the communicator is conveying. In this section, I 

pursue a more parsimonious theoretical path by capitalizing on the points previously raised. 

Preliminarily, let us briefly discuss to what extent the two purported modules can be 

conceptually teased apart. 

Natural pedagogy is primarily conceived by Csibra and Gergely (2006; 2011) as a 

human-specific evolutionary adaptation that emerged to allow and facilitate the transmission of 

generic knowledge to naïve conspecifics. In their evolutionary account, Csibra and Gergely 

(2011) hypothesize that the birth of pedagogy was necessitated by extensive tool use and 

recursive tool-making practices by early hominid groups, that called for an efficient social 

learning mechanism to enable the transmission of unobservable and ‘opaque’ knowledge. 

Pedagogy created a new, useful way to transmit shared knowledge about artifact kind through 

ostensive-referential demonstrations of kind-relevant information, learned and generalized as 

culturally shared by naïve pupils. Evolutionary speaking, natural pedagogy is the ‘cradle’ of 

ostensive communication (Mussavifard & Csibra, 2021), because ostensive communication 

originally evolved to assist a pedagogical function and was primarily restricted to the 

communicative transmission of generic, kind-relevant knowledge (Csibra & Gergely, 2006). 

The genericity assumption was the primary cognitive bias characterizing ancestral learners’ 

interpretative abilities; then, once the pedagogy mechanism became available, ostensive 

communication was extended beyond pedagogical purposes, thus providing efficient (non-

verbal) means of information transfer that allowed for the later evolution of linguistic 

communication. A detailed discussion of this ‘just-so story’ lies beyond the present purpose,44 

but it must be stressed that Natural Pedagogy is here construed on the background of an 

Epistemic conception of modularity that singles out an evolved cognitive mechanism by 

presuming its adaptive value in dealing with problems confronting human ancestors (e.g., tool-

use and tool-making practices). This account diverges from the relevance-theoretic 

evolutionary hypothesis, in that it traces back the evolution of ostensive communication to 

pedagogical motives, rather than cooperation and manipulation of others’ mental states (cf. 

Sect. 2.2.1). From an evolutionary perspective, the purported pedagogy and pragmatics 

modules can be theoretically teased apart as discrete Epistemic modules posited by different 

evolutionary accounts which single out different primary functions of these evolved 

mechanisms. However, if we assess the pedagogy mechanism by looking at the algorithmic 

	
44 For an account of the Pedagogy hypothesis from an evolutionary perspective, see Csibra & Gergely (2006; 
2011). 
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procedure that underpins its functioning, the two postulated mechanisms fall short of being 

clearly distinguishable.  

The main tenet of Relevance Theory grounding the Natural Pedagogy framework is that 

ostensive behaviors elicit the presumption of optimal relevance in the recipient (i.e., the 

learner).45 As explicitly remarked by pedagogy theorists,  

 

This aspect of pedagogy […] is analogous to the communicative principle of 

relevance in verbal communication (Sperber & Wilson, 1986) in that it provides 

guidance for the learner in figuring out the knowledge content that he is supposed 

to acquire by the teacher’s communication (Csibra & Gergely, 2006: 256). 

 

The genericity bias which constrains the learner’s interpretative process of ostensive 

demonstrations is ultimately grounded on the presumption of optimal relevance, since to fulfil 

its pedagogical function the relevance of acquired knowledge must be presumed and not 

verified by the learner. The genericity bias observed in empirical studies with infants (e.g., in 

Egyed et al., 2013) can thus be conceived as a particular manifestation of the same interpretative 

heuristic guided, specifically, by expectations of enduring social relevance about non-episodic 

properties of novel objects or events which are assumed by naïve interpreters as worth to be 

learned. However, in contexts involving shared goals with the ostensive communicator, infants 

are found to be able to interpret ostensive-referential acts as cues for relevant episodic 

information pertaining to the specific situational context in which they occur (e.g., in Behne et 

al., 2005), thus providing evidence for a precocious interpretative heuristic guided by 

expectations of episodic optimal relevance. 46  From this perspective, the interpretative 

processes triggered in infants by ostension can more parsimoniously be described as discrete 

manifestations of the same relevance-based heuristic specialized for ostensive behaviors, which 

varies with respect to qualitatively distinct expectations of relevance as a function of infants’ 

appraisal of the context of interaction: enduring optimal relevance concerning generalizable 

kind-related information to be acquired, and episodic optimal relevance pertaining to 

information about the ‘here and now’. 47  Whereas the former can be construed as an 

	
45 For a detailed discussion on this point, see Loria (2020: 24-28). 
46 Indeed, also the relevance-based expectations evidenced by Tauzin and Gergely (2018) can be explained in this 
way. 
47 Importantly, when it comes to ostensive-referential communication, both enduring and episodic relevance-based 
heuristics depend on preceding referential expectations about the intended referent to which kind-relevant or 
episodic-relevant information are presumed to apply (cf. Sect. 4.3.2). 
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interpretative bias that may result in misinterpretation, it would nonetheless fulfill the 

fundamental function of assisting infants’ social learning through ostensive communication. 

Instead, expectations of episodic optimal relevance appear to provide more effective guidance 

to work out the content of the communicator’s informative intention beyond pedagogical 

purposes. In sum, the pedagogy mechanism underlying the acquisition of generic knowledge 

which Csibra and Gergely (2006) describe as a discrete evolved adaptation on the backdrop of 

an Epistemic conception of modularity, can well be conceived, from an Algorithmic point of 

view, as underpinned by the same algorithmic procedure underlying the inferential 

interpretation of ostensive stimuli in general, which can vary in pedagogical contexts with 

respect to the nature of the relevance-based expectations (i.e., enduring vs episodic) which drive 

its functioning. 

Thus, how many cognitive modules should be posited to account for infants’ behavioral 

responses to ostensive communication? Differently from Moore (2014), I proposed in this 

section to merge the Pedagogy and the Relevance proposals under the hypothesis of a unique 

pragmatics module specialized for ostensive behaviors. Apart from theoretical parsimony, this 

proposal is justified by the endorsement of an Algorithmic conception of modularity which 

focuses on the actual processing mechanism or algorithmic procedure that underpins infants’ 

ability to make sense of ostensive behaviors, rather than on the adaptive fitness of presumed 

Epistemic modules. According to this view, the pedagogy mechanism is ultimately underpinned 

by the same relevance-based heuristic yielding non-generic pragmatic interpretations of 

ostensive behaviors and it would manifest itself when the context elicits expectations of 

enduring relevance about the provided information.48 Hence, a unique algorithmic procedure, 

variably driven by qualitatively distinct expectations of relevance, is here claimed to fulfill also 

the pedagogical function pointed out by Csibra and Gergely, but it is ultimately implemented 

by the pragmatics module posited by Sperber and Wilson (2002).49  

Notwithstanding, the research line pursued by pedagogy theorists in developmental 

psychology substantially enriches the Pragmatics Module Hypothesis on both empirical and 

conceptual grounds. Empirically, pedagogy theorists have provided much evidence that infants 

are extremely sensitive to ostensive signals and shed light on the early pragmatic expectations 

	
48 However, as remarked by Tomasello (2019:149), “the theory of natural pedagogy does not specify sufficiently 
how children distinguish the cases in which the adult is communicating episodic information from the cases in 
which the adult is teaching”. See also Morin (2010) for a similar remark.  
49 Following Sperber (2019a), Natural Pedagogy can be conceived as an instance of ostensive communication 
from adults to children where optimal relevance is expected by children as having to do with the ostensive behavior 
being evidence for general knowledge worth acquiring. In sum, the pedagogical function relies on the nature of 
pragmatic expectations, without the necessity to postulate a different underpinning mechanism. 
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and interpretative limitations that characterize infants’ inferential efforts towards the 

communicator’s informative content (Sect. 4.3.1; 4.3.2; 4.3.3). Conceptually, the account 

proposed by Csibra (2010) provides a useful description of the cognitive mechanisms 

underlying infants’ receptive abilities with ostensive communication. 50  Recognizing the 

presence of a communicative intention by detecting ostension represents the starting point for 

inferring the content of the embedded informative intention. Ostension thus triggers pragmatic 

expectations that guide relevance-based inferences that are manifested early in ontogeny. 

Csibra’s (2010) cognitive account fits harmoniously with the proposed Algorithmic modularity 

strategy based on domain specificity at the behavioral level, and it will henceforth be taken as 

the paradigm framework for understanding the nature of infants’ early capacity with ostensive 

communication. In sum, even by reducing the pedagogical function of ostensive 

communication to the pragmatic expectations ‘built into’ the pragmatics module, the Relevance 

and the Natural Pedagogy proposals can still work in unison. 

 

4.5 A nativist account for the pragmatics module 

In the previous sections, we have endorsed a developmental-cognitive perspective to argue for 

the non-triviality of the proposed Algorithmic modularity strategy by providing empirically 

based arguments for the early onset of a specialized interpretative procedure for ostensive 

behaviors guided by expectations of optimal relevance. In this section, I further supplement the 

proposed strategy by outlining an argument for the innateness of the posited pragmatics module 

to be developed in accordance with the main tenets of Relevance Theory. To this aim, I will 

partially draw from Samuels’ (2002) explanatory account of nativism, and from Karmiloff-

Smith’s (1991; 1992) interactionist-nativist proposal. Finally, I will briefly assess my account 

by highlighting its broad consistency with current perspectives in developmental pragmatics 

and by anticipating some possible objections. 

 

4.5.1 The argument from early development 

One of the arguments typically invoked to support nativist claims is the argument from early 

development (see e.g., Carey & Spelke, 1994; Samuels, 2002), which takes this form: 

 

1. It has been experimentally observed that infants possess a certain cognitive capacity C. 

	
50 Interestingly, Csibra (2010: 161) remains neutral as to whether early inferential processes triggered by ostension 
are implemented by a dedicated pragmatics module or general mechanisms for pedagogy. 
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2. C is best explained by positing a certain kind of underlying cognitive structure S. 

3. Since C emerges exceedingly early in development, it is implausible that S which 

subserves C was learned in the time available. 

4. Therefore, S is (probably) innate.51 

 

To outline my nativist account, I will articulate this argument with reference to early capacity 

with ostensive communication in light of the developmental findings discussed in the preceding 

sections. Let us start from the first premise.  

The data discussed above provide experimental evidence for (at least) two related early 

capacities. On the one hand, young infants preferentially attend to ostensively marked 

behaviors, and their responsiveness to ostension is arguably present from birth (see Sect. 4.3.1); 

let us refer to this early responsiveness capacity with C1. On the other hand, shortly after their 

first birthday, infants are found to be able to draw relevance-based inferences to interpret 

ostensive behaviors (see Sect. 4.3.2; 4.3.3); let us refer to this early inferential capacity with 

C2. The pragmatics algorithmic module is primarily thought to underpin this second inferential 

capacity; therefore, let us focus on C2 and move to the second premise.52 

It has been argued (Sect. 4.4), that C2 is best explained by positing an underlying 

cognitive structure S (e.g., a pragmatics module) specialized for ostensive behaviors. As hinted 

by Samuels (2002: 238), the cognitive structure in question could be a specific concept, a body 

of knowledge, or a posited processing mechanism. In the present case, S can be a “knowledge 

structure” (henceforth, S1) such as the presumption of optimal relevance, or (i.e., vel) a 

“processing structure” (henceforth, S2) somehow resembling the relevance-guided 

comprehension procedure. My suggestion is that we do not have to necessarily choose between 

the two but may well read the above disjunction as an inclusive one. Let us explain the reason 

behind this subtle theoretical point. By providing a mid-way solution between the nativist 

approach and the constructivist view in developmental psychology, Karmiloff-Smith (1991) 

argues that the gradual development of a given cognitive capacity is not precluded by 

hypothesizing some innate cognitive structure that constrains the way in which further 

development occurs. Specifically, she suggests that the innately specified element at issue can 

be conceived as a domain-specific knowledge structure that guides infants’ response to external 

	
51  Importantly, the argument from early development slightly diverged from Chomsky’s (1980) poverty of 
stimulus argument. Whereas the latter deals with the limited number of stimuli in the environment to ensure 
learning, the former focus on the insufficient time available for letting learning processes unfold. For a discussion, 
see Samuels (2002). 
52 A discussion about the early responsiveness capacity will be sketched below and fully developed in Chapter 6. 
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stimuli pertaining to that domain; for our purpose, the presumption of optimal relevance fits 

well for this role. Karmiloff-Smith also provides some hints on how this innate knowledge 

structure could be represented in infants’ minds: “[i]nitial, special-purpose knowledge is, in my 

view, represented as procedures that are activated as a response to external stimuli but to which 

other parts of the cognitive system do not have access” (Karmiloff-Smith, 1991: 175; my 

emphasis). In short, the domain-specific innate knowledge is thought of as embedded or built 

into the domain-specific procedure for responding to environmental stimuli, just like the 

presumption of optimal relevance is built into the relevance-guided comprehension procedure 

for responding to ostensive stimuli (Sperber & Wilson, 2002: 18; cf. Sect. 4.2.2). Accordingly, 

the second premise of the argument above can be cashed out as follows: 

 

2a. C2 is best explained by positing an underlying cognitive structure S(1 vel 2); 

 

where S(1 vel 2) amounts to the pragmatics knowledge structure (i.e., the presumption of optimal 

relevance) built into the relevance-guided comprehension procedure, in line with Karmiloff-

Smith’s (1991) construal of ‘innate knowledge’ and coherently with the relevance-theoretic 

framework. Let us now move to the third premise. 

As reminded above, C2 has been experimentally observed around the first year of age or 

shortly after, thus relatively early in development. Given this, so the premise goes, it is unlikely 

that S(1 vel 2) was learned in the short time available. Importantly, the plausibility of this premise 

resides in how the notion of “learning” is intended; to address this issue, let us first show how 

this notion should not be intended. As pointed out by Samuels (2002), to account for the 

innate/learned dichotomy, the notion of “learning” must not be confused with the notion of 

“acquisition” in the following baseline sense: 

 

Baseline conception of acquisition: A (token) cognitive structure S is acquired by 

a particular organism O just in case O fails to possess S at all times prior to time t 

but possesses S at t (cf. Samuels, 2002: 240). 

 

In this baseline sense, “all cognitive structures are acquired” (Samuels, 2002: 240) because it 

is quite plausible to individuate a point sufficiently early in development when infants do not 

show the respective capacity subserved by the posited cognitive structure. The evidence 

discussed above shows that 13 months-old infants are able to draw relevance-based inferences 

to interpret ostensively marked behaviors (see Tauzin & Gergely, 2018); therefore, the data 
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currently available suggests that the cognitive structure S(1 vel 2) (i.e., the knowledge structure 

embedded in the relevance-guided procedure) subserving the inferential capacity C2 is arguably 

“acquired” in the baseline sense at least from this age – pending further proofs of earlier 

emergence.53 However, this does not rule out the possibility for the posited cognitive structure 

to be innately specified in a theoretically interesting sense. As Samuel remarks, the baseline 

conception of acquisition can be employed to build a notion of innateness that can 

perspicuously account for the innate/learned dichotomy. Following Samuels (2002: 246), we 

can say that a (token) cognitive structure S is innate just in case: 

 

a. S is a structure posited by some correct scientific psychological behavioral theory; 

b. there is no correct scientific psychological theory that explains the acquisition – in the 

baseline sense – of S.54 

 

To the extent that the cognitive structure S(1 vel 2) is posited by Relevance Theory, and assuming 

– for the sake of our argument – that Relevance Theory is a correct scientific psychological 

theory of communication, clause (a) is satisfied. The fulfillment of clause (b) ultimately 

depends on what we mean by correct psychological theory of acquisition. Despite Samuels 

(2002: 246, fn. 19) discards the ultimate burden of proof to philosophers of science, he specifies 

some loose desiderata for the present acquisition theory: it must provide a psychological 

explanation of the acquisition of the posited structure, and it must be concerned with the 

ontogenetic process of acquisition. This means that even if it turns out to be the case that a 

neurobiological explanation of how the posited structure is acquired (in the baseline sense) may 

be provided, this will not count as a psychological behavioral explanation as required by the 

first desideratum. In the same vein, a phylogenetic evolutionary account of acquisition would 

not satisfy the second desideratum. Notwithstanding, a liberal approach with respect to the 

broader framework within which such acquisition theory can be provided (e.g., computational, 

associative, connectionist, inter alia) is freely conceded by Samuels (2002: 248-253). To the 

best of my knowledge, there is so far no psychological theory explaining how the presumption 

of optimal relevance (built into the relevance-guided procedure) can be acquired in the baseline 

	
53  Notably, in Tauzin and Gergely (2018) 13-month-olds draw relevance-based inferences while observing 
ostensive interactions from a third-party perspective. This leaves open the possibility that similar inferences may 
be performed even earlier when infants are directly addressed by ostensive behaviors. 
54 In Samuels (2002), these two clauses constrain the explanatory notion of “psychological primitive”, which is at 
the core of his primitivist account of nativism. Also, Sperber (2005: 57, fn. 3) seems to favor this explanatory 
notion. 
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sense. Following Samuels (2002), this entails that the cognitive structure S(1 vel 2) posited by 

Relevance Theory is not learned; rather, it is innate in a primitivist explanatory sense. More 

precisely, I do not think that an associative behavioral theory can provide an account of how 

young infants might come to inductively acquire from experience to expect that communicators 

intentionally provide stimuli that are worth their attentional resources and that are relevant 

enough for them to be understood. This, as I argue, is not something that can be learned via 

associations from experience but appears to be a more basic expectation deeply entrenched in 

the way in which the cognitive mechanisms underlying receptive communication actually work, 

and the data discussed above provide compelling evidence of precocious manifestations of this 

basic expectation. Thus, given the unlikelihood that S(1 vel 2) can be learned by infants in the 

short time preceding the observed manifestation of C2, S(1 vel 2) is (probably) an innate cognitive 

structure. 

 

4.5.2 An interactionist-nativist picture of pragmatics 

To better clarify the purport of the argument above, it is necessary to spell out how the notion 

of innateness proposed in the present account relates to the different nativist positions outlined 

in Chapter 1. Drawing on Karmiloff-Smith (1991), we first identified the posited innate 

cognitive structure as a domain-specific knowledge structure, i.e., the presumption of optimal 

relevance (S1). In Sect. 4.2.2, we have stressed the theoretical possibility to partially think of 

this presumption as a relevance-based knowledge module; accordingly, the nativist account 

provided above is consistent with a Cartesian variety of nativism, that is, with the idea of “innate 

knowledge” specific to the domain of ostensive stimuli.55 Further building on Karmiloff-Smith 

(1991) and coherently with the relevance-theoretic framework, we have suggested that the 

innate knowledge structure S1 may be represented in infants’ minds as embedded in the 

relevance-based comprehension procedure applied to ostensive stimuli. In Sect. 4.2.2 we have 

stressed that the comprehension procedure can, to some limited extent, be characterized as a 

processing module in Coltheart’s (1999) sense, and processing modules partially match with 

Fodorean modules (see Sect. 4.1).56 However, I do not construe the relevance-guided procedure 

as an innate processing structure in a strict, Fodorean architectural sense. In Fodor’s view, 

architectural nativism refers to the idea that the ontogeny of a given cognitive structure – being 

	
55 See also Carston (1996: 26) for a construal of Karmiloff-Smith’s position along these lines. 
56 Importantly, the matching between processing modules and Fodorean modules is only partial insofar as the 
former is not described by Coltheart (1999) as necessarily encapsulated. By contrast, Fodor (2000: 63) takes 
encapsulation to be the ‘heart’ of his conception of modularity. 
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that a concept (e.g., Fodor, 1981) or an input modular system (e.g., Fodor, 1983) – proceeds at 

the same pace across humans due to genetic specification, although environmental factors are 

recognized to play a role on its onset. In Fodor’s (1983) view, the environment affects the 

developmental course of a module through a triggering process, that is, a brute-causal process 

of acquisition, not mediated by psychological states, that is determined under the impact of 

appropriate releasing stimuli.57 A more nuanced approach is expressed by the interactionist 

view endorsed by massive modularity theorists (e.g., Barrett & Kurzban, 2006), which explains 

common developmental paths by broadening the scope of the interaction between genetically 

endowed constraints, on one hand, and external environmental factors, on the other. The 

difference between the two approaches relies on the idea that, in the interactionist view, 

triggering processes go alongside processes of environmental tuning of the procedure realized 

by a given module. This latter approach, as I argue, represents a more attractive alternative to 

characterizing the ‘innate’ character of the pragmatics algorithmic module in question. 

In the proposed picture, early and extensive exposure to ostensive signals could act as 

the ‘trigger’ for immature relevance-constrained heuristics which are daily practiced within 

affective and protected dyadic interactions with caregivers; these interactions would provide 

some sort of assistance for gradually shaping the interpretative procedures towards the 

communicator’s intended message. In other terms, the environment surrounding infants is 

scaffolded to provide them with “a familiar locus and a familiar routine in which 

communicative intentions can be conventionalized and interpreted” (Bruner, 1981: 162), and 

caregivers’ scaffolding may in turn be fostered by infants’ increasing responsiveness to 

ostensively marked behaviors in their first months of life. The transition to triadic interactions 

during the ‘nine-month revolution’ and the newfound practice of ostensive-referential 

communication through pointing and deictic behaviors would increase the informational 

complexity of communicative interactions, but would nonetheless narrow the search space to 

infer the relevant message – being that episodic or enduring – conveyed by adult interlocutors, 

thus allowing a further ‘fine-tuning’ of the posited relevance-based procedure which gradually 

starts being more prominently manifested by infants’ interpretative responses. This 

interactionist approach to the purported innate character of the pragmatics module resonates 

with the developmental conception of modularity endorsed by Scholl and Leslie (1999; 2001), 

which openly contrasts with the claimed ‘anti-developmental’ character of modular approaches 

(e.g., Gopnik & Wellman, 1994: 283) and is largely compatible with the idea that the 

	
57 See Cowie (1999: 86-110) for an in-depth discussion of Fodor’s environmental triggering. 
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algorithmic procedures inside modules can develop on the basis of environmental factors and 

cognitive maturation (cf. Sect. 1.4.1). In sum, claiming for the innateness of the pragmatics 

module does not amount to saying that the relevance-based comprehension procedure must be 

fully operative from the outset. Rather, environmental tuning and caregivers’ scaffolding are 

needed to assist the development of early immature heuristics into more mature and efficient 

relevance-based interpretative procedures. This developmental process is facilitated by infants’ 

early responsiveness to ostensive signals and is powerfully enhanced by emerging skills for 

joint attention toward the end of their first year. However, as I propose, the internal 

development of the pragmatics algorithmic module is ultimately constrained by a (Cartesian) 

innate knowledge structure (i.e., the presumption of optimal relevance) which captures the 

‘built-in’ expectations through which humans, and infants as well, deal with ostensive 

communication. As sketched as it may seem, the proposed interactionist-nativist picture of 

pragmatics broadly aligns with current perspectives in developmental pragmatics: 

 

[…] the roots of pragmatic development can be seen in the neonate’s responses to 

self-relevant cues like motherese. Very young infants know when someone is with 

them – because that person is in physical contact with them and because they 

produce self-relevant eye contact, vocalisations and contingent behaviour. 

Arguably this is the basis of communicative intentions – when I communicate I am 

doing so for you and seek (only) recognition. Informative intentions arguably have 

their basis in biobehavioural synchrony, where the neonate and caregiver align 

behaviourally and physiologically resulting in commonly felt emotions, giving 

meaning to their communicative expressions – expressions are ‘about’ emotions. 

By 5 to 6 months infants desire and expect a social response to their vocalisations. 

And they appear to expect speech to affect people’s behaviour in a way that 

suggests they know it can be informative. […] By the end of infancy, humans have 

tuned in to their social environment and practiced such interactions so often that 

they are ready to grasp the expressive power of language. What comes next is a 

growing mutual awareness of how conventional communication works. And with 

this comes the next wave of pragmatic development that allows the kinds of 

inferences that make a whole myriad of pragmatic phenomena a possibility – from 

implicatures to irony and beyond. The roots for all this are clearly visible in the first 

year, before most infants even utter a word (Matthews, 2020: 29-30). 
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What the present picture would add to the above quotation, is that these ‘pragmatics roots’ are 

ultimately underpinned by relevance-based expectations built into a modular, algorithmic 

procedure specialized for ostensive behaviors that undergoes a process of gradual development 

throughout ontogeny. Following Heintz and Scott-Phillips (2023), we could say that what 

changes throughout cognitive development is not the emergence of any core competence with 

ostensive communication, which, by hypothesis, is likely present (almost) from the beginning; 

but rather, (a) greater knowledge of the means by which interlocutors express their informative 

intentions, especially conventional means, and (b) greater sensitivity to the possible motives, 

goals, objectives, and beliefs of communicative partners. Accordingly, “any apparent 

weaknesses in infant pragmatics are explained not by weakness in communication qua 

communication, but rather by changes in (a) and (b) that occur as infants grow” (Heintz & 

Scott-Phillips, 2023: 47). 

 

Before closing this chapter, I would like to play the role of the skeptic by anticipating and 

briefly addressing some possible remarks to the nativist account outlined above. The careful 

skeptic will have noticed that the notion of innate knowledge structure embedded into 

procedures that we employed to conceptualize the posited innate structure S(1 vel 2) – that by our 

hypothesis, would best explain infants’ abilities with ostensive communication – represents the 

starting point of the “representational redescription” process proposed by Karmiloff-Smith. In 

Beyond Modularity (1992), Karmiloff-Smith describes representational redescription as a 

developmental process through which innate knowledge structures – initially, procedurally 

encoded – are gradually ‘recoded’ into different types of representations which makes the innate 

knowledge more accessible to other cognitive systems. Representational redescription, 

however, is only one facet of what may be involved in children’s cognitive development. In 

addition, Karmiloff-Smith proposes a complementary process of “progressive modularization”, 

where initial predispositions become gradually automatized, relatively encapsulated, and less 

accessible to other cognitive systems. Going beyond Fodor’s notion of prespecified, 

‘hardwired’ modules, Karmiloff-Smith argues that cognitive modules and informational 

encapsulation can, at times, be the result of developmental processes, rather than their starting 

point. 58  In sum, she explains cognitive development as involving two distinct, parallel 

	
58 Also, Karmiloff-Smith (1992) departs from Fodor’s (1983) strict dichotomy between input/central systems. In 
fact, the progressive modularization process is also invoked to explain the automatization of high order learned 
skills such as piano playing, chess or driving. For a careful comparison between the two positions, see Carston 
(1996). 
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processes that can selectively apply to different cognitive domains to enhance the acquired 

‘behavioral mastery’ of several cognitive skills (see also Karmiloff-Smith, 1994). A detailed 

discussion of these two processes lies beyond the scope of the present thesis. The interactionist 

path pursued above largely aligns with the limited nativist approach championed by Karmiloff-

Smith (1992); however, my proposal remains neutral, so far, as to whether the development of 

infants’ pragmatic abilities throughout ontogeny actually undergoes a process of 

representational redescription in Karmiloff-Smith’s sense.59 Notably, even if further research 

will show that to be the case, this does not necessarily entail that the pragmatics module 

underpinning those early abilities must complementarily undergo a process of progressive 

modularization (hence, relative encapsulation). As Karmiloff-Smith (1994: 733) makes clear, 

“my claim is not that [representational redescription] is the process by which all modules are 

created, nor that human development undergoes a process of demodularization”. The two 

processes are deemed to be distinct, and most importantly, the notion of modularization in 

Karmiloff-Smith (1992) is related to the progressive encapsulation of a given learned skill; 

however, encapsulation does not figure among the necessary desiderata of modules in the 

proposed algorithmic sense (see Sect. 1.3.5), let alone of the pragmatics module in the 

relevance-theoretic sense (see Sect. 2.5).60  

Finally, the skeptic could dismiss the proposed nativist account by questioning the 

premises of the argument from early development provided above. Specifically, they could 

reject our second premise, which argues that early interpretative capacities discussed in Sect. 

4.3.2 and 4.3.3 are best explained by a pragmatics module (i.e., the cognitive structure S(1 vel 2)), 

by accounting for these developmental findings through a different cognitive structure Sn which 

would better explain them. Or alternatively, they could question the argument behind our third 

premise by providing a novel psychological explanation of how the cognitive structure S(1 vel 2), 

or the alternative Sn can be acquired in the baseline sense. Arguably, the burden of providing 

an alternative account to the one proposed here is now left to the skeptic. Either way, an 

alternative account would show that the developmental arguments for the pragmatics module 

provided in this chapter are debatable on both conceptual and empirical grounds. Hence, the 

	
59 Indeed, Matthews (2020: 25) appears to welcome this possibility. 
60 As remarked by Barrett and Kurzban (2006: 639), the generation of new ‘modularized’ skills is encompassed 
by the interactionist approach pursued in the massive modularity framework, “but it is not a necessary entailment 
of the account of modularity we proposed here”. 
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Algorithmic modularity strategy pursued above is a fruitful way to overcome the triviality 

challenge.61 

 

Interim summary 

In the present chapter, I have taken up Mazzone’s (2018) triviality challenge to the Pragmatics 

Module Hypothesis by developing a novel strategy grounded on the Algorithmic conception of 

modularity. Since Mazzone’s argument can hardly be overcome at the implementational level 

(Sect. 4.1.), I have addressed the triviality challenge at the behavioral level by rejecting the 

assumption that behavioral domain specificity always leads to trivializing modularity. With 

respect to the Pragmatics Module Hypothesis, I have moved from a close analysis of the 

pragmatics module’s domain (i.e., ostensive stimuli) to single out three behavioral patterns to 

be empirically evidenced for supporting the hypothesis of a cognitive mechanism specialized 

for ostensive stimuli (Sect. 4.2.3). Then, I have articulated the Algorithmic modularity strategy 

from a developmental-cognitive perspective by examining a wealth of empirical evidence for 

such behavioral patterns in infant-directed ostensive communication (Sect. 4.3.1; 4.3.2; 4.3.3), 

thereby arguing that these data are best explained by positing an early-developing pragmatics 

algorithmic module dedicated to giving meaning to ostensive behaviors (Sect. 4.4). Lastly, I 

have supplemented the proposed strategy by providing a novel nativist account for the 

pragmatics module framed within an interactionist picture of early pragmatics (Sect. 4.5.1; 

4.5.2).  

The Algorithmic modularity strategy is entirely built upon the tenets of the intentional-

inferential model, but many scholars in philosophy and psychology cast doubts on the 

plausibility of this model as a suitable account of communication in the early stages of cognitive 

development. In the next two chapters, I will discuss such concerns at length, and I will show 

the extent to which the strategy provided in this chapter can be employed and extended to deal 

with them.  

	
61 Note that the Algorithmic modularity strategy based on behavioral domain specificity could work against the 
triviality challenge independently from the nativist account above, which is mostly thought to supplement it.  
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Chapter 5 

Developmental dilemmas 

	
 
In this chapter, we will address the question of the plausibility of the intentional-inferential 

model of communication, firstly theorized by Grice (1957) and developed in cognitive 

pragmatics by Sperber and Wilson (1995), when applied to explain young children’s 

communicative and interpretative abilities. This question has been prominently brought to 

philosophers’ and psychologists’ attention in 2006 by Richard Breheny, who pointed to a sort 

of dilemma confronting (post-)Gricean approaches to early communication: 

 

The dilemma arises because it is assumed (a) that basic communicative situations 

essentially involve propositional attitude-like states of the participating agents and 

(b) that competent language users have the conceptual abilities to represent agents 

as being in such states and make folk-psychological inferences about agents so 

represented. These assumptions conflict with one of the more robust findings in 

developmental psychology: that children below the age of four years do not possess 

these abilities (Breheny, 2006: 74; my emphasis). 

 

As hinted in this passage, Breheny’s ‘developmental dilemma’ can be disentangled as a twofold 

dilemma: on the one hand, it concerns the propositional attitudes and conceptual abilities of 

young communicators; on the other hand, it relates to the folk-psychological inferences to be 

drawn by young interpreters. Following Moore (2017a), we will label these two facets of the 

dilemma, respectively, the ‘Belief dilemma’ and the ‘Complex Inferences dilemma’, and we 

will provide a fine-grained analysis aimed at assessing the theoretical and empirical strategies 

offered in the literature to deal with them. As will soon become clear, the two dilemmas derive 

from the rich mentalistic character of post-Gricean communication and are indirectly related to 

two questionable assumptions of post-Gricean views of early communication that will be 

outlined in this chapter and discussed at length in the next one. 

We will proceed as follows. In Sect. 5.1, I will outline two assumptions of post-Gricean 

views that potentially undermine their plausibility on developmental grounds; then, I will 

extensively focus on the Belief dilemma (Sect. 5.2) and the Complex Inferences dilemma (Sect. 
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5.3). Regarding the first, several strategies will be probed and compared: the empirical (Sect. 

5.2.1), the conceptual (Sect. 5.2.2), the ‘Brehenian’ (Sect. 5.2.3), and the minimalist strategies 

(Sect. 5.2.4). As for the second dilemma, I will discuss the expressive strategy (Sect. 5.3.1) and 

two relevance-based strategies (Sect. 5.3.2): the minimalist and the modular ones. Over these 

sections, I will highlight the relationship between the modular approach developed in the 

previous chapters and the different strategies that will be discussed. 

 

5.1 The developmental troubles with post-Gricean communication 

The mentalistic character of post-Gricean communication has its roots in Grice’s (1957) idea 

that speaker meaning is constitutively determined by a set of intentions (cf. Sect. 2.1). 

According to Grice (1969), by producing an utterance, the speaker intends the addressee:  

 

a.     to produce a particular response r; 

b.     to recognize that the speaker intends (a); 

c.     to fulfill (a) on the basis of the recognition of (b). 

 

By way of these three clauses, Grice attempted to capture the overt character of intentional 

communication, but his notion of speaker meaning was promptly proved to be insufficient to 

deal with ‘sneaky’ counterexamples (Strawson, 1964; Schiffer, 1972).1 Neale (1992) overcame 

this trouble by dropping clause (c) from the original analysis;2 Sperber and Wilson (1986/1995) 

pursued a similar path, while additionally recasting clauses (a) and (b) in terms of informative 

and communicative intentions.3  

For terminological consistency, we will henceforth refer to instances of communication 

functionally defined by clauses (a) and (b) of Grice’s speaker meaning (or roughly equivalents) 

as cases of post-Gricean communication. In this sense, ostensive communication is a 

paradigmatic case of post-Gricean communication, but we will also look at functional analyses 

of post-Gricean communication that slightly depart from the standard ostensive-inferential 

model. 

	
1 For an in-depth discussion of the speaker meaning controversy, see Avramides (1989) and Neale (1992).  
2 Indeed, Neale (1992) amended Grice’s analysis by substituting clause (c) with a different clause (c1) stating that 
the speaker should not act with any further intention that the addressee be deceived about (a) and (b). Since (c1) is 
ultimately a negative clause granting (a) and (b) not being deceptive, a narrower focus on the first two clauses will 
be sufficient for our analytical purposes. 
3 Differently from Neale’s (1992) theoretical concerns, Sperber and Wilson (1995) are moved by the aim of 
providing a cognitive theory of ostensive communication, going beyond Grice’s (1957) distinction between 
‘meaning’ and ‘showing’ for which clause (c) was originally provided. For a detailed discussion of this point, see 
Wharton (2008); Sperber & Wilson (2015). 
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In the previous chapters, we have defined informative and communicative intentions in 

lay terms as, respectively, the speaker’s intention to inform the hearer of something, and the 

speaker’s intention to make the hearer recognize that she has an informative intention.4 The 

communicative intention is thus a second-order intention that embeds a first-order informative 

intention, whose propositional content captures the information the speaker conveys to the 

hearer. Post-Gricean speakers intend the hearer to recognize that they intend to inform the 

hearer that p, where p indicates the propositional content (i.e., the information provided) deeply 

embedded within the nested set of communicative and informative intentions jointly expressed 

by speakers.5  Post-Gricean communication thus relies on a nested intentional structure of 

communicative and informative intentions that can be graphically illustrated as follows: 

 

 

   
Fig. 2: The intentional structure in post-Gricean communication 

  

Among developmental theorists, Csibra (2010) and Tomasello (2008), inter alia, largely follow 

Relevance Theory by taking the nested character of the intentional structure as the fundamental 

aspect of human communication and argue that even young children can entertain it while 

interpreting ostensive behaviors. By contrast, Moore (2017a; b) take a different theoretical path 

by questioning its empirical plausibility on developmental grounds.6 The nested character of 

the present intentional structure represents the first questionable assumption of post-Gricean 

accounts when applied to early communication: Do young children entertain the nested 

intentional structure as such? This question will be explored at length in Chapter 6.  

	
4 A more technical definition of informative and communicative intentions will be provided and discussed in 
Chapter 6. 
5 The above analysis can be alternatively spelled out as follows: [communicative intention] the speaker intends the 
hearer to recognize that [informative intention] the speaker intends the hearer to know/understand that [content] p. 
6 As will be discussed, Moore articulates its theoretical alternative also with respect to non-human primates, thus 
endorsing a strong continuity approach concerning human and animal communication. 
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A further questionable assumption arises from the metarepresentational burden that the 

cognition of the intentional structure would impose on post-Gricean hearers. According to 

Sperber (1994a; 2000), the intentional structure comprises five embedded levels of mental 

states and its cognition requires entertaining a fourth-order metarepresentation: 

 

Fourth order: S intends that 

Third order: H believes that 

Second order: S intends that 

First order: H believes that 

Representation: p.7 

 

The fourth and third metarepresentational orders jointly represent the speaker’s communicative 

intention, whereas the second and first ones encompass the informative intention, whose 

content is located at the zero level. Sperber’s (2000: 124-127) multi-tiered analysis of post-

Gricean communication is based on a detailed discussion of five imagined scenarios involving 

a hominid ancestor, Mary, who wants to non-verbally communicate to her mate Peter that the 

berries are edible. One way Mary might make manifest this information is by simply eating the 

berries next to Peter, without directing his attention to the fact that she is doing this. In this case, 

she would provide direct evidence that the berries are edible, and Peter might casually notice 

her behavior and accordingly infer the manifested information; however, this would not be an 

instance of post-Gricean communication as functionally defined above. Specifically, Mary’s 

eating behavior may well express her (2) informative intention that (1) Peter believes that (0) 

the berries are edible, but she would not directly provide Peter with communicative evidence 

for that very intention, that is, she would not fulfill clause (b) of Grice’s speaker meaning. As 

a result, the information about the berries’ edibility would be grasped only if Peter 

spontaneously pays attention to and extracts useful information from Mary’s eating behavior, 

which by itself does not overtly call for his attentional and interpretative efforts (cf. Sect. 2.3).8 

By contrast, if Mary intentionally attracted Peter’s attention by establishing eye contact or by 

marking her behavior with exaggerated movements while tapping her tummy, she would 

	
7  This notation comes from Moore (2014). The metarepresentational order is here given by the number of 
embedded representations. 
8 Note that Peter could well grasp the information without necessarily computing that Mary holds the informative 
intention to provide it. In this case, Mary’s direct (non-communicative) evidence would be similar to Grice’s 
(1957) natural meaning. As such, Mary’s behavior exemplifies an intentional behavior tout-court that does not 
elicit in the observer expectations of optimal relevance (cf. Sect. 2.3). 
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overtly provide him with communicative evidence about the berries’ edibility. In this latter 

case, Mary would act upon her communicative intention, and Peter would come to entertain the 

high-order thought that (4) Mary intends that (3) he believes that (2) she intends that (1) he 

believes that (0) the berries are edible: here is where, according to Sperber (2000), post-Gricean 

communication properly occurs.9  

As Gómez (1994) remarks, the problem with such accounts is that “intuitively we don’t 

feel that in everyday communication we are engaging in such complex and recursive cognitive 

processes” (Gómez, 1994: 68), and plausibility concerns become even more pressing when 

post-Gricean accounts are used to explain the communicative and interpretative abilities of 

young children, who presumably lack the cognitive resources to handle high-order 

metarepresentations. Following Scott-Phillips (2015: 63-75), we will refer to Sperber’s 

hypothesis about the necessity to entertain a fourth-order metarepresentation as the ‘recursive 

mindreading claim’, that is, the second questionable assumption of post-Gricean 

communication on developmental grounds.10  

In the present chapter, we will explore at length two developmental dilemmas that are 

indirectly related to the assumptions outlined above, while in Chapter 6, we will address the 

‘deep dilemmas’ stemming directly from the nested intentional structure and the recursive 

mindreading claim. To kick-start our analysis, let us move from a well-known puzzle in 

developmental research, the Belief dilemma. 

 
5.2 The Belief dilemma 

Before being perspicuously discussed by Breheny (2006), seeds of the Belief dilemma are 

found in the writings of Ruth Millikan, first against Grice’s own view (Millikan, 1984) and then 

more directly addressed to post-Gricean accounts (Millikan, 1987: 726; 2005: 203-204),  

In Grice’s speaker meaning, the goal behind the speaker’s utterance production is 

captured by clause (a), stating that she intends the addressee to produce a particular response r. 

According to Grice (1957), there are broadly two kinds of responses the speaker may want the 

addressee to produce: performing some action (r1) or entertaining a new belief on the basis of 

the uttered content (r2). The dichotomy between r1 and r2 is captured by the distinction between 

directive and informative communicative acts: whereas the former enjoins the addressee to act, 

	
9 This latter case exemplifies an intentional call for attention that raises in the addressee expectations of optimal 
relevance (cf. Sect. 2.3). For a detailed discussion of the several versions of this scenario, see Scott-Philips (2015: 
63-68). 
10 Note that, according to the evolutionary argument (Sperber, 2000; Scott-Phillips, 2015), recursive mindreading 
is the cognitive skill which made ostensive communication possible in the first place, thus favoring the emergence 
of a pragmatic comprehension module specialized for ostensive stimuli (cf. Sect. 2.2.1). 
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the latter aims at inducing a belief in him. Let us first focus on informative acts. Following 

Grice’s further clauses, the addressee should (b) recognize that (a) the speaker wants to induce 

in him a new belief and should also (c) entertain that very belief on the basis of this recognition. 

Grice’s speaker meaning thus presupposes both speakers’ and addresses’ possession of the very 

concept BELIEF;11 however, 

 

[…] if there is anything to the reflections of such philosophers as Wittgenstein and 

Wilfrid Sellars, concepts of mental states such as believing and intending are not 

that easy to come by. It is very likely that small children speak and understand long 

before they have any such concepts (Millikan 1984: 69). 

 

Post-Gricean accounts are not much better off in that regard. The fourth-order 

metarepresentation spelled out by Sperber (2000) to analyze the thought entertained by post-

Gricean hearers makes extensive reference to the concept BELIEF, and things do not get better 

when it comes to directive communicative acts. Let us briefly recall the example discussed in 

Sect. 4.3.1, in which the customer non-verbally addresses the waiter by holding up or tilting her 

empty glass to enjoin him to pour her another drink. According to Moore (2017a: 313), in 

directive cases the metarepresentational burden of the thought entertained by the addressed 

waiter could be slightly reduced as follows: 

 

Third order: the customer intends that 

Second order: I believe that 

First order: she intends that 

Representation: I pour her a drink. 

 

The reference to the concept BELIEF is largely maintained in the second metarepresentational 

order, therefore, post-Gricean communication apparently relies on its possession. This point 

leads to the Belief dilemma, which can be reconstructed as follows: 

 

1. Post-Gricean communication requires the concept BELIEF. 

2. BELIEF requires understanding false beliefs. 

3. Young children cannot understand false beliefs. 

	
11 See Breheny (2006: 80-81) for a detailed discussion on this point. 
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4. Young children do engage in communication. 

5. Therefore, young children do not engage in post-Gricean communication.12 

 

Let us examine the lemmas of the Belief dilemma in turn, starting from the fourth, i.e., the less 

controversial. Clearly, young children – say 3-year-olds or even younger – do engage in 

communication and do understand basic communicative acts. Of course, they lack rich 

vocabulary and full linguistic proficiency, and they can be more prone to misunderstandings 

and ungrammaticalities as compared to adults; however, “this is a matter of degree. They do 

have the basic wherewithal to engage in linguistic communication, in spite of the fact that their 

cognitive capacities limit the degree of success in this matter” (Breheny, 2006: 83). With 

respect to non-linguistic communication, the onset of pointing gestures both in production and 

comprehension at around twelve months yet demonstrates precocious communicative 

proficiency before language acquisition (see, e.g., Behne et al., 2012). Thus, the fourth lemma 

is clearly unamendable. 

The second lemma traces its roots back to the dawn of ToM research, specifically, in 

philosophers’ reactions to Premack and Woodruff’s (1978) seminal work with chimpanzees 

(Bennett, 1978; Dennett, 1978; Harman, 1978). According to them, if a creature does not show 

a conceptual understanding that others’ beliefs may misrepresent the actual states of affairs, 

and so act upon these false beliefs, we cannot impute that creature the very concept BELIEF.13 

One may question this lemma by arguing that, although false belief understanding may be a 

sufficient diagnostic criterion for the ability to represent others’ beliefs, it is not necessary for 

possessing such an ability (Leslie, 1987; Bloom & German, 2000). In this case, the burden of 

proof relies on the provision of an alternative criterion to diagnose the possession of BELIEF, or 

alternatively, a conceptual clarification of the background assumptions about such concept’s 

possession. As we shall see (Sect. 5.2.2), some developmental theorists pursued this latter 

conceptual strategy, which is strictly intertwined with the rationale behind the third lemma of 

the Belief dilemma.  

For more than two decades, empirical research on ToM has been dominated by the 

dogma that young children cannot understand false beliefs because they struggle to solve the 

false belief task before the age of four (Wellman et al., 2001; cf. Sect. 1.4). This developmental 

	
12 This reconstruction draws mainly from Moore (2017a). Breheny’s (2006) formulation is roughly analogous, 
despite its treatment encroaches with a further developmental dilemma (i.e., the Complex Inferences dilemma) 
that will be here addressed separately.  
13 For earlier analogous remarks, see Davidson (1975/2001). On this point, cf. also Sect. 3.6 
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pattern was quite robust at that time, and Breheny and many scholars in the field considered the 

third lemma to be empirically untouchable. Apart from the classic Sally-Anne task, Breheny’s 

(2006) survey of the data supporting this lemma focused on Mitchell et al.’s (1999) referential 

task with definite descriptions. In this study, Mitchell and colleagues (1999, Exp. 1) presented 

children with an illustrated story in which one character, David, put a blue toy car in the garage 

and a red one on the toy road before leaving the scene. Sarah entered the scene and swapped 

the cars’ locations in David’s absence. Then, David called from an unsighted position, asking 

Sarah: “I would like the car in the garage please”. At this point, the children were asked: “Now 

which car does David want… Can you point?”. Results showed that most of the children aged 

3 and 4 years old failed on this task, by assigning as a referent to ‘the car in the garage’ the red 

one which was actually there, and not the one which David falsely believed to be there, thus 

demonstrating that reference assignment in false belief contexts was equally challenging for 

young children.14 

Considering these (then-untouchable) empirical findings, Breheny (2006) opted for 

embracing the Belief dilemma as such, while providing an alternative account of “basic 

communication” aimed at explaining young children’s communicative abilities (Sect. 5.2.3). 

But since the appearance of his paper, several studies based on non-verbal paradigms and 

implicit measures have revolutionized developmental research on ToM, thus questioning the 

dogma that young children cannot understand false beliefs and indirectly shrinking the size of 

the Belief dilemma on empirical grounds. Let us provide an overview of this revolution, and of 

the ‘contro-revolution’ recently moved in the field. 

 
5.2.1 The empirical strategy 

The empirical strategy targets the third lemma of the Belief dilemma, that is, the empirical 

dogma that children younger than four cannot understand false beliefs. Developmental 

researchers soon noticed that explicit false belief tasks required additional demands to be 

solved, such as verbal and inhibitory resources as well as decision-making and planning (Bloom 

& German, 2000). The suspect was that extraneous performance factors linked to task demands 

could mask younger children’s competence with false belief understanding, and several 

researchers put efforts to devise simpler testing procedures that made no reference to the 

character’s belief nor required any predictions about her acting upon false belief. The empirical 

	
14 By contrast, 5-years-olds’ performance was at chance level, whereas children aged six mostly succeeded in this 
task. For analogous patterns with word-learning variants of the classic false belief task, see Sect. 2.6. 
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challenge was not only to reduce task demands but also to individuate novel empirical measures 

suitable for tapping implicit ToM abilities in young children. 

The violation-of-expectation looking-time paradigm (henceforth, VoE) was one of the 

first implicit tasks applied to the empirical investigation of early false belief understanding. In 

VoE tasks, the child is shown an agent acting in accordance with their expected belief or acting 

in an unexpected way, and the child’s looking time is measured and compared across different 

conditions. A longer look at unexpected outcomes is typically taken as indicating that the child 

had implicit expectations about the agent’s acting in accordance with their belief, thus being 

surprised when this expectation is violated. The landmark study by Onishi and Baillargeon 

(2005) revealed that 15-month-olds could show some implicit understanding of false beliefs 

with this new methodology, thus initiating a real revolution aimed at dismantling the empirical 

dogma on ToM development built over decades of empirical research. Notably, also Sperber 

took part in this revolution, and together with Surian and Caldi applied the VoE methodology 

to test 13-month-old infants’ ability with false belief understanding through the so-called 

‘caterpillar task’. 

In the familiarization trials, Surian, Caldi, and Sperber (2007) showed infants a video 

of a caterpillar which, having seen a hand hiding a piece of cheese behind an opaque screen on 

its left and an apple behind the one on the right, systematically crawled around the left screen 

to reach for the cheese. This phase aimed at inducing in infants an expectation about the 

caterpillar’s preference for the cheese known to be on the left, before running the crucial test 

trials. In the test phase, the hand hid the two food items in the reverse locations (e.g., cheese on 

the right and apple on the left side) in the caterpillar’s absence, so that it could not know that 

their positions had been switched as compared to previous trials. Then, once the caterpillar was 

back on the scene, infants saw it searching for the food either around the left (knowing 

condition) or the right-located screen (not-knowing condition). Results showed that infants 

looked longer when the caterpillar approached the right-located screen, where it had no way to 

know the cheese was. Infants thus expected the caterpillar to falsely believe that its favorite 

food was hidden in the same location as before (i.e., behind the left screen) and looked surprised 

when this expectation was violated by its searching behavior in the not-knowing condition. The 

authors took this as evidence for implicit false belief understanding in infants, despite some 

scholars looking suspiciously at this rich interpretation of the data (e.g., Powell et al., 2018).15 

Still, the revolution was begun, and the empirical dogma was seriously brought into question. 

	
15 Some lean interpretations will be discussed in Sect. 5.2.3 
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Another testing paradigm used to test implicit ToM is the interaction-based one, where 

the child is involved in communicative or cooperative exchanges with the experimenter who 

holds a true or false belief regarding, for instance, the content of a box. In this paradigm, the 

dependent measure is the child’s consideration of the experimenter’s belief in their further 

mutual interactions. For our purposes, let us illustrate the ‘Sefo task’ run by Southgate, 

Chevallier, and Csibra (2010), who tested 17-month-old infants with a referential false belief 

task involving a novel word in an interactive communicative context. In the familiarization 

phase, infants were introduced to two novel objects, which were placed by the experimenter 

(i.e., the speaker) in two boxes before she left the room. At this point, a second experimenter 

entered the scene and swapped the objects’ positions in the speaker’s absence. Then, the speaker 

returned and pointed towards one of the boxes, saying to the child: “Do you know what’s in 

here? There’s a Sefo in the box! Shall we play with it? Let’s play with it!”. Then, she addressed 

the child with a referentially ambiguous request: “Can you get it for me?”. Crucially, the setting 

of this experiment required infants to recognize the speaker’s intent to refer to the object 

contained in the box that had not been pointed to. Specifically, the assignment of the correct 

referent to the new label ‘Sefo’ and to the pronoun ‘it’ required infants to take into account the 

fact that the speaker held a false belief about the object location since she had not witnessed the 

crucial swapping event. Surprisingly, most of the children (75 %) passed the test, being more 

likely to choose the object in the box not pointed by the experimenter, thus providing evidence 

that, as early as 17- months of age, children can disambiguate referential expressions by 

appealing to the belief content of the speaker, even when it is false. More specifically, the Sefo 

task proved that young children could understand the referential intentions of a false believer 

in order to disambiguate their request.16 

It is worth stressing that the results of the Sefo task contrast with the data from Mitchell 

et al.’s (1999) referential study with definite descriptions (see Sect. 5.2), as well as with the 

word-learning variants of the false belief task discussed in Sect. 2.6 (e.g., Papafragou et al., 

2017). In those studies, false belief tracking was assessed through standard, protracted scenarios 

in which children observed interactions between characters from a third-party perspective but 

did not participate in the interactions themselves. By contrast, in the Sefo task participants were 

directly involved in an interactive and participatory context that allowed them to reveal earlier 

abilities for false belief tracking, which were likely masked by the executive and verbal 

demands related to the explicit nature of previous tasks. Here too, a key piece of evidence 

	
16 For analogous results with 14- and 18-month-olds, see respectively, Moll et al. (2008); Király et al. (2018, Exp. 
2-3). 
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supporting the empirical dogma behind Breheny’s dilemma was challenged by a simplified 

testing methodology. 

A further task used to investigate implicit false belief tracking is the altercentric 

interference task, where participants are asked to make a judgment in the incidental presence 

of another agent whose perspective is either congruent or incongruent with the participants’ 

epistemic perspective. In such a task, participants’ reaction times and error rates are measured, 

and slower or more error-prone responses are expected when the agent’s epistemic perspective 

interferes with the participant’s one. Typically, these reaction patterns are interpreted as 

evidence that participants spontaneously consider the agent’s epistemic perspective even 

though it is irrelevant to accomplish the task. The altercentric interference task is mostly 

employed to test adults’ unconscious and spontaneous ToM (e.g., Samson et al., 2010), but 

Kovács, Téglás, and Endress (2010) successfully adapted this procedure for infants by testing 

7-month-olds with the so-called ‘Smurf task’ while their looking times were recorded in a VoE 

paradigm. Let us summarize the procedure of this complex experiment.  

In the familiarization phase, infants were shown two identical videos where a Smurf 

placed a ball on the table, and the ball rolled behind an occluder; then, the occluder was lowered 

by revealing the ball. In the test phase, infants were presented with two different conditions (cf. 

Kovács et al. 2010; Exp. 5). In the congruent condition, the ball rolled behind the occluder and 

then left the scene in the Smurf’s presence. In the incongruent condition, the ball left the scene 

only after the Smurf went away so that only the infant, but not the Smurf, could see the ball’s 

leaving. Then, the Smurf came back to see the occluder lowering. In both conditions, when the 

occluder was lowered no ball was revealed behind it, but while the infant could expect it, in the 

incongruent condition this outcome was unexpected to the Smurf, who had not witnessed the 

ball’s leaving event. In sum, the two conditions differed with respect to the congruence and 

incongruence between the infant’s and the Smurf’s epistemic perspectives about the ball’s 

location: while in the congruent condition, both believed the ball not being there, in the 

incongruent one, only the infant could expect this outcome, whereas the Smurf would falsely 

believe to still find the ball behind the occluder. Surprisingly, when the occluder revealed no 

ball, infants looked significantly longer in the incongruent condition as compared to the 

congruent one. Crucially, the ball’s absence should have been equally expected by infants in 

both conditions, thus revealing no difference in their looking times. However, infants were 

more surprised when the ball was shown to be absent in the incongruent condition (i.e., when 

Smurf falsely believed it to be present), thus suggesting that the Smurf’s false belief somehow 

influenced infants’ looking patterns.  Kovács and colleagues took this result as evidence that 
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infants spontaneously tracked the Smurf’s false belief even if that was irrelevant to the task, 

thus suggesting that “the mere presence of social agents is sufficient to automatically trigger 

online belief computations not only in adults but also in 7-month-old infants” (Kovács et al., 

2010: 1834). 

Taken together, such findings and further ones obtained through implicit paradigms (for 

a review, see Scott & Baillargeon, 2017) seriously undermined the empirical dogma behind the 

Belief dilemma, thus showing that by way of some methodological adjustments to testing 

procedures, even young children could reveal early capacities to understand false beliefs. Since 

the start of this revolution, several theorists provided deflationary readings of these precocious 

data (e.g., Apperly & Butterfill, 2009; Heyes, 2014; Perner & Ruffman, 2005), and nowadays 

the debate around the interpretation of such findings is far from being settled. In the next 

section, we will discuss some of these lean interpretations in relation to the second lemma of 

the Belief dilemma; before that, it is worth briefly outlining the ‘contro-revolution’ recently 

moved in ToM developmental research, within the context of the replication crisis in 

experimental psychology.  

In 2018, Kulke and Rakoczy initiated a survey that provided a qualitative overview of 

the state of the field in implicit ToM research by reporting (non-)replications and partial 

replications, including then-unpublished studies, of a series of key experiments on early false 

belief understanding, such as Onishi & Baillargeon’s (2005) and Southgate et al.’s (2010) Sefo 

task, inter alia.17 The survey revealed a large number of partial or no replications across tasks 

and age groups, and nowadays a growing number of studies still fail to replicate the original 

findings.  So, the question arises: How robust is infants’ implicit ToM? According to Rakoczy 

(2022), the robustness of earlier findings is undermined by three related factors. Firstly, failed 

direct or conceptual replication studies with minor procedural differences compromise the 

reliability of original findings. Secondly, recent studies reveal that some of the original effects 

are not stable under more stringent experimental conditions, that is, they are weakened or tend 

to disappear when suitable controls are added, thus undermining the validity of earlier studies. 

Thirdly and most importantly, few correlations are found between different kinds of implicit 

ToM tasks, although they were actually designed to tap the same underlying psychological 

construct. This reveals a lack of convergent validity among kinds of implicit tasks, which 

	
17 In particular, Powell et al. (2018) failed to replicate results from Onishi & Baillargeon (2005). Failed replications 
of the Sefo task are reported by Dörrenberg et al. (2018) and Wenzel et al. (2020), but see Rubio-Fernández et al. 
(2021) for critical commentaries. For a recent overview of successful and partial replications, see Rakoczy (2022). 
To my knowledge, no replication of Surian et al.’s (2007) caterpillar task and Kovács et al.’s (2010) experiment 
with infants has been run so far. 
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contrasts with the systematic convergency among explicit ones, where children’s performances 

are strongly intercorrelated across tasks and age groups (see Wellman et al., 2001). Luckily, a 

negotiation between the revolutionary and the contro-revolutionary camps has recently started 

under the auspices of a platform for replicability research which fosters adversarial 

collaborations in large-scale studies aimed at probing the reliability and validity of existing 

findings. Currently, this ‘ManyBabies Consortium’ involves authors of original and replication 

studies with different theoretical perspectives in the planning of pre-registered studies across 

different laboratories to avoid positive or negative confirmation biases in replication efforts, 

and to jointly address outstanding theoretical and methodological questions about the nature of 

early cognitive development. A large-scale study on implicit ToM by way of an anticipatory-

looking paradigm is currently in progress (Schuwerk et al., 2021), and future collaborative 

projects will hopefully provide a clearer picture of the status of infants’ implicit ToM in the 

years to come. 

To conclude this section, it is worth pointing out that an empirical strategy that appeals 

to positive data on implicit ToM may be pursued to handle to Belief dilemma, or at worst, to 

undersize it on empirical grounds. Nowadays, a growing body of evidence suggests that 

rudiments of ToM may emerge early in infancy and be sufficiently developed at the end of the 

second year of life (Poulin-Dubois, 2020). In sum, compared to when Breheny (2006) 

formulated it, extensive investigation on the developmental roots of ToM has reduced the scale 

of the Belief dilemma, and post-Griceans often resort to precocious data to argue for the 

plausibility of post-Gricean communication on early development (e.g., Scott-Phillips, 2015; 

Mercier & Sperber, 2017; Allott & Wilson, 2021). However, lean interpretations of these 

findings cast doubts on the claim that data with implicit tasks actually reveal young children’s 

possession of the concept BELIEF. Let us now discuss the main issues behind this contention by 

focusing on the possible conceptual treatment of the Belief dilemma. 

 
5.2.2 The conceptual strategy 

The conceptual strategy is aimed at weakening the requirement imposed by the second lemma 

of the Belief dilemma: the concept BELIEF requires understanding false beliefs. As hinted above, 

there might be two related paths to deal with this lemma. On the one hand, one might argue that 

false belief understanding is sufficient but not necessary for possessing BELIEF. In this case, one 

should offer an account of what amounts to possessing BELIEF before being able to understand 

false beliefs, and why false belief understanding is challenging despite possessing BELIEF. On 

the other hand, one might hold the second lemma while pointing at different ways to tap false 
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belief understanding. In this case, further clarification about what makes classical experimental 

paradigms challenging is advisable. Overall, developmental researchers and theorists inclined 

to nativism about ToM crossed both paths, starting from the first and proceeding with the 

second once implicit tasks impacted the field. On the opposite side, scholars convinced that 

ToM undergoes a fundamental change at the age of four offered lean interpretations of 

precocious data, which indirectly question the viability of a real conceptual solution to the 

Belief dilemma. In this section, I overview this debate by starting from the first wave of the 

nativist camp, that is, the one which indeed outlined the core conceptual strategy against the 

Belief dilemma. 

As discussed in Chapter 1, Leslie (1987) was strongly convinced that young children 

possess BELIEF before they can pass standard false belief tasks. BELIEF, along with PRETENSE 

and DESIRE, is one of the basic concepts constituting the essential, innate components of ToM, 

and characterized Leslie’s position as a Cartesian variety of nativism (see Sect. 1.4.1). ToM 

competence is argued to be innate, although the cognitive mechanism which put this early 

competence into use (i.e., ToMM) matures during the second year of life with the onset of 

pretense play. According to Leslie (1987), PRETENSE functions as an informational attitude 

relation that allows attending to and recognizing instances of pretense in the world, without 

necessitating young children to have a critical knowledge of what ‘pretending’ really is. An 

analogous reasoning is applied by Leslie (2000a; b) to the concept BELIEF: the idea is that infants 

could have it without having yet built up much knowledge about this concept through attending 

to instances of belief states. 

Leslie (2000b) describes ToMM as a mechanism of selective attention to mental states 

and innate concepts such as BELIEF “simply allow the brain to attend selectively to 

corresponding mental state properties of agents and thus permit learning about those properties” 

(Leslie, 2000b: 1245). Hence, children are argued to possess BELIEF from very early on, and it 

is this concept which allows later manifestations of false belief understanding in explicit tasks 

due to ‘fine-tuning’ of children’s knowledge about belief states’ properties, besides further 

inhibitory development.18 This view is grounded on the key distinction between concepts and 

conceptions, which Leslie (2000a: 216-218) explicitly borrows from externalist approaches to 

mental content in philosophy of mind (e.g., Fodor, 1998; Putnam, 1975). Whereas concepts are 

mental symbols ‘causally locked’ to the world, conceptions are the associated knowledge 

structures which build around concepts and are refined and enriched by the experience. On the 

	
18 Importantly, in Leslie’s view, efficient inhibitory capacities subserved by the Selection Processing mechanism 
are prominently needed to pass the standard false belief task, cf. Sect. 1.4.1. 
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one hand, young children could have an innate BELIEF concept without having much of a 

conception of what beliefs are; on the other hand, the refinement of the corresponding 

conception is granted by the previous possession of BELIEF. In other terms, previous knowledge 

of what beliefs are is not necessary for possessing BELIEF, while possessing BELIEF is indeed 

necessary to build up knowledge about beliefs. This claim lies at the core of Leslie’s (2000a) 

‘conceptual psychophysics’ framework which motivates the early ToM competence account, 

and it could be developed to reject the second lemma of the Belief dilemma, thus directly facing 

it on conceptual grounds (see Breheny, 2006: 84). This conceptual solution calls for an 

explanatory account of the years’ gap between early ToM competence and successful 

performance in standard tasks at four, which Leslie provided by appealing to the verbal, 

executive and inhibitory demands (cf. Sect. 1.4.1). The resulting empirical prediction is that, if 

task demands are removed, young children can express their ToM competence, thus revealing 

earlier abilities of false belief understanding. 

Initially, the landmark study by Onishi and Baillargeon (2005) confirmed this prediction 

and was quickly taken as strong evidence for the nativist position (Leslie, 2005), which was 

readily endorsed and further elaborated by developmental theorists (Baillargeon et al., 2010; 

Carruthers, 2013; Helming et al., 2014). According to Carruthers (2013), no conceptual change 

is involved in 4-year-olds’ success with explicit tasks, and non-verbal ‘pure mindreading tasks’ 

like the one devised by Kovács and colleagues (2010) provide compelling evidence that also 

infants are able to automatically compute others’ beliefs, as long as these early abilities are 

tested implicitly by zeroing out executive demands: 

 

It is reasonable to conclude that there is just a single core mindreading system that 

is available early in infancy. This contains the resources to represent beliefs that are 

false and appearances that are misleading in addition to goals, perceptual access, 

and knowledge and ignorance (Carruthers, 2013: 166).  

 

The amount of positive data with implicit tasks allowed restoring the second lemma of the 

Belief dilemma (i.e., BELIEF requires understanding false beliefs) while calling the third one 

into question (i.e., young children cannot understand false beliefs) and empirically supported 

the prediction deriving from Leslie’s (2000a) conceptual framework. In addition, nativism-

inclined theorists put further effort into explaining the nature of the executive demands required 

by standard tasks. 
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According to Helming, Strickland and Jacob (2014), 3-year-olds’ failure with the Sally-

Anne task is due to children’s pragmatic misunderstanding of the test question (i.e., “Where 

will Sally look for the marble?”) that is interpreted as a normative question (i.e., “Where should 

Sally look for the marble?”) rather than as a predictive one about Sally’s behavior. Building on 

this pragmatic account, Westra and Carruthers (2017) provide a more detailed analysis of the 

communicative exchange between the child and the experimenter in standard tasks, by arguing 

that the salience of the normative (mis)interpretation might be increased by children’s 

assumption that Sally requires help to find the marble since she holds a false belief that, indeed, 

may well be represented by young participants. Moreover, the fact that the experimenter 

typically gives the test by ostensively addressing children through eye contact and child-

directed prosody could bring them to construe the communicative exchange as serving a 

pedagogic purpose, where the test question falls short of being straightforwardly interpreted: 

on one hand, the question might (rightly) be taken as being about Sally’s searching behavior, 

on the other, it may be interpreted as a query on the child’s knowledge about the actual state of 

affairs (i.e., “Where is the marble Sally is looking for?”). Answering one among the three 

possible interpretations of the test question would require inhibiting the other two, and crucially, 

two out of three would inevitably bring children to answer wrongly, either by indicating where 

Sally should look for (i.e., normative interpretation) or by showing their knowledge about 

where the marble really is (i.e., pedagogic interpretation). Hence, even if young children can 

represent Sally’s false beliefs throughout the task, they struggle to use this information when 

interpreting the experimenter’s question. As the authors point out, this ‘pragmatic performance 

account’ does not provide direct support for nativism; however, it can offer a plausible 

explanation of the empirical evidence to which constructivist views typically appeal to argue 

against the nativist position.19 

On the opposite side of the contention, developmental theorists and philosophers have 

offered a variety of deflationary explanations of the data on infants’ implicit ToM. For our 

purposes, it is worth examining the ‘dual-system account’ outlined by Apperly and Butterfill 

(2009; see also Butterfill & Apperly, 2013), which explicitly takes issue with Leslie’s (2000a) 

nativist conceptual framework. By resonating with dual-system approaches to cognition (e.g., 

Evans & Stanovich, 2013), Apperly and Butterfill (2009) argue that general ToM abilities are 

	
19  Specifically, Westra and Carruthers (2017) target findings about systematic progression in toddlers’ 
performance with explicit tasks, which are taken by Wellman (2012) as suggestive of a genuine conceptual 
development at the age of four. Hence, their primary goal is to show how the ‘pragmatic performance account’ 
can explain the ToM scale in toddler’s performance without abandoning the nativist position. 
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underpinned by two distinct systems: System 1, which develops early, operates implicitly and 

unconsciously, is inflexible, and remains active in spontaneous responses throughout the 

lifespan, and System 2, which develops later, is sustained by language and executive functions, 

and operates explicitly. The latter underpins the full-blown propositional ToM that allows 4-

year-olds to succeed in explicit tasks, whereas the former supports a primitive and minimal 

form of ToM (henceforth, minToM) which does not represent genuine propositional attitudes, 

but can nonetheless allow tracking others’ mental states thus granting good performances in 

implicit tasks. Butterfill and Apperly (2013) take issue with the claim that young children 

possess folk-psychological concepts like INTENTION, PERCEPTION and BELIEF, because 

representing them requires demands on working memory, inhibition, and attention that go 

beyond their cognitive reach and are incompatible with the automatic and spontaneous abilities 

evidenced in implicit tasks. However, minToM is argued to be realized in a cognitively efficient 

manner without requiring conceptual sophistication or imposing high demands, since “it does 

not involve representing beliefs or other propositional attitudes as such” (Butterfill & Apperly, 

2013: 607). Rather, minToM represents simpler relation attitudes that allow tracking others’ 

mental states without representing them in a propositional format.  

To spell out the functioning of minToM, Butterfill and Apperly (2013) appeal to three 

theoretical constructs: the notions of goal, encountering, and registration. The goal is the 

outcome to which a behavior is directed, and it is represented as a function of the agent’s bodily 

movements; on its own, a goal representation allows tracking someone’s intention without 

representing it as such.20 The encountering is defined as a relation between (a) the agent and 

(b) an object in their field, which establishes whenever that object is in a certain spatial, 

perceptual, and temporal proximity to the agent.21 Lastly, registrations are defined as three-

place relations between (a) an agent, (b) an object, and (c) a location. Accordingly, the agent is 

said to register an object at a location just in case they recently encountered the object at that 

location; hence, a correct registration is necessary for that agent’s successful goal-directed 

action, but crucially, its correctness may be manipulated by changing the object’s location in 

the agent’s absence. Furthermore, registrations are thought of as causal factors of agents’ 

behavior, as stated in the key minToM principle: “when an agent performs a goal-directed 

	
20 Note that the notion of goal is here understood in a mere teleological way: “[…] representing goal-directed 
action as we have characterized it does not require representing representations. It only requires representing 
outcomes as functions of bodily movements” (Butterfill & Apperly, 2013: 614). 
21 Specifically, what is in someone’s field is determined by spatial proximity, lighting, the agent’s posture, and the 
absence of occluders. When represented, the encountering relation can allow to track others’ perceptual states 
without representing them in a propositional format. 



 173 

action with a goal that specifies a particular object, the agent will act as if the object were in the 

location she registers it in” (Butterfill & Apperly, 2013: 619).22  

In implicit VoE tasks (e.g., Onishi & Baillargeon, 2005; Surian et al., 2007), the agent’s 

unexpected behavior violates the key minToM principle, and this is evidenced by infants’ 

longer looking times. Rather than explaining this pattern as a propositional attribution of beliefs, 

Butterfill and Apperly (2013) hypothesize that infants are representing registrations as causes 

of action, thus yielding behavioral outcomes analogous to belief attributions (i.e., longer 

looking) without relying on the complex BELIEF concept, which is instead manipulated by 

System 2. In other terms, registrations are belief-like states that can serve as non-

representational proxies for beliefs, and in a limited range of situations, representing 

registrations leads to generating the same expectations about an agent’s behavior that would be 

generated by propositional belief attribution. However, what distinguishes the two is that 

registrations do not allow grasping the aspectuality which characterizes propositional belief 

states, that is, the fact that the believer represents relevant objects and situations under a specific 

‘mode of presentation’. 23  Aspectuality is thus the key signature limit that differentiates 

minToM from full-blown propositional ToM, which is argued to develop later as a result of a 

fundamental conceptual change occurring around the age of four. Importantly, Apperly and 

Butterfill do not argue that full-blown ToM is the result of minToM’s development; rather, they 

take minToM as still available throughout the lifespan to be variably recruited in spontaneous 

tracking of mental states: this is precisely what qualifies their proposal as a dual-system account 

of ToM. 

The shortcomings of the dual-system view have been largely discussed in the literature 

(e.g., Carruthers, 2016; Jacob, 2019; Westra, 2017), and some developmental psychologists 

have provided empirical and theoretical arguments against the claim that infants do not grasp 

the aspectuality of mental states (e.g., Buttelmann et al., 2015; Kampis et al., 2017), which is 

still a highly debated question in the field.24 Such issues fall beyond the scope of the present 

thesis; for our purposes, it is interesting to highlight that Butterfill and Apperly’s (2013) account 

of minToM provides a theoretical alternative to Leslie’s (2000a) conceptual framework, thus 

indirectly questioning the viability of a conceptual solution to the Belief dilemma. Moreover, 

	
22 For a detailed analysis of the further principles of minTom and their difference with associationist views (e.g., 
Perner & Ruffman, 2005), see Maraffa & Meini (forthcoming). 
23  Roughly, aspectuality is the cognitive skill that enables one to represent simultaneously and without 
contradiction that Hesperus and Fosforus are the same star. For an overview of aspectuality in philosophy of mind, 
see Recanati (2012). For an account of how aspectuality is recruited in ToM tasks, see Rakoczy (2022).  
24 For a detailed reconstruction of the contention, see Loria (2020: 167-190). 
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the dual-system account casts doubt on the nativist hypothesis that early abilities in implicit 

tasks would signal a truly propositional understanding of false beliefs, thus undermining the 

rejection of the third, empirical lemma (i.e., young children cannot understand false beliefs). 

To be fair, it is far from clear what would distinguish Butterfill and Apperly’s (2013) simpler 

relation attitudes (e.g., registrations) from Leslie’s (1987) informational relations (e.g., BELIEF), 

thus making it hard to figure out what makes the contents of registrations really different from 

the contents of propositional beliefs. 25  Notwithstanding, issues related to the current 

replicability crisis, such as the questioned validity and the lack of convergency among implicit 

tasks, strongly undermine the robustness of implicit ToM (see Sect. 5.2.1), thus suggesting that 

rich interpretations of the data related to strong nativist positions should likely be revised 

(Poulin Dubois, 2020: 152). Further research is needed to settle this theoretical controversy. 

Before discussing different strategies for the Belief dilemma, it is worth to briefly 

outline two further interpretations of implicit data that are particularly relevant to the present 

purposes and that specifically concern the results of the caterpillar task and the Smurf task (cf. 

Sect. 5.2.1). Regarding the former, Powell and colleagues (2018) point out that Surian et al.’s 

(2007) results are more consistent with the hypothesis that 13-month-olds represent the agent’s 

knowledge or ignorance regarding the target object location, without the necessity to draw 

behavioral predictions on the basis of false beliefs. That is, infants looked surprised because the 

caterpillar does not act in accordance with its knowledge state about the cheese’s location, but 

such a pattern can be explained as resulting from the attribution of factive mental states (e.g., 

knowledge and ignorance) instead of non-factive ones (e.g., beliefs and false beliefs).26 At the 

end of Chapter 3, we favored the hypothesis that pragmatic interpretation may more 

prominently rely on knowledge/ignorance attribution rather than proper false beliefs (see 

Westra & Nagel, 2021), and this hypothesis can be further extended to young children to 

dismiss the first lemma (i.e., post-Gricean communication requires the concept BELIEF). In Sect. 

5.2.4, we will present an alternative strategy that goes largely in this direction, and we will 

argue that this can be a fruitful way to solve the Belief dilemma.27 

	
25  Indeed, aspectuality could mark the difference, but lack of aspectuality in infancy is far from being 
uncontroversial (see above). See also Jacob (2019) for analogous remarks. 
26 For an analogous interpretation of further implicit ToM tasks, see Tomasello (2019: 72-75) 
27 This strategy is part of the minimalist account of post-Gricean communication developed by Moore (2017a). 
The peculiarity of Moore’s proposal relies on the hypothesis that also non-human primates, along with infants, can 
be thought of as post-Gricean communicators in a minimal sense. Although I will largely embrace Moore’s (2017a) 
solution to the Belief dilemma, in Sect. 5.2.4 and Chapter 6, I will also spell out the points which distinguish my 
proposal from Moore’s overall approach.  
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In relation to the results of the Smurf task, Southgate (2020) and colleagues (Grosse 

Wiesmann & Southgate, 2021) recently outlined the so-called ‘altercentric bias hypothesis’, for 

which young infants are inherently predisposed to look at the world by taking others’ 

perspective. Kovács et al. (2010) provided evidence that 7-month-olds’ expectations are 

violated when the observed outcome contrasted with the Smurf’s epistemic perspective, despite 

it being entirely irrelevant. Southgate (2020) interprets this result, and many others obtained 

with implicit procedures, as revealing infants’ preference to encode events that are co-

experienced with another agent, with which they spontaneously align their attention. The 

primary adoption of the perspective of others is argued to modulate infants’ expectations about 

the outcome, even though it is perfectly consistent with their own epistemic perspective, thus 

yielding the difference in looking times observed in the two conditions of the Smurf task. What 

distinguishes the altercentric account from alternative ones, is that the spontaneous adoption of 

the others’ perspective is facilitated by the lack of a self-perspective in early infancy, which is 

thought to emerge between 18 and 24 months, when they start recognizing themselves in the 

mirror (Rochat, 2010). The absence of a self-perspective would facilitate mentalizing in implicit 

tasks because it does not interfere with the altercentric one, thus allowing others’ 

representations to bring more prominently into infants’ attention. Crucially, the altercentric bias 

allows infants to take the agent perspective without ‘metarepresenting’ it, that is, without the 

need to encode two divergent perspectives at the same time (i.e., their own and the agent’s), 

and this would allow them to solve implicit ToM tasks without assuming early possession of a 

full-blown metarepresentational ToM.  

By framing the altercentric account in the backdrop of the issues discussed in Sect. 3.6, 

we might say that infants do not need to decouple their egocentric representation of the world 

from the altercentric one, precisely because they lack a full-blown self-concept. Instead, the 

emergence of a competing egocentric perspective at around 3 years of age gradually makes 

both perspectives available to the child who is not yet able to handle their conflict, thus yielding 

the typical egocentric errors observed in explicit ToM tasks. In sum, “the altercentric bias might 

therefore be an effective “mentalizing” mechanism, which in most cases generates correct 

predictions, while avoiding the complex cognitive demands of metarepresentation” (Grosse 

Wiesmann & Southgate, 2021: 62); as such, the altercentric account could open new avenues 

for the empirical investigation of perspective-taking and mindreading in early infancy.28 In 

	
28 Notably, the altercentric account could partially align with Kissine’s (2016) Allocentric relevance strategy for 
pragmatic understanding (cf. Sect. 3.6), at least during early development. 
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Chapter 6, we will discuss how the rationale behind this account can be employed to justify the 

deflationist treatment of another developmental dilemma. 

 

Overall, the overview just provided shows that the status of early false belief understanding is 

still an open empirical question in developmental research. For this reason, we will remain 

broadly neutral with respect to the different accounts of implicit ToM in infancy in our 

discussion of developmental dilemmas. However, it is worth noting that the mixed and 

uncertain character of the evidence currently available falls short of providing strong empirical 

support for the nativist position – often hastily embraced by post-Griceans. Moreover, if 

nativism on ToM entails construing it in a rigid ‘monolithic’ manner – much in line with 

Carruthers (2013; see above) – this position is likely a red herring to figure out the variable 

involvement of ToM in pragmatic understanding (cf. Sect. 3.6). Let us thus discuss other 

strategies provided in the literature. 

 

5.2.3 The ‘Brehenian’ strategy 

Breheny’s (2006) strategy is not aimed at solving the Belief dilemma by discarding one or more 

of its lemmas, because he ultimately accommodates its conclusion (i.e., young children do not 

engage in post-Gricean communication). The rationale behind this position is that, according 

to him, BELIEF underlies every ‘folk-psychological ability’ recruited to explain and predict 

others’ behavior by causally relating it to underlying mental states. Therefore, Breheny’s aim 

is to offer an alternative, minimalist account of basic communication “which does not involve 

propositional attitudes essentially nor presuppose folk-psychological abilities” (Breheny, 2006: 

75). In this section, I will reconstruct Breheny’s strong minimalist strategy, and I will stress 

some of its shortcomings. Specifically, I will argue that its account of basic communication 

fails to clearly fulfill the functional requirements of post-Gricean communication; while this 

aspect is largely consistent with his broader acceptance of the Belief dilemma, it falls short of 

accounting for now-available data on ostensive communication in early childhood. Lastly, I 

will point to the aspects of Breheny’s solution that can be fruitfully preserved within a weaker 

minimal analysis of early communication that does not abandon the post-Gricean requirements. 

Breheny’s strategy draws from Relevance Theory and Situation Theory (Barwise and 

Perry, 1983). From Relevance Theory, Breheny accepts the idea that “a basic act of 

communication involves one agent drawing another agent’s attention to something” (Breheny, 

2006: 96), and he specifies that ‘something’ as being a situation, spelled out through the formal 
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semantic apparatus of Situation Theory.29 To fully understand Breheny’s proposal, a focus on 

the four key components which ground it is needed. 

The first one is the notion of situations, which Barwise and Perry (1983) formally define 

as ordered tuples containing properties (or relations), individuals, spatiotemporal locations, and 

an indication of polarity (i.e., yes/no) that determines whether a given situation holds in the real 

world. For our analytical purposes, the informal definition of situations as “‘chunks’ or 

‘corners’ of reality” (Breheny, 2006: 89) can suffice. Building on the relevance-theoretic idea 

that pragmatic comprehension derives from the audience’s interpretation of the communicator’s 

action, Breheny outlines his minimalist proposal by drawing on some then-available 

developmental studies concerning the early emergence of basic concepts of action – 

specifically, ‘goal-directed action’ – whose possession was empirically attested at around 9-12 

months of age (e.g., Tomasello, 2001). Among these early concepts, ATTENDING TO plays a 

prominent role in Breheny’s account. 

ATTENDING TO is argued to involve “an agent, a nearby situation, certain typical actions 

(involving turning the head and holding the gaze) and experiences” (Breheny, 2006: 93), and it 

is thanks to the early possession of such a concept that pre-verbal children start being engaged 

in communication. Using the conceptual tools of Relevance Theory (see Sect. 2.3), Breheny 

argues that by attending to a situation, human agents (including infants) gain new cognitive 

effects that enrich their own representation of the world, and that observing someone attending 

to something yields analogous results. Gaze-monitoring and gaze-following behaviors in early 

infancy are thus thought of as precocious attempts to monitor other agents’ actions, 

“presumably in the hope of cognitive effects” (Breheny, 2006: 94) that are sought through the 

cognitive tendency to maximize the relevance of proximal environmental stimuli (i.e., the 

Cognitive Principle of Relevance; see Sect. 2.3). The early possession of ATTENDING TO – 

whose related conceptions are refined by experience (cf. Leslie, 2000a) – allows infants to 

engage in joint attention at around twelve months, which is in turn defined through Barwise 

and Perry’s (1983) notion of shared situation, i.e., the third fundamental component of 

Breheny’s minimalist account. Following Breheny (2006: 94), we can informally define a 

shared situation as follows: 

 

	
29 Breheny’s (2006: 96) emphasis on situations is somehow presented as a distinctive feature of his minimalist 
account. However, “no relevance-theorist would argue against Breheny’s claim that communicators point to 
objects or situations” (Wharton, 2009: 161), nor that the ‘objects’ of communicative acts are mental states (cf. 
Wharton, 2009: 169, fn. 10). In this respect, according to Wharton, Breheny’s view is perfectly compatible with 
Relevance Theory. 
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A shared situation between the communicator A and the receiver B, is a situation S such 

that: 

(1) S is a situation in which A and B are attending to an object or event O; 

(2) S is a situation in which A and B are attending to S. 

 

Joint attention is thus defined as “simply a matter of two agents attending to a situation in a 

shared situation” (Breheny, 2006: 94), which can but need not necessarily require gaze-

monitoring between the agents involved. 30  Notably, Breheny acknowledges that shared 

situations are the first step for establishing mutual knowledge among the agents involved; 

however, since mutual knowledge requires the possession of a full-blown ToM, its 

establishment is not required for basic communication in Breheny’s sense. Similar reasoning is 

applied to Sperber and Wilson’s (1995) notion of ‘mutual cognitive environment’, originally 

devised to address the problem of mutual knowledge in a psychologically treatable way.31 

According to Breheny (2006: 95), mutual cognitive environments start from agents being 

involved in a shared situation, but the notion of ‘mutual cognitive environment’ would 

ultimately require the possession of sophisticated folk-psychological abilities, thus overcoming 

the strong minimalist constraints of his account. In sum, by loosely defining joint attention as 

a matter of two agents attending to a situation in a shared situation, Breheny argues that it may 

be possible to engage in joint attention without any mutual knowledge or mutual cognitive 

environments being involved among parties. Then, he goes on by addressing the following 

question: When could agent B have reasonable grounds for assuming the existence of a shared 

situation with another agent A? One prototypical case is that in which A directs B’s attention 

to a situation, and this introduces the fourth key component of his minimalist account. 

‘Directing attention’, in Breheny’s (2006: 96) view, is simply a matter of A’s offering a 

source of relevance with a gesture and B’s attending to the relevant situation. Once B’s attention 

is aligned with A’s gesture, B’s relevance-seeking mechanism will take charge of processing 

the relevant information indicated through the gesture, by simply fixing on the situation which 

yields enough cognitive effects with a proportionated amount of cognitive effort. From the 

	
30 This loose understanding of joint attention differs from Tomasello’s (2008) later construal, for which gaze 
alternation among the parties and the object of joint attention is necessarily involved. As such, Breheny’s (2006) 
account of joint attention in terms of shared situation encompasses also cases of “common attention” where the 
involved parties are not truly engaged in a joint activity (see Siposova & Carpenter, 2019). Overall, Breheny’s 
(2006) account of joint attention is needed to build the minimalist constraints of his view of basic communication, 
but it also exposes it to the criticisms that will be outlined below. 
31 For an account of the notion of mutual cognitive environment, see Sect. 3.5.1. A more detailed analysis will be 
provided in Chapter 6. 
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communicator’s side, directing others’ attention is conceived as a kind of instinctual, 

benevolent disposition that is manifested early in infants’ production of pointing gestures. 

Complementarily, the successful outcome of the communicator’s directing attention gesture is 

granted by the receiver’s relevance-seeking mechanism, which allows coordinating the parties’ 

perspectives to afford communication: 

 

[…] the essential co-ordination is not on assumptions about contextual features 

(what is mutually assumed) but simply on the manner in which the audience will 

respond to the communicative act. And the manner of response is always the same: 

follow a path of least effort in fixing on a source of optimal relevance (Breheny, 

2006: 99). 

 

Building on the four components just outlined (i.e., situation, ATTENDING TO, shared situation, 

and directing attention), Breheny (2006: 97) conceptualizes basic communication “as involving 

a shared situation where the communicator is drawing the other agent’s attention to something”. 

Accordingly, the minimal elements of basic communication in Breheny’s sense are (i) an act of 

ostension with its concomitant gestures, (ii) an indicated situation, and (iii) a shared situation, 

that are easily handled by children below two years old equipped with the following resources: 

 

(a) basic action concepts (e.g., ATTENDING TO); 

(b) a relevance-seeking mechanism; 

(c) an instinctual disposition to direct others’ attention; 

 

without the necessity to recruit propositional attitude concepts such as BELIEF or INTENTION, 

and without calling for sophisticated folk-psychological abilities.  

To assess the proposed minimalist account, let us move from the following question: 

Does Breheny’s basic communication fulfill the functional requirements of post-Gricean 

communication? In Sect. 5.1, we have defined post-Gricean instances of communication as 

constrained by the first two clauses of Grice’s (1969) speaker meaning, or in relevance-theoretic 

terms, by informative and communicative intentions. Basic communicators in Breheny’s sense 

do not possess folk-psychological concepts like INFORMATIVE INTENTION or COMMUNICATIVE 

INTENTION; however, the functional roles played by the two are supposed to be captured by way 

of the four components that ground his minimalist account. More precisely, the intention to 

inform the audience of something (i.e., the informative intention) is roughly captured by the 
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instinctual disposition to direct others’ attention to something for communicative purposes, 

while the overtness requirement standardly captured by the communicative intention is said to 

be fulfilled by the proposed notion of shared situation, which would grant for a minimal kind 

of mutuality without hinging on sophisticated folk-psychology.32  However, it is not clear 

whether such a notion actually fulfills the overtness requirement. Let us develop this point by 

building on the critical argument provided by Pfister (2010). 

According to Breheny (2006: 97), the overtness requirement “can be captured within a 

minimalist account if we assume that basic communication is conceptualized as involving a 

shared situation where the communicator is drawing the other agent’s attention to something”. 

Based on such sketchy conceptualization, we might say that a situation Sn is a basic 

communicative situation in Breheny’s sense if, and only if,  

 

(1) Sn is a situation in which A directs B’s attention to an object or event O; 

(2) Sn is a situation in which A and B are attending to Sn; 

 

and such that, if A’s directing attention gesture is successful, B will come up attending to the 

object or event O (see Pfister, 2010: 12). To assess whether basic communication fulfills the 

overtness requirement, we should preliminarily find a way to characterize the attitudes of basic 

communicators without resorting to informative and communicative intentions, which are 

called out from Breheny’s minimalist proposal. As Pfister (2010: 12-13) suggests, since basic 

action concepts are among the cognitive wherewithal of basic communicators, their attitudes 

might be spelled out through concepts like GOAL or WANT, rather than INFORMATIVE INTENTION 

and COMMUNICATIVE INTENTION. As a result, the basic communicator’s attitude can be 

characterized as follows: 

 

(3) A wants to direct B’s attention to O; 

(4) A wants that the following shared situation Sn obtains: 

(1) A directs B’s attention to O; 

(2) A and B are attending to Sn. 

 

	
32 Here Breheny’s rationale is that Sperber and Wilson’s (1995) technical definition of ‘communicative intention’ 
requires the informative intention to enter the mutual cognitive environment of interlocutors, but establishing 
mutual cognitive environments, on his view, requires sophisticated folk-psychological abilities (see above). The 
technical definitions of communicative and informative intentions, and their implications with respect to early 
communication will be spelled out throughout Chapter 6. 
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Roughly, (3) captures the functional role of Sperber and Wilson’s informative intention, while 

(4) is supposed to functionally guarantee the overtness requirement standardly fulfilled by the 

communicative intention. Assuming that (3) and (4) correctly spell out the attitudes of basic 

communicators’ in Breheny’s intended sense, Pfister (2010: 13) points out that this 

characterization falls short of meeting the overtness requirement because both (3) and (4) can 

be fulfilled by looser instances of covert communication. Let us develop this point by drawing 

on an example provided by Sperber and Wilson (2002: 16). 

Suppose Peter opens the current issue of Time Out by slightly exaggerating his action, 

intending not only to see what films are on but also to provide Mary, who is in the same room, 

with not-so-hidden evidence that he would like to go to the cinema that evening. Crucially, such 

a case could count as basic communication, because Peter may hold the two attitudes specified 

by (3) and (4) – with O being the Time Out magazine – and both Peter and Mary can reasonably 

assume that the shared situation obtains due to their physical proximity; however, this would 

not be a case of wholly overt communication, because (4) does not entail that Peter wants Mary 

to recognize the goal specified by (3). Presumably, Peter’s provided evidence would suffice for 

Mary’s inferring that he would like to go to the cinema, as long as she pays enough attention to 

the shared situation, and we can also suppose that Mary would come to recognize Peter’s goal 

in (3); yet, Peter’s mildly covert evidence would not count as a fully ostensive attempt to 

communicate, thus failing to meet the overtness requirement. Suppose also that by grasping 

Peter’s hinted message Mary reacts by yawning, thereby providing him with not-so-hidden 

evidence that she is too tired to go out. Similar interactions reveal that basic communication 

where participants introduce into a shared situation some relevant stimuli providing evidence 

for certain intended conclusions may clearly be possible and likely pervasive in common 

interacting practices, but these would be covert, or at least, not manifestly overt instances of 

communication. In this sense, basic communication as intended by Breheny (2006) makes room 

also for instances of covert communication, thereby dropping the overtness requirement set out 

by standard post-Gricean approaches. 33  This analysis reveals that, by outlining a less 

sophisticated account of basic communication that could but need not necessarily meet the 

overtness requirement, Breheny’s minimalist proposal ultimately accommodates the conclusion 

of the Belief dilemma (i.e., young children do not engage in post-Gricean communication), but 

	
33 Specifically, basic communication can encompass also fully overt communication, since, according to Breheny 
(2006: 97-98), an act of ostension can well figure as one of its minimal elements (see above). However, if the 
analysis of the communicator’s attitudes given above is correct, Breheny’s basic communication does not rule out 
cases of covert communication. 
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once the overtness requirement is dropped, further and simpler analyses of minimal 

communication can well be advanced.34 

To further probe the plausibility of Breheny’s strategy let us evaluate his minimalist 

account by considering the empirical data on ostensive communication in infancy discussed in 

Chapter 4. Preliminarily, basic communication appears to be analytically more frugal than post-

Gricean communication, because it does not require a second-order communicative intention 

to provide ostensive evidence for the first-order informative intention.35 Moreover, insofar as it 

does not hinge on propositional attitudes concepts and folk-psychological abilities, basic 

communication appears to be prima facie less demanding than full-blown ostensive 

communication, also from a cognitive perspective (but see Sect. 5.3.2). Now, the empirical 

question is whether basic communication in Breheny’s sense really captures infants’ early 

communication, both in production and comprehension. Let us focus on comprehension in the 

first place. 

By dismissing the overtness requirement, the minimalist account predicts that, even in 

the absence of full ostension, infants would be able to comprehend mildly covert messages 

provided by the communicator, as long as her gesture directs their attentional resources to a 

relevant situation. The problem with such an account is that merely attending to a target 

situation may be not enough for infants to infer the relevant information about the targeted 

situation that the communicator wants the recipient to grasp (cf. Sect. 4.3.2). Such a problem is 

empirically evidenced by the behavioral responses observed in Behne et al.’s (2005) hiding 

game experiment. As already discussed, when gaze shifts and pointing gestures are produced 

absentmindedly by the experimenter without being marked by recurrent ostensive signals of 

infant-directed communication, both 14- and 18-month-olds performed at chance in the hide-

and-search cooperative game. That is, they failed to interpret the non-ostensive deictic gestures 

of the experimenter as communicative evidence for the hidden toy’s location. It has been argued 

(see Sect. 4.3.2; 4.3.3) that this and analogous data confronting ostensive vs non-ostensive 

testing conditions can be explained by pointing out that infants’ interpretative attempts are 

assisted by pragmatic expectations of optimal relevance, which are triggered only by wholly 

	
34 For an alternative proposal that pursues this strategy, see Pfister (2010: 14-19). Importantly, also the ostensive-
inferential model allows capturing loose instances of covert communication through the graded notion of 
‘manifestness’ (see Heintz & Scott-Phillips, 2023), hence, dropping the overtness requirement does not necessarily 
symptom a flaw in Breheny’s model of communication. What is questionable, is whether young children are able 
to grasp and interpret ‘not manifestly overt’ informative behaviors as adult interpreters do. 
35 Note that the first berries-scenario discussed in Sect. 5.1. could well be accounted as an instance of basic 
communication in Breheny’s (2006) sense, thus involving only a second-order metarepresentation in Sperber’s 
(2000) scale. 



 183 

overt (i.e., ostensive) behaviors. Crucially, to the extent that Breheny’s account does not allow 

to draw a clear-cut distinction between ostensive and non-ostensive behaviors and makes no 

reference to the expectations triggered by the former, it is not clear how such a minimalist 

account could explain the data discussed in the previous chapter. Indeed, Breheny seeks to 

account for early interpretative abilities by appealing to a ‘relevance-seeking mechanism’ that, 

once focused on an indicated situation, automatically computes positive cognitive effects by 

extracting relevant information from the surrounding shared environment. However, the 

operations of this relevance-seeking mechanism are not limited to the processing of ostensive 

stimuli, hence, they cannot be guided by the presumption of optimal relevance included in the 

Communicative Principle (cf. Sect. 2.3). Rather, such a mechanism could be accounted for on 

the basis of the Cognitive Principle of Relevance (i.e., human cognition is geared to the 

maximization of relevance), but it is far from clear how this principle can explain now-available 

data on infants’ selective performances with fully ostensive communication.36 As a whole, 

existing data suggest that early pragmatic inferences are facilitated when informative behaviors 

are provided in a markedly ostensive way; hence, though Breheny’s account ensures theoretical 

continuity within Relevance Theory’s approach to cognition and communication, basic 

communication seems to be underpowered to explain these data. 

On the production side, Breheny sketches a more frugal alternative to characterize 

young children’s prelinguistic communication than post-Gricean views. As discussed above, 

infants’ pointing gestures are described as early manifestations of an instinctual disposition to 

direct others’ attention, rather than involving complex intentions aimed at affecting the mental 

states of the recipient. Despite Breheny (2006) does not develop this point at length, he provides 

a sketchy suggestion limited to infants’ directive communicative acts (e.g., requests, orders, 

etc.): 

 

[…] it seems natural that a minimalist would see these in their most basic forms, or 

earliest manifestations, as instrumental speech acts whereby the speaker gets 

another agent to bring about a state of affairs; rather than as an expression of a 

desire that a certain state of affairs be brought about (Breheny, 2006: 104). 

 

	
36  A further related problem is that Breheny’s account of young children’s interpretative abilities ultimately 
imposes a higher inferential burden as compared to the pragmatics algorithmic module outlined throughout 
Chapter 4. This point will be further spelled out in Sect. 5.3.2 by probing the viability of Breheny’s account against 
the Complex Inferences dilemma. 
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On this matter, the experiments run by Grosse, Behne, Carpenter and Tomasello (2010) on 

infants’ and toddlers’ requesting acts provide insightful pieces of evidence. The authors looked 

at 18-, 24- and 30-month-old children’s reactions to a request interaction depending on whether 

they had been correctly understood or not by the experimenter, even if they got the requested 

object either way. Children were motivated to request a target object (e.g., a ball) from the 

experimenter, who responded differently across several conditions. In the control condition, the 

adult manifested correct understanding of the child’s request (by saying: “Oh, you want the 

[ball]!”) and immediately handed over the ball. In the happy accident condition, the adult 

misunderstood the child’s request but handed over the ball accidentally. For instance, in 

response to the child’s request, the experimenter turned back towards a distractor object placed 

on a shelf behind her and pointed to it by saying “Oh, you want the [paper]!”, while fortuitously 

passing the requested ball to the child. Then, she turned back toward the child and said: “Yes, 

I’ll give it to you in a moment”. After nearly twenty seconds during which children’s reactions 

were observed and coded, the experimenter cleared up the misunderstanding by saying: “Ah, 

you wanted the [ball]!”. Interestingly, the happy accident condition revealed that children 

across all age groups displayed a significant tendency to repair the experimenter’s 

misunderstanding despite they obtained the requested ball. In other terms, even if they achieved 

their instrumental goal, they tried to be understood by the experimenter by fixing the 

misunderstanding anyway. 37  As remarked by the authors, “this pattern of results clearly 

indicates that young children act with the understanding that communication is a manipulation 

of others’ mental states that works by making the recipient know what one wants” (Grosse et 

al., 2010: 1720). Thus, in contrast with Breheny’s suggestion, the present study provides 

evidence that young children do not simply produce directive acts instrumentally to get the 

receiver to bring about a desired outcome (i.e., getting the ball): rather, they try to affect the 

recipient’s mental states by expressing their desire, being understood, and enjoying the 

recipient’s action.38 

 

Taking stock, let us wrap up the main points raised in the present section. Before findings on 

implicit ToM impacted the field, Breheny (2006) tried to handle the Belief dilemma by 

providing a minimalist account of basic communication not relying on mental states concepts 

and propositional attitudes attribution. The analysis provided above suggests that basic 

	
37 Notably, in a further waiting condition, children refrained from repairing when being told that they would have 
get the ball in a moment, as long as the experimenter understood their request correctly. 
38 For analogous results with 30-month-old children, see Shwe & Markman (1997). 
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communication in Breheny’s sense crucially diverges from ostensive post-Gricean 

communication, thus making it hard to account for the empirical data discussed in the previous 

chapter. Bringing together such data with current data on implicit ToM, the resulting picture is 

that infants are likely able to attribute a limited range of propositional attitudes, such as 

ostensively marked informative intentions (Sect. 4.3.2), referential intentions (Sect. 4.3.2; 

5.2.1), and factive mental states (Sect. 5.2.2), although the status of (false) beliefs is still unclear 

(Sect. 5.2.1; 5.2.2). Breheny’s (2006) proposal is thus unnecessarily minimalistic against the 

backdrop of current evidence in developmental psychology; nevertheless, it raises some points 

that are useful to address the Belief dilemma. While the four components at the basis of 

Breheny’s account (i.e., situation, ATTENDING TO, shared situation, directing attention) are not 

enough to fulfill the overtness requirement, they allow moving a first step to analyze post-

Gricean intentions to affect the mental states and the epistemic perspective of the audience 

without involving the concept BELIEF. In the next section, we present a further minimalist 

strategy that largely pursues this path while keeping the functional requirements of post-

Gricean communication. 

 

5.2.4 The minimalist strategy (extended) 

A fruitful way to address the Belief dilemma is spelled out by Moore (2017a) as part of his 

minimal framework for Gricean communication. Moore’s account does not presuppose any 

particularly sophisticated folk psychology, but unlike Breheny’s (2006), minimal 

communicators are argued to produce their gestures “with goals in mind, and intending that 

others recognize that they were acting with these goals” (Moore, 2017a: 321). This latter aspect 

allows for fulfilling the functional requirements of post-Gricean communication without 

running into the troubles of Breheny’s basic communication, although Moore’s broader 

proposal substantially departs from standard views of ostensive communication. The 

peculiarity of such a minimalist strategy is that minimal communicators in Moore’s sense are 

infants, hominin ancestors, and great apes as well, thus departing from the classic construal of 

(post-)Gricean communication as uniquely human. In the next chapter, we will face further 

developmental dilemmas by proposing a revised modular strategy that diverges from Moore’s 

minimal framework; nonetheless, his solution to the Belief dilemma can well be endorsed (with 

some specific caveats) without being committed to the claims that motivate Moore’s continuity 

view on communication in comparative psychology. For the present purposes, we will deploy 

Moore’s (2017a) strategy against the Belief dilemma by restricting our focus on infants’ 
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communication, but we will also extend this strategy with further elements that will turn it 

hardly applicable to great apes’ interpretative proficiency. 

 

Moore (2017a) addresses the Belief dilemma by disentangling two versions of it. According to 

the Global version, if young children cannot understand false beliefs, they do not engage in 

post-Gricean communication at all; the Local version states that, if young children lack the 

concept BELIEF, they cannot perform post-Gricean informative acts (as opposed to directive 

acts).39 Moore’s solution to both versions aims at amending the first lemma (i.e., post-Gricean 

communication requires BELIEF); let us move our analysis by looking at his strategy to the 

Global version. 

According to Moore (2017a: 308), given that there can be frugal ways to think of 

communicators as subjects who represent the world and act on it without employing false 

beliefs, there is no reason to require them to possess a full-blown ToM that includes false belief 

understanding. Minimal communicators in Moore’s sense are able to: 

 

(i) keep track of others’ perceptual states; 

(ii) attribute goals in light of what others have perceived.  

 

Although such minimal abilities may be insufficient to understand false beliefs, they are enough 

to represent a limited range of propositional mental states that afford purposive 

communication. 40  For example, by keeping track of others’ perceptual states, minimal 

communicators can infer what they know or do not know and can figure out others’ goals based 

on this. Such minimal equipment “suffices to ground a conception of subjecthood that would 

support simple forms of communicative interaction” (Moore, 2017a: 309). One of these forms 

is directive communication; let us focus on it by showing how an imperative pointing gesture, 

typically mastered around 12-month-olds (Tomasello et al., 2007) or slightly earlier, can be 

analyzed by employing Moore’s strategy.  

	
39 This phrasing slightly diverges from Moore’s (2017a: 307) original formulation. Specifically, since Moore 
focuses on minimal communicators in general (i.e., hominins, great apes, infants) he does not make explicit 
reference to young children. Moreover, since his general framework departs in several respects from Relevance 
Theory, he avoids using the suffix ‘post-Gricean’ (see also Moore, 2014: 88). Nonetheless, given that his 
minimalist account fulfills the first two clauses of Grice’s (1969) speaker meaning, the phrase ‘post-Gricean 
communication’ has been preferred for terminological consistency (cf. Sect. 5.1) 
40 Notably, Moore (2017a: 308, fn. 6) is uncommitted with respect to Butterfill and Apperly’s (2013) claim that 
such mental states lack propositional character (cf. Sect. 5.2.2). 
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Think about a communicator (S) who addresses the receiver (H) by pointing towards a 

visible toy to get it. Following Moore (2017a), S points to the toy intending 

 

a.     that H gives S the toy; 

b.     that H recognizes that S intends (a). 

 

On the communicator’s part, clause (a) is satisfied if S points to the toy in order to make H look 

at it, by assuming that H is an agent capable of goal-directed activity and able to grasp the goal 

behind S’s pointing gesture (i.e., getting the toy). Instead, clause (b) would be satisfied if S 

addressed her pointing performance to H by accompanying it with an ostensive signal (e.g., eye 

contact, name-calling, etc.). Crucially, Moore embraces a deflationist account of ostensive 

signals that broadly diverges from Csibra’s (2010), but since this aspect is deeply entrenched 

with Moore’s strategy for a further developmental dilemma, let us postpone the discussion for 

the time being.41  

On the receiver’s part, the fulfillment of (a) ultimately depends on H’s ability to grasp 

the goal behind S’s pointing gesture (i.e., getting the toy), while (b) would be satisfied if H pays 

attention to the source of the ostensive signal (i.e., S). In the previous chapter, we have seen 

that young infants pay preferential attention to the source of ostensive signals (Sect. 4.3.1) and 

tend to gaze-follow the source’s subsequent deictic behaviors to focus their attention on the 

target referent from very early on (Sect. 4.3.2). These early dispositions facilitate their grasping 

of the pointer’s instrumental goal, thus making the understanding of imperative pointing well 

within their cognitive reach.  

The imperative pointing in the example above is accompanied by an ostensive signal so 

as to indicate that it is performed to solicit a response from the receiver, hence, it fulfills the 

overtness requirement for post-Gricean communication. In particular, (a) and (b) are 

functionally equivalent to the first two clauses of Grice’s speaker meaning, and most 

importantly, they do not contain any reference to belief states.42 Crucially, this analysis reveals 

that it is possible to conceive that communicators endowed with the minimal abilities listed 

above engage in post-Gricean directive communication without attributing or handling 

propositional belief states – let alone, false beliefs. Therefore, this strategy successfully 

	
41 Specifically, Moore’s deflationist account of ostensive signals is part and parcel of his solution to the Cognitive 
Overload dilemma, which will be deeply explored throughout Chapter 6. 
42 This raises the question of whether minimal receivers (e.g., infants) grasp the two intentions specified by (a) and 
(b) as nested or not, but since this question encroaches with a further developmental dilemma (i.e., the Nesting 
dilemma), let us again postpone the discussion to Chapter 6. 
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overcomes the Global version of the Belief dilemma. To address its Local version, it still must 

be shown that minimal communicators in Moore’s sense can perform and understand also post-

Gricean informative acts without relying on the concept BELIEF or handling propositional belief 

states. As remarked in Sect. 5.2, this appears to be problematic from a standard Gricean 

perspective, because informative acts typically aim at inducing a belief in the recipient (H). 

Therefore, the communicator (S) who acts informatively should intend  

 

a.     that H believes that p; 

b.     that H recognizes that S intends (a); 

 

however, minimal communicators are assumed to lack the concept BELIEF.  

To address this problem, Moore (2017a: 309) points out that others’ beliefs can be 

manipulated by changing what they see; hence, minimal communicators who lack BELIEF but 

can track each other’s perceptual states by monitoring what one has or has not seen, could 

produce informative acts by directing their interlocutors’ attention to unseen or relevant objects, 

events, or situations. Accordingly, the reference to BELIEF in clause (a) can be replaced with 

different concepts related to a change in the receiver’s perceptual state that may well be among 

the cognitive wherewithal of minimal communicators, such as SEEING or ATTENDING TO (cf. 

Sect. 5.2.3). In other terms, minimal communicators need not intend to affect the epistemic 

perspective of receivers under descriptions that presuppose the concept BELIEF. Let us 

exemplify such cases by showing how an informative pointing gesture, typically mastered 

around 12-month-olds (Behne et al., 2012) or slightly later, may be analyzed by employing 

Moore’s strategy. 

Think about a communicator (S) who addresses the receiver (H) by pointing towards a 

basket (O) to inform him that the missing toy H is looking for is in the basket. Drawing on 

Moore (2017a: 310), S points to O by intending 

 

a.     that H attends to O; 

b.     that H recognizes that the S intends (a). 

 

As Moore acknowledges, (a) and (b) have the same surface characteristics as the two clauses 

spelled out above for directive acts because S’s pointing is aimed at directing H’s attention to 

the target basket (i.e., enjoying H’s reaction). Building on this analogy, on the communicator’s 

part, clause (a) is satisfied if S points to the basket in order to direct H’s attention to it, by 
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assuming that H would likely be able to grasp her informative goal (i.e., making H know that 

the toy in the basket). Likewise, clause (b) would be satisfied if S performed the informative 

pointing by accompanying it with an ostensive signal which specifies the addressee of her 

informative act (i.e., H).  

On the receiver’s part, (b) is satisfied if H pays attention to the source of the ostensive 

signal (i.e., S), while to fulfill (a) H just needs to attend to the basket; however, a further 

inferential effort is needed to understand why he should attend to it.43 More specifically, S’s 

pointing gesture is used in this specific case to convey informative content (i.e., the toy is thereo) 

which falls short of being retrieved if H does not infer the informative goal of the 

communicator. This point raises two related problems. On the one hand, something more must 

be said about the inferential abilities of the receiver, but since this point is related to the so-

called ‘Complex Inferences dilemma’ let us postpone the discussion to the next section. On the 

other hand, clauses (a) and (b) above seem insufficient to properly capture the informative goal 

(and its embedded informative content) of the minimal communicator. However, this analysis 

can be complemented by slightly pushing over Moore’s (2017a) minimalist burdens. Let us 

show how. 

Perceptual attitudes such as ‘attending to’ and ‘seeing that’, inter alia, typically fall into 

the category of factive propositional attitudes (Nagel, 2017). According to the standard 

epistemological view, “a propositional attitude is factive if and only if, necessarily, one has it 

only to truths” (Williamson, 2000: 34). In other terms, boundedness to the truth of its embedded 

content is what distinguishes factive from non-factive propositional attitudes (like ‘assuming 

that’ or ‘believing that’). Relatedly, strict entailment to the truth of their embedded content is 

also what distinguishes factive from non-factive mental states (cf. Sect. 3.6). According to 

Williamson (2000: Chapt. 1), knowledge has a special status among factive mental states, 

because it is the most general one and it is entailed by all the other members of the class. In 

simpler words, factive mental states like ‘attending to’ and ‘seeing that’ are all more specific 

ways of ‘knowing’, and despite they might slightly differ from each other, every factive mental 

state ultimately entails knowing.44 Building on this claim, informative pointing can be analyzed 

without referring to propositional belief states by arguing that S informatively (and ostensively) 

points to O by intending 

	
43 This aspect is well captured by Tomasello’s (2008) distinction between referential and social intentions, see 
Sect. 4.3.2. 
44 Notably, Williamson’s (2000) argument for the claim that every factive mental state entails ‘knowing’ is still 
widely accepted in philosophical epistemology. 
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c. that H knows that p; 

d. that H recognizes that the S intends (c); 

 

where p is the informative content (i.e., the toy is thereo) that specifies the content of S’s 

informative goal (i.e., making H know that the toy is in the basket). Now, the production of 

informative pointing presupposes that S assumes that H lacks the information she is providing, 

and this in turn requires S to represent H’s knowledge/ignorance states. Based on their capacity 

to keep track of others’ perceptual states, infants are widely recognized to be able to attribute 

factive mental states such as knowledge or ignorance (see also Liszkowski et al., 2008), and 

this early ability is also said to be recruited in infants’ successful performances with implicit 

false belief tasks (see Sect. 5.2.2). What is required to minimal communicators to act 

informatively as specified by (c) and (d) is thus the ability to attribute factive mental states – 

plus the ability to address their informative action in an ostensive way. In other terms, 

informative communication can occur whereas the communicator is able to attribute knowledge 

or ignorance by monitoring the receiver’s perceptual states, without requiring to possess BELIEF 

or attribute propositional belief states. Since (c) and (d) jointly fulfill the overtness requirement 

of post-Gricean communication, the proposed strategy allow us to successfully overcome the 

Local version of the Belief dilemma: it is well possible to engage in post-Gricean informative 

communication without relying on the concept BELIEF. 

The theoretical step from perceptual states to factive epistemic states is somehow 

implied by Moore’s (2017a) strategy because also macaques and other great apes are widely 

recognized to be able to track others’ knowledge and ignorance (Martin & Santos, 2016). 

However, since there is no evidence that great apes use or understand informative pointing 

(Tomasello, 2019: 102-104) while human infants do (Behne et al., 2005; Behne et al., 2012), 

Moore’s (2017a) strategy stops at recasting informative acts as functionally analogous to 

directives, without specifying the proposed theoretical step. As said above, understanding 

informative pointing calls for a further inferential effort on the receiver’s part, and this point, 

which is tightly related to Complex Inferences dilemma, can be accounted for by pursuing the 

Algorithmic modularity strategy provided in Chapter 4; but this strategy is hardly applicable to 

great apes as well.45 Importantly, arguing that understanding (ostensive) informative acts does 

not necessarily rely on BELIEF or false belief understanding is compatible with the view 

	
45 Unless one wants to argue that great apes are endowed with a relevance-guided comprehension module. 
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endorsed by relevance-theorists: “[w]e are not aware of any argument to the effect that the 

ability needed to pass the false-belief task is a precondition for the ability needed to attribute 

speaker’s meaning” (Origgi & Sperber, 2000: 163).46 Hence, the minimalist strategy to the 

Belief dilemma could fit within the modular view outlined in the previous chapters, and it 

allows us to solve the dilemma without the necessity to undertake strong interpretative 

commitments towards developmental data on implicit ToM. Contrary to the assumptions of 

some post-Griceans (e.g., Scott-Phillips, 2015), this cautions approach is even more consistent 

with the idea that the modular view does not entail that success in the false belief task is required 

for engaging in ostensive communication (Sect. 3.6). In sum, the proposed extended version of 

Moore’s minimalist strategy provides a viable solution to the Belief dilemma, and it can be 

endorsed within a wider modular approach to pragmatic understanding in infancy. 

 
5.3 The Complex Inferences dilemma 

By introducing his ‘developmental dilemma’, Breheny (2006: 74) incidentally hints that one of 

the problems of post-Gricean accounts is that the addressee must “make folk-psychological 

inferences” about intentional agents. This early intuition signals a further developmental 

dilemma that will be called, following Moore (2017a), the Complex Inferences dilemma. This 

dilemma is less considered in the psychological literature, but Breheny’s (2006) basic account 

of communication already provides a relevance-based solution to it. In the philosophical 

literature, the only explicit formulation of the Complex Inferences dilemma comes from Moore: 

 

Proponents of the Complex Inferences Objection (e.g., Bar-On, 2013) hold that 

Gricean communication requires making inferences about a speaker’s 

communicative goals, and that this makes it too difficult for developing minds. 

Others have raised similar concerns in even stronger terms. For example, Davidson 

(1974) worried that since our primary knowledge of others’ minds comes from what 

they say, then in the absence of a common language, these minds would remain 

opaque to us (Moore, 2017a: 311). 

 

The specific target of the Complex Inferences Objection as reported in this passage is not 

straightforward. In Bar-On (2013), this objection is moved against post-Gricean accounts on 

the backdrop of the evolutionary debate about the origins of language, as roughly having to do 

	
46 Notably, this is also the rationale at the basis of the overtness-complexity argument for a dedicated pragmatics 
module, Sect. 2.2.4. On this point, see also Sect. 3.6.  



 192 

with the interpreter’s burden of making “inferences concerning others’ intentions” (Bar-On, 

2013: 351) or “involving attributions of mental states” (p. 359) without a spoken language. 

Overall, Bar-On’s (2013) concern is related to the interpreter’s retrieval of the goal behind the 

production of a communicative act: since interlocutors typically rely on words and sentences 

uttered to infer each other’ communicative goals, how was it possible for hominid ancestors to 

figure them out before the emergence of conventional languages? On the one hand, the lack of 

a spoken language appears to be the primary source of the alleged inferential complexity, 

because interpretative inferences are arguably facilitated by linguistic proficiency; therefore, to 

address the present dilemma from a developmental perspective, we will focus on the 

interpretative abilities of prelinguistic (or barely linguistic) children – say, from birth to 18-

month-old. On the other hand, a further challenge to language-lacking interpreters relates to the 

need to decipher “complex communicative intentions” (Bar-On, 2013: 359) that, in the post-

Gricean view, are typically conceived of as second-order intentions that embed first-order 

informative intentions (cf. Sect. 5.1). From this perspective, the alleged inferential complexity 

appears to derive from the nested character of post-Gricean intentions, that are claimed to 

exceed the cognitive reach of infant interpreters.  

The signaled ambiguity underlying existing (sketchy) formulations of the Complex 

Inferences dilemma raises a range of clarificatory questions concerning its critical target: What 

specifically makes the interpreters’ inferences difficult to be carried out? What is complex about 

making inferences about a speaker’s communicative goals? And most importantly, where does 

this alleged complexity come from? Answering these questions is crucial to address this 

developmental dilemma in a perspicuous way. More specifically, we need to preliminarily spell 

out the different possible reasons for the alleged complexity of the interpretative inferences 

about the communicators’ goals, which are often confounded in the literature. 

To provide a finer-grained conceptual analysis of the Complex Inferences 

developmental dilemma, we propose to split two horns of it with respect to different, although 

related, possible reasons for the alleged complexity (Vaccargiu & Mazzarella, 2022). Among 

the sources of inferential complexity, we can preliminarily distinguish between: 

 

1. the quality of the evidence available to language-lacking interpreters; 

2. what must be inferred by post-Gricean interpreters. 

 

As regards (2), the complexity is not tied to the inferential process as such, but rather to the 

inferable, that is, the nested structure of communicative and informative intentions which 
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grounds the post-Gricean view (see Sect. 5.1, Fig. 2). The metarepresentational complexity of 

the intentional structure is incidentally highlighted by Bar-On (2013), and Moore’s (2017a) 

minimal framework ultimately aims at qualifying such intentional structure by amending its 

nested character. 47  Since this second horn of the Complex Inferences dilemma is deeply 

entrenched with a further dilemma that will be examined in the next chapter (i.e., the ‘Nesting 

dilemma’), let us postpone the discussion for the time being. As regards (1), the claimed 

complexity is linked to the evidence at the basis of which language-lacking interpreters grasp 

the goals underlying the production of a communicative act. In this sense, the interpreters’ 

inferences are argued to be troublesome due to the poor quality of the evidence available in the 

absence of a spoken language. When it comes to post-Gricean communication, we can further 

distinguish two kinds of evidence on which interpreters typically rely: 

 

1a.   evidence for the presence of a communicative goal; 

1b.   evidence for the content of one’s communicative goal. 

 

Specifically, (1a) refers to the evidence for the communicators’ goal of specifying the receiver 

as the intended target of their communicative act. As discussed in Sect. 4.3.1, ostensive signals 

serve the function of providing rich behavioral evidence for this wider goal by making manifest 

the presence of a communicative intention on the communicator’s part. On the one hand, 

existing data on early preference and responsiveness to ostensive signals suggest that 

prelinguistic infants may be able to spot the presence of a communicative goal by detecting 

ostension; on the other hand, caregivers’ tendency to address them in a markedly ostensive way 

reveals that, indeed, young children are early provided with rich evidence for the presence of a 

communicative goal. All in all, (1a) seems not to pose any particular problem in preverbal age. 

By contrast, (1b) specifies the evidence related to the communicator’s informative goal 

to convey propositional content(s) for the addressee to be understood. In the absence of spoken 

language, it is fairly plausible to argue that the informative content would be vastly 

underspecified, thereby making its inferential reconstruction harder to be carried out. Following 

Csibra (2010), we have exemplified such troublesome cases by referring to the situation of a 

foreign addressee who falls short of understanding the speaker’s content for lack of proficiency 

with the speaker’s language, and we have conceptually defined such a case as requiring the 

addressee to recognize the communicator’s informative intention (see Sect. 4.3). From this 

	
47 Moore’s minimalist alternative will be discussed at length in Chapter 6. 
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perspective, understanding the informative content requires an inference to the communicator’s 

mental state (i.e., the informative intention) which cannot rely on the linguistic meaning of the 

communicator’s utterance, given the prelinguistic stage of young interpreters. Hence, the poor 

quality of (1b) poses a serious challenge to infants, who need to resort to non-linguistic means 

to retrieve the content conveyed by communicators.48 In the next two sections, we will discuss 

and evaluates three strategies for addressing the first horn of the Complex Inferences to the 

content communicated: Bar-On’s expressive strategy and two relevance-based strategies. 

 

5.3.1 The expressive strategy 

Bar-On (2013; 2018) outlines an expressive strategy for the Complex Inferences dilemma as 

part of her overall non-Gricean proposal for language evolution. Broadly, she proposes that 

some expressive behaviors (e.g., yelps, grunts, cries, smiles, teeth barings, grimaces, ground 

slaps, bodily postures, etc.) are naturally designed for the purpose of intersubjective 

communication and could have provided human ancestors with direct, non-inferential 

knowledge of others’ internal states. 49  Expressive behaviors are causally related to the 

psychological states of the agent who produces them, and they can draw the observer’s attention 

to these states and to objects/events to which they are directed. In this sense, expressive 

communication may be at times triadic, “relying on shared attention mechanisms that allow 

signalers and receivers to attend together to objects or events of mutual concern” (Bar-On, 

2018: 310). Additionally, expressive behaviors can be overtly displayed, but overtness does not 

rely on post-Gricean intentions, neither in its production nor in its detection: 

 

The communicative work of expressive communication is done through the 

spontaneous production of expressive signals that reveal expressers’ complex states 

of mind and the corresponding non-inferential recognition by, typically, conspecific 

(or else co-evolved) recipients. In general, animal expressers do not intentionally 

express their states of mind, and their observers do not rationally infer what they 

are supposed to be informed about. Thus, neither half of the expressive 

communicative equation is Gricean (Bar-On, 2013: 361). 

 

	
48  Arguably, (1b) best captures the target of Bar-On’s (2013) claimed inferential complexity. Also, Moore 
(personal communication) refers specifically to (1b) in his loose formulation of the Complex Inferences Objection 
(cf. Moore, 2014). 
49 In this sense, expressive behaviors broadly fall within Grice’s (1957) notion of natural meaning, although they 
can also be addressed to the audience, thus being alike to cases of ‘showing’. 
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In comparison with the (post-)Gricean view, the interpretation of expressive behaviors is argued 

to place weaker cognitive demands on language-lacking interpreters, insofar as “appropriate, 

active responses to producers’ expressive performances can be entirely spontaneous, and 

grounded in simple contagion or other forms of ‘resonance’” (Bar-On, 2013: 359), thus not 

involving inferential attribution of mental states (e.g., communicative and/or informative 

intentions). Also, expressive behaviors are argued to afford the evolution of natural forms of 

communication into more complex ostensive-inferential communication. For the present 

purpose, let us put aside the details of this evolutionary proposal by focusing on the possible 

implications of the expressive account on developmental grounds. 

Building on Bar-On (2013), the Complex Inferences dilemma might be avoided because 

what is conveyed through expressive communication (e.g., attitudes or emotions) is grasped 

non-inferentially. According to Bar-On (2013), the ability to non-inferentially understand 

expressive behaviors can either be ‘hardwired’ or learned through processes of ritualization, 

and the peculiarity of overt expressive behaviors is that they are evidence-rich communicative 

acts, thus being easily understood by language-lacking interpreter with limited (if any) 

inferential abilities.50 In sum, whereas the evidence for the communicator’s message is enriched 

through expressive behaviors, the interpretative burden of the recipient can be reduced, thus 

being easily affordable to prelinguistic children without relying on complex inferences. Though 

the expressive account is scarcely developed with respect to infants’ communication, this 

proposal is arguably relevant in relation to communication in the very first months of life (see 

e.g., Matthews, 2020; 2022). Emotional displays are part and parcel of early dyadic interactions 

and infants are attuned to them from very early on. Infant-directed speech can be construed as 

an instance of expressive communication which assists precocious attempts to ‘give meaning’ 

to caregivers’ communicative expressions, especially when these expressions are about 

commonly felt emotions.51 However, the non-inferential character of the expressive account 

falls short of capturing young children’s ability to grasp the content of communicative acts like 

pointing gestures. As Moore (2013) remarks, despite pointing can be accompanied by 

expressive behaviors, it often provides poor evidence for the communicator’s message: 

“[p]ointers produce the same vehicle of meaning for a wide range of reasons: to share interest, 

to make requests, or as means of teaching or sharing information” (Moore, 2013: 41). Insofar 

as the expressive view does not make room for recipients’ inferential abilities, it is deemed to 

	
50 For a discussion of this point, see Moore (2013). 
51 For suggestions along this line, see Bar-On (2018: 308-309) and Matthews (2020: 29-30). 
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be underpowered in accounting for infants’ interpretative proficiencies with different kinds of 

pointing gestures. 

Further explanatory gaps arise from the occasional triadic nature of expressive 

communication. In Bar-On’s (2013: 356) view, an act of expressive communication often 

involves overt gaze direction that guides the recipient’s attention to the sender’s affective state 

and the referential target of such a state. For instance, if the caregiver overtly expresses 

excitement while looking at a particular toy, the infant is argued to referentially anchor the 

expressed affective state to that toy, as likely conveying the caregiver’s preference for it. Bar-

On (2013; 2018) explicitly acknowledges that such a ‘triangulation’ depends on the receiver’s 

capacity for shared or joint attention, but joint attention is typically conceived as relying upon 

infants’ ability to grasp post-Gricean communicative intentions (Tomasello, 2008), which are 

indeed called out from the expressive account. One feasible solution would consist of 

embracing lean accounts of communicative intentions and joint attention like the ones proposed 

by Gómez (1994; 2007), which appear to be welcomed by Bar-On (2013);52 however, the 

capacity to grasp the different motives or goals behind referential communication, such as 

gazing or pointing, is hardly explainable without granting some inferential ability on infants’ 

part, and Bar-On’s (2013) view is far from clear on this point.53 Relatedly, it is difficult to figure 

out how the empirical data discussed in Chapter 4 can be explained by building merely on the 

expressive account. For instance, the results from Egyed et al.’s (2013) study provide evidence 

that 14-month-olds interpret emotional displays toward a target object in different ways, as a 

function of the presence or absence of infant-directed ostensive signals. In the first case, the 

expressive behavior was interpreted as conveying a generic property of the object-kind, while 

in the second, it was taken as conveying the idiosyncratic preference of the expresser (see Sect. 

4.3.2). Bar-On’s (2013) proposal lacks the predictive power to account for these differential 

interpretations, and the generic interpretation arguably necessitates some kind of inferential 

process to be worked out. Indeed, Bar-On (2018) is open to the possibility that non-inferential 

expressive communication leaves soon the way for inferential post-Gricean communication 

during ontogeny, and her approach should better be conceived as complementary, rather than 

alternative, to post-Gricean accounts of infant communication.54 However, as Moore (2018) 

points out, the main gap in the expressive proposal is that it does not explain how earlier mastery 

	
52 An in-depth analysis of Gómez’s view will be provided in Chapter 6. 
53 It must be noted that Bar-On’s (2013; 2018) proposal does not specifically target infants’ communication but is 
extended to expressive forms of communication across the animal kingdom from an evolutionary perspective. This 
is likely the reason for the explanatory gaps pointed out above. 
54 On this point, see Moore (2014; 2018). 
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of expressive communication can support the later development of the mentalistic and 

inferential abilities needed to engage in post-Gricean communication. In this sense, expressive 

behaviors “can facilitate the interpretation of communicative intentions – even if they cannot 

substitute for them” (Moore, 2018: 9). 

In sum, the expressive strategy can be articulated in two versions against the Complex 

Inferences dilemma. In its strong version – closer to Bar-On’s (2013) spirit – the dilemma could 

be avoided by appealing to expressive behaviors that directly display the communicator’s 

affective states which do not require inferential processes to be understood. Roughly, there is 

no dilemma because there are no inferences to be drawn. However, such a solution is not enough 

to account for the inferential skills shown by prelinguistic infants, and most importantly, it falls 

short of explaining how they could come to grasp the range of goals – especially, informative 

goals – and the related contents that are expressed by pointing gestures. Instead, the weak 

version – loosely sketched in Bar-On (2018) – recognizes a limited facilitating role for 

expressive behaviors, that can enrich the evidence available to language-lacking interpreters 

but must be complemented by some kind of inference. In short, the weak version reduces the 

scale of the Complex Inferences dilemma by highlighting the expressive power of infant-

directed communication; in other terms, the interpretative burden of prelinguistic infants is 

presumably downsized when adult communicators assist their inferences through expressive 

displaying. In the next section, we will show how this weak version can be complemented from 

a relevance-based perspective. 

 

5.3.2 Relevance-based strategies 

There are two relevance-based strategies to address the Complex Inferences dilemma: the 

minimalist, and the modular one. The minimalist strategy – touched upon in Sect. 5.2.3 – is 

sketched by Breheny (2006) to relieve young interpreters from the burden of making “folk-

psychological inferences”; the modular strategy, originally provided by Sperber and Wilson 

(2002), has been fully articulated from a developmental perspective throughout Chapter 4. Let 

us briefly recall their main points, starting from Breheny’s. 

As noted above, the ‘relevance-seeking mechanism’ is part and parcel of the starting 

equipment of basic communicators in Breheny’s (2006) sense, and it is argued to automatically 

fix on a shared situation to compute possible cognitive effects and extract relevant information 

from it. To the extent that Breheny’s (2006) basic communication does not rule out borderline 

cases of covert communication (see Sect. 5.2.3), the functioning of such a ‘relevance-seeking 

mechanism’ is not limited to the processing of ostensive behaviors, and in turn, it cannot be 
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guided by the presumption of optimal relevance that applies only to them. However, its 

functioning can be accounted for on the basis of the Cognitive Principle, for which human 

cognition, and infants’ as well, is geared to the maximization of relevance (Wilson & Sperber, 

2004: 610).55 In short, following Breheny (2006), when young children’s attention is directed 

(ostensively or not) to a potentially relevant object or situation, the abovementioned mechanism 

will maximize the relevance of the attended object or situation, thus yielding a possible 

interpretation for the communicator’s attention-directing behavior that does not requires 

inferential attribution of informative intentions. Although this strategy might ensure conceptual 

continuity among relevance-based views of cognition and communication, it lacks the 

predictive power to account for now-available findings on selective performances with 

ostensive communication in infancy (see Sect. 5.2.3).56 

By contrast, the standard modular strategy posits an inferential mechanism, specialized 

for ostensive stimuli, whose task is to interpret the communicator’s intended meaning (Sperber 

& Wilson, 2002). By extending this hypothesis to prelinguistic infants’ interpretative abilities, 

we have emphasized the role of the pragmatic expectations elicited by ostensive behaviors, and 

we have provided an empirically informed account of episodic and enduring relevance 

expectations that guide and constraint infants’ inferential attempts (Sect. 4.3.2). In relation to 

early childhood, we have argued that such pragmatic expectations are heavily reliant of the 

marked ostensive nature of infant-directed communication, and they support an inferential 

heuristic that yields an (error-prone) interpretation of the communicator’s message (Sect. 4.3.1; 

4.3.3). Finally, we have suggested that such pragmatic expectations and the inferences they 

support are underpinned by an innate pragmatics algorithmic module, specific to the domain of 

ostensive behaviors, that undergoes a gradual refinement over cognitive and communicative 

development (Sect. 4.4; 4.5). 

Now, which of the two relevance-based strategies should be pursued to resolve the 

Complex Inferences developmental dilemma? In Sect. 5.2.3, we have already stressed the limits 

of Breheny’s strategy on empirical grounds, but it must be noted that Breheny’s (2006) take on 

the issue pictured the state of the art of the empirical investigation at that time: 

 

Choosing between this modularist relevance view and the minimalist relevance 

position will amount to looking at what young children can do as communicators 

	
55 On this point, see also Pfister (2010: 18-19). 
56 Moreover, to my knowledge, no study has systematically investigated the Cognitive Principle in early childhood. 
For a relevant study with adults, see Sperber et al. (1995). 
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and looking at what abilities doing that would minimally require. If it can be shown 

that in the realm of communication children below four years really have to be 

making folk-psychological inferences, then the minimalist view would be 

compromised. However, thus far, there is no evidence that children below four 

years really do any better in the realm of communication when folk-psychological 

abilities are required (Breheny, 2006: 100-101). 

 

In the last two decades, empirical and theoretical research has shed new light on the possible 

underpinnings of ostensive communication in infancy, and the main pieces of evidence 

considered by Breheny (2006) are now questioned by implicit testing paradigms. For instance, 

the significance of data from verbal explicit tests, such as Mitchell et al.’s (1999) false belief 

referential task, is nowadays downsized by the data obtained with analogous implicit versions, 

like Southgate et al.’s (2010) Sefo task (see Sect. 5.2.1). Beyond that, it must be noted that the 

modular hypothesis cannot be dismissed by claiming that children do not perform better in 

communicative false belief tasks as compared to non-communicative ones – analogously, not 

even better performance in the former would constitute positive evidence for a pragmatics 

module (see Sect. 2.6). Indeed, it was precisely the lack of evidence for early false belief 

understanding one of the reasons for which Sperber and Wilson (2002) posited the existence of 

a pragmatics module, related but still independent from general ToM (cf. Sect. 2.2.4).57 

Furthermore, it is not clear whether the relevance-based mechanism for early 

interpretation posited by Breheny (2006) actually underpins inferential processes. Incidentally, 

he hypothesizes that “young children can become habituated to shorthand patterns of inference 

and apply those in their communicative interactions” (Breheny, 2006: 102), but he is elusive 

regarding the construal of such a mechanism’s computations as instances of “pragmatic 

inferencing”. If Breheny’s interpretative mechanism can do its work non-inferentially, his 

strategy would ultimately aim at avoiding the Complex Inference dilemma by arguing that there 

is no complex inference to be drawn; however, this would expose it to similar explanatory gaps 

as those undermining Bar-On’s (2013) strong expressive strategy (see Sect. 5.3.1). If, by 

contrast, such a mechanism sustains early pragmatic inferences, the cognitive burden required 

for it to function efficiently would be higher than the one required by the pragmatics module. 

Notably, Breheny’s (2006) minimalist account made no reference to the pragmatic expectations 

triggered by ostensive behaviors in infants, and a simple relevance-maximizing mechanism 

	
57 For similar remarks related to Breheny’s (2006) contention, see Pfister (2010: 11). Notably, this point fits 
squarely with the empirically based arguments discussed throughout Chapter 3. 
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would not ensure successful interpretations of evidence-poor communicative acts like pointing 

gestures.58 Breheny’s (2006) source for relevance is not the communicative act per se, but 

rather, the situation towards which the interpreter’s attention is directed. This entails that 

whereas infants focus on the pointed situation, a great inferential leap would be required to pick 

out ones among the range of possible motives behind the pointing gesture, especially whereas 

pointing conveys the communicator’s informative goals; however, Breheny’s (2006) account 

does not provide any straightforward explanation of how infants should fill this interpretative 

gap. By contrast, in the modular strategy, the source for optimal relevance is the ostensive 

communicative act, which prompts early emerging expectations that assist infants’ inferential 

attempts. As discussed in Sect. 4.3.2, referential expectations are firstly needed to ‘anchor’ the 

communicator’s informative intention to the pointed situation, but other kinds of expectations 

are still required to inferentially reconstruct and disambiguate the content of the 

communicator’s informative intention.59  

According to the modular strategy, such expectations are built into the pragmatics 

module, thereby guiding an assisted kind of inference that is heavily reliant on the marked 

presence of ostension in infant-directed communication, especially during preverbal age 

(Vaccargiu & Mazzarella, 2022). From a developmental perspective, the modular strategy 

provides a detailed account of the inferential capacities shown by prelinguistic infants (Sect. 

4.3.2; 4.3.3), and moreover, it could well align with the insights raised by the expressive 

approach discussed in the previous section. The daily involvement in affective interactions with 

benevolent caregivers provides a familiar locus for scaffolding and shaping infants’ 

interpretative abilities (see Sect. 4.5.2). In this early social ecology, built-in relevance 

expectations, along with emotional displaying and other kinds of expressive behaviors 

reproduced by caregivers, jointly concur in assisting infants’ pragmatic inferences, thus 

fostering the development of immature heuristics into more mature and efficient relevance-

based interpretative procedures. From an interactionist perspective, the modular strategy is far 

from being ‘anti-developmental’, and it could well integrate with broader considerations 

	
58 Relatedly, expectations of optimal relevance typically sustain the investment of a certain degree of processing 
effort until enough cognitive effects are derived to satisfy such expectations. Breheny’s (2006) relevance-seeking 
mechanism is prompted also by non-ostensive stimuli that do not typically raise expectations of optimal relevance 
(cf. Sect. 2.3). But if such expectations are not raised, interpreters (specifically, younger ones) may be less likely 
to invest effort in processing non-ostensive stimuli – after all, if no expectation to gain cognitive effects is raised, 
minimizing the amount of effort invested could indirectly be a way of ‘maximizing relevance’. Thanks to Diana 
Mazzarella for raising this point to me.	
59 Moreover, these expectations should be formed on the basis of the ‘common ground’ among interlocutors (cf. 
Behne et al.’s 2005 experiments), and the setting of a common ground entails the construction of a ‘mutual 
cognitive environment’ among parties. But Breheny’s (2006) view gets rid of mutual cognitive environments in 
early communication. 
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concerning the expressive power of caregivers’ infant-directed communication and with further 

social factors which backdrop early development. As such, it provides a viable solution, 

informed by current developmental data, against the first horn of the Complex Inferences 

dilemma: even by acknowledging the relative complexity of the inference towards the content 

communicated in the prelinguistic age, early interpretative processes are guided by powerful 

expectations tied to the markedly ostensive and emotionally charged character of adults’ 

communication, thus downsizing the inferential efforts required to make sense of it. In sum, by 

complementing the (weak) expressive strategy with the Algorithmic modularity strategy spelled 

out in Chapter 4, we can successfully overcome the first horn of the Complex Inferences 

dilemma.  

 
 
Interim summary 

In the present chapter, I have addressed two developmental dilemmas confronting post-Gricean 

accounts of early communication: the Belief dilemma (Sect. 5.2) and the Complex Inferences 

dilemma (Sect. 5.3). The Belief dilemma has been extensively discussed in the developmental 

literature, and several strategies have been advanced to deal with it (Sect. 5.2.1 – 5.2.4). I have 

argued that such dilemma can be overcome by properly extending Moore’s (2017a) minimalist 

strategy in accordance with the early mentalistic abilities of young children, without the 

necessity to undertake strong commitments on the still-unclear status of early false belief 

understanding (Sect. 5.2.4). By contrast, little attention has been brought to the Complex 

Inferences dilemma in the psychological literature, and existing formulations fall short of 

unambiguously specifying its critical target. After having provided a fine-grained conceptual 

analysis of such a developmental dilemma (Sect. 5.3), I have suggested that its first horn can 

be handled by complementing Bar-On’s (2013, 2018) expressive strategy (Sect. 5.3.1) with the 

modular strategy articulated from an early developmental perspective throughout Chapter 4 

(Sect. 5.3.2); instead, addressing the second horn of the Complex Inferences dilemma calls for 

a more detailed analysis of the questionable assumptions of post-Griceans views as applied to 

early communication (Sect. 5.1). This is the topic of the next chapter. 
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Chapter 6 

The burden of early communication 

 
 
In this chapter, we will address two further dilemmas that are deeply entrenched within the 

developmental troubles of post-Gricean communication anticipated in the previous chapter: the 

Nesting dilemma and the High Order Thoughts dilemma. As will soon become clear, these two 

dilemmas are two sides of the same coin; broadly, both concerns the cognitive burden needed 

to engage in post-Gricean ostensive communication. Following Thompson (2014), we will 

occasionally refer to the conjunction of these dilemmas as the ‘Cognitive Overload dilemma’, 

but we will separate their treatment for analytical reasons. 

We will proceed as follows. In Sect. 6.1, I will introduce the two dilemmas, and in Sect. 

6.2, I will present and discuss Moore’s (2017a) minimalist strategy, which offers a feasible way 

to deal with them by drawing on early work on ostension in comparative research. In Sect. 6.3, 

I will lay the ground for addressing the Nesting dilemma from an alternative perspective by 

building on the few relevant data available (Sect. 6.3.1); then I will outline a revised modular 

strategy to the Nesting dilemma, in strict comparison with Moore’s one (Sect. 6.3.2). In Sect. 

6.4, I will extend the revised strategy to provide a deflationary treatment of the HOT dilemma. 

Finally, I will conclude by indicating possible directions for future research (Sect. 6.5). 

 

6.1 Deep dilemmas 

The critical targets of the Nesting and the HOT dilemmas are, respectively, the post-Gricean 

intentional structure (Fig. 2) and Sperber’s (2000) ‘recursive mindreading claim’ (cf. Sect. 5.1).  

The Nesting dilemma better specifies the second horn of the Complex Inferences 

dilemma (cf. Sect. 5.3) related to the interpreter’s need to decipher “complex communicative 

intentions” (Bar-On, 2013: 359), and it arises from the post-Gricean idea that understanding 

receptive communication requires pragmatic inferences to the nested set of communicative and 

informative intentions that jointly fulfill the overtness requirement. Roughly, this idea entails 

that, as soon as prelinguistic children show an understanding of the possible meanings of 

pointing gestures, they would evidence the ability to inferentially reconstruct the propositional 

content embedded in the two-tiered intentional structure by attributing communicative and 

informative intentions to the pointer. 
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Fig. 2: The intentional structure in post-Gricean communication 

 

As previously remarked (Sect. 4.3; 5.3), pragmatic understanding occurs whenever the 

interpreter recognizes the communicator’s informative intention, but this very intention is 

nested within the communicative intention; the whole process is thus construed as a matter of 

inferring a second-order intentional state [communicative intention] that embeds a first-order 

intentional state [informative intention] with its content p. In other terms, understanding p 

requires interpreters to ‘go through’ or ‘unpack’ this two-tiered intentional structure, however, 

many scholars in pragmatics question the psychological plausibility of this complex process 

(e.g., Geurts, 2019; Kissine, 2016; Moore, 2017a; b; 2018; Scarafone & Michael, 2022). As 

regards receptive communication in early childhood, the central point of the contention is: Do 

prelinguistic infants entertain the intentional structure of nested communicative and informative 

intentions as such? Some critics answer negatively; among them, Moore (2017a) offers a 

minimalist Gricean framework that amends the nested character of the intentional structure to 

simplify its cognition for developing and language-lacking interpreters. In Sect. 6.2, we will 

present and discuss Moore’s proposal in detail. 

The High Order Thoughts dilemma, or HOT dilemma, 1  concerns the 

metarepresentational burden that the cognition of the intentional structure should impose, and 

it specifically targets the ‘recursive mindreading claim’ for which interpreting ostensive 

communication requires entertaining a fourth-order metarepresentation (Sperber, 2000; Scott-

Phillips, 2015; cf. Sect. 5.1): 

 

 

	
1 This nomenclature comes from Moore (2017a). 
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Fourth order: S intends that 

Third order: H believes that 

Second order: S intends that 

First order: H believes that 

Representation: p 

 

The HOT dilemma has been widely emphasized in the literature (e.g., Bar-On, 2021; Gómez, 

1994; 2004; Mazzone, 2018; Millikan, 2005; Moore, 2017a; Sievers, 2022); the questioned 

point on developmental grounds is analogous to the Nesting dilemma: How could young 

children entertain this layered bunch of embedded mental states? Existing data shows that 

children aged eleven track the content of fourth-order metarepresentations slightly above 

chance (Liddle & Nettle, 2006); how such a metarepresentational proficiency can already be 

possessed in early childhood?  

Post-Griceans have largely eluded the plausibility concerns about the recursive 

mindreading claim; while commenting on criticisms related to the HOT dilemma, Heintz and 

Scott-Phillips have recently argued: 

 

These assertions remind us of […] Berkeley’s disbelief in Descartes’ (broadly 

correct) account of binocular vision […]. The point of this comparison is that 

phenomenologically simple phenomena (vision; communication) can have 

scientifically complex descriptions. Vision scientists have made tremendous 

progress in explaining vision by describing the visual system as implementing 

highly complex computations. We think we should not shy away from the idea that 

human communication is based on the comparatively simple ability to represent 

representations (Heintz & Scott-Phillips, 2023: 15, fn. 11).2 

 

Relevance theorists standardly discard the HOT dilemma by arguing that the pragmatics 

module would take charge of processing the fourth-order metarepresentation effortlessly 

without consciously representing it (Sperber, 2000; Wilson, 2000; Scott-Phillips, 2015).3 In 

short, according to the standard modular view, the HOT dilemma should fade away at the level 

of the proprietary mechanism which processes the recursive layered structure of mental states 

	
2 For similar remarks, see also Scott-Phillips (2015: 10). 
3 Note that complexity of this metarepresentational structure was one the of reason behind Sperber and Wilson’s 
(2002) overtness-complexity argument for a specialized pragmatics module (see Sect. 2.2.4) 
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underlying ostensive communication. The standard modular view is, in this sense, not 

explicative: “to posit a modular solution is not to explain how the problem is solved, but simply 

to stipulate that at some point in our evolutionary history it was” (Moore; 2017a: 313). By 

taking this critical remark on board, we will outline a revised modular strategy for the Nesting 

dilemma (Sect. 6.3.2), and we will discuss the implications of such a revised approach on the 

recursive mindreading claim (Sect. 6.4). Before that, let us look at the minimalist strategy 

devised by Moore (2017a).   

 
6.2 The minimalist strategy 

Preliminarily, let us recall the points of Moore’s (2017a) minimalist framework already 

encountered in Chapter 5. Moore’s account fulfills the functional requirement of post-Gricean 

communication because it leaves untouched the first two clauses of Grice’s (1969) speaker 

meaning.4 Minimal communicators in Moore’s sense are hominin ancestors, preverbal infants, 

and primates, who are assumed to share some limited cognitive abilities, such as being able to 

track others’ perceptual and awareness states, and attribute goals in the light of what they have 

perceived. Moore’s (2017a) strategy for the Belief dilemma consisted of recasting informative 

acts as functionally analogous to directives (Sect. 5.2.4); roughly, the same rationale is applied 

to provide a first, tentative treatment of the HOT dilemma. 

Let us focus again on the example of the customer who holds up or tilts her empty glass 

ostensively to enjoin the waiter to pour her another beer. Being this an instance of non-verbal 

directive communication, the metarepresentational burden of the thought entertained by the 

waiter can be reduced to a third-order metarepresentation (cf. Sect. 5.2): 

 

Third order: the customer intends that 

Second order: I believe that 

First order: she intends that 

Representation: I pour her a drink. 

 

According to Moore (2017a: 313-314), informative acts like pointing gestures are functionally 

analogous to directives and can be analyzed as metarepresentationally less demanding than 

Sperber (2000) suggests. Suppose that the waiter non-verbally responds to the customer by 

pointing towards the red ribbon coiled around the draft beer system, to inform her that the 

	
4 Contrary to Sperber and Wilson (1995; 2015), Moore gets rid of Grice’s third clause by endorsing Neale’s (1992) 
amended analysis of speaker meaning (cf. Sect. 5.1). On this point, see Moore (2017b). 
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system is out of order. Following Moore (2017a), the metarepresentational structure of the 

customer’s entertained thought would be something like 

 

Third order: the waiter intends that 

Second order: I believe that 

First order: he intends that 

Representation: I attend to the draft beer system. 

 

To the extent that a red ribbon in the beer system provides rich evidence for the current 

unavailability of draft beer, comprehending the waiter’s informative pointing would require 

only a third-order metarepresentation. Clearly, more sophisticated examples could be provided 

to contend that grasping the pointer’s referential intention is not enough to understand the 

content conveyed by informative pointing (cf. Sect. 4.3.2; 5.2.4), but minimal communicators 

“need not be capable of all varieties of informative communication. There could be subjects 

who communicate only to direct one another’s behaviour, including their gaze or attention” 

(Moore, 2017a: 314).  

Entertaining three orders of metarepresentations is certainly less demanding than four, 

but it is still far beyond the cognitive reach of minimal communicators.5 Something more is 

needed to build a more minimalist treatment of the HOT dilemma, and Moore (2017a) devises 

his strategy by providing an unnested analysis of the post-Gricean intentional structure. To fully 

appreciate Moore’s (2017a) minimalist treatment of the Nesting dilemma, a preliminary 

overview of Gómez’s (1994; 1996) comparative account of ostension is needed.  

In Gómez’s (1996: 145) view, ostension “essentially consists of calling the other 

person’s attention upon one’s own attention before performing a gesture or a behavior”, and it 

can be achieved and detected by way of acts of address (e.g., eye contact) whose function is to 

establish attention contact, that can, in turn, ensure the mutuality and overtness of Gricean 

communication without relying on high order metarepresentations. According to Gómez (1994; 

2004), looking into the eyes is a powerful way for communicators to check the attentional states 

of receivers: when S points toward an object and readily inspects H’s eye direction, S can check 

whether H is (a) attending to S’s protruding finger, and (b) attending to the pointed object. S’s 

pointing gesture is an instance of attention directing, thereby resulting (if fulfilled) in attention 

	
5 Note that, if we modify and complement the above analysis by appealing to factive knowledge states as suggested 
in Sect. 5.2.4, Sperber’s (2000) metarepresentational complexity would come back through the window: (4) the 
waiter intends that (3) I know that (2) he intends that (1) I know that (0) the draft beer system is out of order. 
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following from H’s part (see Gómez, 2004: 211-217). In ostensive-referential communication, 

both attention directing and following are typically anticipated and/or alternated with eye 

contact among the parties, which allows for establishing attention contact whereby both parties 

mutually attend to each other’s patterns of attention. Hence, in ostensive pointing, both the 

pointer and the receiver find out that the focus of their attention is each other’s pattern of 

attention: “[a]ttention contact consists of attending to the attention of a person who, in turn, is 

attending to our attention” (Gómez, 1994: 73). 

Now, if we analytically spell out the kind of reciprocal mutual attention that is reached 

whenever attention contact is established, we will end up with a recursive long formula like “S 

is attending to H attending to S attending to H attending to S” and so forth. However, to be 

engaged in practical situations of attention contact, neither party need to entertain the recursive 

structure of attentional states, because attention contact is created by the very situation: 

 

Organisms endowed with metarepresentational abilities are able to think about the 

cognitive implications of looking at each other’s eyes and translate this into 

analytical chains of embedded thoughts. My contention, however, is that neither 

infant apes nor human infants possess the cognitive tools to do this. Attention 

contact in them is not the result of complex metarepresentational abilities. It is 

primary, in the sense that it is first established; then, if one has the necessary 

cognitive tools, one can construct a metarepresentation of it and its implications. 

However, the special mutuality of intentional communication characteristic of the 

Gricean loop can exist without metarepresentations (Gómez, 1994: 73). 

 

Building on the notion of attention contact and the deflationist construal of ostensive signals as 

acts of address, Moore argues for a strong continuity view regarding ostension on comparative 

grounds: “[t]he need to address gestures to their intended audience is just the same whether one 

is a human asking a waiter to refill one’s glass, a bonobo trying to solicit sex from a peer, or a 

fish gesturing for its hunting partner” (Moore, 2017b: 5). Specifically, Moore’s minimal 

communicators are thought to be aware of the functional role of ostension, intended as a way 

for addressing communicative gestures that increases their chances to get across their message 

and to get their communicative goals fulfilled. Implicit awareness of this functional role is 

argued to be shared across species, thereby departing from Csibra and Gergely (2009), for 

which sensitivity to ostension is human-specific and adapted for social learning (cf. Sect. 4.4). 
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Nevertheless, Moore (2017a) minimalist treatment of the Nesting dilemma partially draws on 

Csibra’s (2010) developmental proposal. Let us explain why. 

As already discussed, the first strand of Csibra’s (2010) proposal is the distinction 

between detecting ostension (i.e., recognizing one’s communicative intention) and inferring the 

content communicated (i.e., recognizing one’s informative intention). The foreign addressee’s 

example illustrates that it may be possible to accomplish the former without successfully 

carrying out the latter, thus providing a good case for the temporal and procedural separation 

of the two processes (cf. Sect. 4.3). However, this does not come along with a conceptual 

separation among the two: ostension and inference are ‘bound together’ because the latter is 

triggered by the former and guided by the expectations elicited by the ostensive character of 

the communicator’s performance, i.e., the second strand of Csibra’s (2010) proposal (cf. Sect. 

4.3.2).  

Moore (2017a; b) endorses Csibra’s idea that ostension and inference may be temporally 

sequential processes, but additionally, he takes them as being both conceptually and 

procedurally unbound: “[w]hile ostension and inference are invariably presented as a package 

deal, in theory and practice they come apart” (Moore, 2017b: 6).6 In contrast with Csibra 

(2010), Moore’s conceptual separation entails that detecting ostension does not require 

receivers to a grasp a second order communicative intention with a nested informative intention. 

Rather, ostension merely requires receivers to realize that communicators are soliciting their 

attention and are exploiting this as a means of addressing a further purposive action to direct 

their attention toward a target object or situation. Accordingly, the second and the first clauses 

of Grice’s (1969) speaker meaning are functionally enacted by, respectively, an act of address, 

which attracts the receiver’s attention through ostensive signals (e.g., eye contact), and the 

production of a purposive sign (e.g., pointing gesture), that articulates the response that 

communicators intend to solicit on the receiver by referentially directing their attention. In sum, 

for interlocutors to fulfill the overtness of Gricean communication, they just need to stand in 

the right visuospatial relationship whereby attention contact is established through eye gaze, 

without being able to reflect on the complex structure of embedded mental states underlying it. 

Hence, ostension does not need to be explicitly represented by interlocutors, rather, “it is 

implicit in schemas of bodily action of which speaker and hearer need scarcely be aware, at 

least until their interaction breaks down” (Moore, 2017a: 320).  

	
6 On the difference between Moore’s and Csibra’s views, see also Thompson (2014). 
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This functional analysis of ostensive communication has important implications on the 

cognitive burden required on minimal communicators: the standard two-tiered intentional 

structure can be minimally grasped as a pair of detached intentional states, which are 

simultaneously expressed by an ostensive signal in conjunction with a purposive 

communicative sign (e.g., pointing), and sequentially processed by minimal receivers. In sum, 

Moore (2017a) clears up the Nesting dilemma by procedurally and conceptually detaching the 

two-tiered structure of post-Gricean intentions. Importantly, this strategy allows for decreasing 

the metarepresentational burden imposed by the cognition of the intentional structure, thus 

providing a further minimalist treatment of the HOT dilemma. Let us turn on this point by 

focusing on the scenario illustrated by Moore (2017a: 314-320). 

Suppose that S and H are hominid hunter-gatherers searching for tubers, and S comes 

across a promising patch of ground. H is carrying the tool to dig, but he is some distance away 

and S wants to non-verbally communicate with him to inspect the ground under her feet. To 

achieve this, S addresses H by soliciting his attention through eye contact and points towards 

the ground to direct H’s attention to it. According to Moore (2017a), H’s grasping of S’s 

communicative performance would involve a pair of first-order metarepresentations that can be 

graphically illustrated as follows: 

 

 

 Eye contact 

First order: S intends that 

Representation: I attend and respond to S’s gesture 

 

 

 Pointing gesture 

First order: S intends that 

Representation: I look at the ground by S’s feet 

Fig. 3: Ostensive pointing interpretation in the minimalist scenario (Moore, 2017a) 

 

In Moore’s (2017a: 319) analysis, H’s attribution of the latter first-order metarepresentation 

about the pointing gesture occurs subsequently to the metarepresentational attribution regarding 

the ostensive signal, and importantly, both are carried out through the ability to track goal-

directed actions in accordance with the cognitive equipment of minimal communicators. Hence, 

contra Sperber (2000), Moore argues that interpreting ostensive behaviors requires entertaining 

a pair of first-order metarepresentations about the communicator’s goals with respect to the 
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receiver: by amending the nested character of the post-Gricean intentional structure, the 

Cognitive Overload dilemma can be cleverly overcome.7  

 

Moore’s minimalist strategy is ingenious, and it provides a valuable functional analysis of 

Gricean communication that revises the intellectualized accounts of standard post-Griceans 

while keeping untouched the overtness requirement. I am sympathetic toward the minimalist 

stance behind Moore’s proposal, and I think it offers interesting ideas about the cognitive 

requisites for detecting ostension in infancy and its possible precursors in primates, but let me 

raise three potential reservations. 

Firstly, it is not clear whether grasping the pair of first-order metarepresentations in Fig. 

3 is enough for minimal receivers to interpret ostensive pointing. As Moore (2017a: 319) 

acknowledges, once H has computed the pointing-related metarepresentation, he must 

additionally infer the content conveyed through the pointing gesture which, by itself, does not 

provide rich evidence for it (cf. Sect. 5.3.1). For instance, S might want to communicate [come 

herex], or [dig herex], or [fetch me the tool to dig herex], or even [someone has already dug 

herex], and so on. That is, an additional inferential effort is needed to make sense of S’s pointing, 

and this would increase the cognitive burden on minimal receivers. In Tomasello’s (2008) 

terminology, entertaining the pointing-related metarepresentation amounts to grasping 

communicators’ referential intention to direct the receiver’s attention towards a target situation, 

but this could not be enough for comprehending the content of their social intention about the 

pointed situation (cf. Sect. 4.3.2). In other words, attending to the pointed patch of ground may 

not suffice for H to fully grasp the instrumental goal behind S’s pointing production. However, 

since Moore’s (2017a) scenario captures a case of directive communication, it is reasonable to 

assume that the interpretative ambiguity will be easily resolved once H carefully attends to the 

ground while approaching S. After all, minimal communicators can attribute goals based on 

others’ factive mental states (see Sect. 5.2.4), but they are not required to engage in more 

sophisticated communication, nor to be error-free interpreters, as long as they communicate 

overtly. 

Secondly (and relatedly), Moore (2017a) does not discuss scenarios of informative 

communication, where the inferential ability to work out the meaning of pointing is more 

	
7 Since communicators need not represent the highest order of their own intentions (i.e., ‘S intends that_’ in Fig. 
3), the production of ostensive behaviors requires just entertaining a pair of simple representations: ‘You attend 
and respond to my gesture’, and subsequently, ‘You look at the ground by my feet’. In sum, producing ostensive 
pointing requires no metarepresentational abilities (see Moore, 2017a: 319). 
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prominently needed. Suppose that S suddenly stops during the gathering, establishes eye 

contact with H, and points directly toward him, possibly by grunting or vocalizing. S might 

want to communicate something like [I’m done, do it on your own], or [I know of a promising 

patch of grounds just behind you], or [There is a spider on your chest], or [You have lost our 

tool!], and so forth. True, minimal communicators “need not be capable of all varieties of 

informative communication” (Moore, 2017a: 314), but overall, the minimally Gricean 

framework does not specify the nature of the inferences carried out by minimal receivers. To 

be fair, Moore (2017a;b; 2018) discusses the viability of the relevance-based modular strategy 

for the Complex Inferences dilemma (cf. Sect. 5.3.2), and also points out its possible 

complementarity with the expressive strategy (Moore, 2013; 2014; 2018); however, he remains 

agnostic about infants’ possession of a pragmatics module, and the analytic tools of the 

minimally Gricean framework alone are not enough to explain how the intended meaning of 

informative acts is inferentially worked out. Indeed, not even preverbal infants are presumably 

able to comprehend the meaning of puzzling and unexpected pointing gestures, but they are 

found to be good at interpreting cooperative occurrences of informative pointing (Behne et al., 

2005; Behne et al., 2012), while great apes do not (Tomasello, 2019).8 As remarked (Sect. 

5.2.4), Moore (2017a) simply stops at recasting informative acts as functionally analogous to 

directives, but this leaves ultimately unaddressed the Complex Inferences dilemma. 

Finally, it is not straightforward why the sequential, ‘one-by-one’ processing of a pair 

of first-order metarepresentations should be less demanding than partially grasping the nested 

structure of post-Gricean intentions. In general, the behavioral cues that enact the 

communicative intention (e.g., ostensive signal) and the informative intention (e.g., pointing 

gesture) are produced almost simultaneously by communicators, but computing a pair of first-

order metarepresentations in the short time frame between the two cues would require minimal 

receivers to understand two propositional attitudes almost concurrently, and this may not be 

enough to figure out the pointer’s intended meaning. In theory, the metarepresentational burden 

is reduced in comparison with Sperber’s (2000) fourth-order metarepresentation, but grasping 

the pair of metarepresentations plus inferring the content is still cognitively demanding for 

minimal communicators – a fact whose Moore (2017a: 319) himself is aware of.  Notably, even 

if we low the bar for minimally Gricean communication as not requiring the receiver’s inference 

and the successful uptake of the content conveyed, Moore’s framework still require the 

computation of two concurrent propositional attitudes which, in Csibra’s (2010) view, can be 

	
8 But see Lyn, Russell & Hopkins (2010), for a study on how enculturation in rearing environments positively 
impacts great apes’ comprehension of declarative pointing. 
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rephrased in terms of recognizing that the communicator is overtly expressing an informative 

intention about the pointed target, roughly conceptualized as ‘communicative intention 

recognition’ without full-fledged ‘informative intention recognition’ (see Sect. 4.3). 

Specifically, whereas Csibra’s (2010) framework accounts for the understanding of ostensive 

behaviors as a matter of recognizing two conceptually bound intentional states (i.e., 

communicative and informative intentions), the same outcome in Moore’s analysis requires 

computing two intentional states plus drawing a ‘blind’ inference towards the content 

communicated: all in all, it is not clear why the latter should be less demanding that the former. 

Moreover, the conceptual separation between ostension and inference prevents reducing the 

inferential burden on minimal receivers, because no ostension-related expectation is assumed 

to assist the inferential process (cf. Sect. 5.3.2), and Moore (2017a) remains silent concerning 

the nature of minimal inferences. In sum, while conceptually splitting up ostension and 

inference permits to devise a solution to the HOT dilemma, the minimalist treatment to the 

Nesting dilemma runs the risk of increasing the cognitive demands for comprehending 

ostensive behaviors and leaves explanatory gaps concerning the nature of the inference 

underlying pointing comprehension.9  

All this makes it worth exploring a different strategy which encompasses a coherent 

treatment of the developmental dilemmas discussed so far, is informed by available empirical 

data, and goes beyond Moore’s minimalist constraints while building upon the valuable ideas 

behind his functional analysis of ostension. In the remaining, we will pursue this path by 

addressing the two sides of the Cognitive Overload dilemma from a revised modular 

perspective. 

 

6.3 Addressing the Nesting Dilemma 

To tackle the Nesting dilemma, it is useful starting from the technical definition of informative 

and communicative intentions as provided by Sperber and Wilson (1995): 

 

• Informative intention: to make manifest or more manifest to the audience a set 

of assumptions (Sperber & Wilson, 1995: 58). 

	
9 This explanatory gap in Moore (2017a) may signal an acknowledgment of the difference between interpretative 
proficiencies among ‘minimal communicators’, such as great apes and infants. More recently, Moore (2021) 
explained apes’ poor performances in pointing comprehension as due to limited social attention and little 
environmental pressure for cooperation. In short, even though they do engage in post-Gricean communication, 
great apes would perform poorly as compared to infants because they are inattentive and unmotivated. See also 
Berio, Newen & Moore (2023). 
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• Communicative intention: to make it mutually manifest to the audience and the 

communicator that the communicator has this informative intention (Sperber & 

Wilson, 1995: 61). 

 

Historically, the notion of ‘mutual manifestness’ in the definition of communicative intention 

aimed at getting off the definitional troubles confronting Grice’s (1957) seminal intuitions 

about the overtness of intentional communication, which required the communicator’s 

intentions to enter the ‘common ground’ or being ‘mutually known’ among interlocutors 

(Lewis, 1969; Schiffer, 1972; Clark & Marshall, 1981). Philosophers have long pointed out that 

explanatory notions like ‘common ground’ and ‘mutual knowledge’ lead to an infinite regress 

of recursive mental states (Strawson, 1964; Schiffer, 1972; for an overview, see Avramides, 

1989: Chapt. 2), and the notion of mutual manifestness was supposed to avoid the regress while 

providing a psychologically plausible account of ostension in communication: what is needed 

to account for overtness is that the informative intention be mutually manifest to communicator 

and audience (cf. Sperber & Wilson, 1995: 38-64). Sperber and Wilson’s solution is hotly 

debated in the philosophical literature (Davies, 1987; Garnham & Perner, 1990; Gerrig, 1987; 

Scarafone & Michael, 2022; Sperber & Wilson, 1990), but the aim of this section is not to delve 

into this outstanding definitional problem. Rather, I want to probe the implications of Sperber 

and Wilson’s (1995) technical account of overtness from a developmental perspective by 

addressing the following question: To what extent can we argue that, in cases of infant-directed 

ostensive communication, young children do recognize an intention to make mutually manifest 

a further (informative) intention? To address this question, a clear understanding of the notion 

of mutual manifestness is worthwhile. 

In Chapter 3 (Sect. 3.5.1 and footnotes therein) we have already encountered some 

preliminary notions to understand mutual manifestness. For Sperber and Wilson (1995; 2015), 

an assumption, a proposition, a fact, or more broadly, a piece of information, is manifest to an 

individual at a given time if they are capable of mentally entertaining it and accepting it as true 

or probably true. Manifestness has a dispositional character because manifest information is not 

required to be actually entertained by an individual; rather, the individual could merely be 

capable of inferring and perceiving it from background knowledge and the surrounding 

environment. For instance, it is unlikely that someone would have ever entertained the 

information that Joe Biden has never fought against a dragon, but it is reasonable to suppose 

that several people would be able to infer this information based on their available knowledge 

about the non-existence of dragons and some scattered assumptions about Joe Biden’s daily 
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routine. Indeed, not even the fact that something is inferable from previous knowledge and 

assumptions is strictly necessary for something being manifest to an individual: 

 

A car is audibly passing in the street. You have not yet paid any attention to it, so 

you have no knowledge of it, no assumptions about it, even in the weakest sense of 

‘knowledge’ and ‘assumption’. But the fact that a car is passing in the street is 

manifest to you (Sperber & Wilson, 1995: 41). 

 

In sum, manifest facts, information, assumptions, or propositions are those falling within the 

actual and potential perceptual and/or cognitive reach of an individual, and the whole set of 

manifest information makes up the cognitive environment of that individual. 

Despite an individual’s cognitive environment may contain information or assumptions 

that are merely liable to be mentally entertained, its boundaries are not open-ended; rather, they 

are constrained as “a function of his physical environment on the one hand and his cognitive 

abilities on the other” (Sperber & Wilson, 1995: 39). This suggests that whatever is included in 

individuals’ cognitive environment (i.e., what is manifest to them) depends on the combination 

of their subjective experience, world knowledge, cognitive and inferential abilities, memory 

resources, and the physical environment around them. These multiple variability factors make 

it unlikely that two individuals’ cognitive environments completely overlap; however, two 

cognitive environments can partially intersect, thus demarcating a shared cognitive 

environment, i.e., the subset of both individuals’ cognitive environment that is shared among 

them. The establishment of a shared cognitive environment is a pre-condition for establishing 

a mutual cognitive environment which, in turn, includes all the facts, information and 

propositions that are mutually manifest among two individuals: 

 

In a mutual cognitive environment, for every manifest assumption, the fact that it 

is manifest to the people who share this environment is itself manifest. In other 

words, in a mutual cognitive environment, every manifest assumption is what we 

will call mutually manifest (Sperber & Wilson, 1995: 41-42). 

 

As suggested in this passage, two criteria must be met for a fact/information/assumption to be 

mutually manifest among two individuals:  
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(a) it must be included in a shared cognitive environment, thus falling within the (potential 

or actual) perceptual and/or cognitive reach of both individuals;  

(b) each individual must be capable of entertaining, via perception or inference, that that 

fact/information/assumption is manifest to both. 

 

When it comes to perceptible facts or information, (a) is fulfilled whereby both individuals have 

perceptual access to the respective fact or information, while (b) can be met if both individuals 

are jointly attending to it. For instance, if we are looking at the sunset side-by-side, the sunset 

is mutually manifest to both of us; analogously, if we incidentally make eye contact while 

looking at the sunset, the sunset is mutually manifest to us, since we are attending to it while 

mutually recognizing that we are both attending to it. In sum, the establishment of ‘joint 

attentional triangles’ is a good case to intelligibly understand Sperber and Wilson’s (1995) 

notion of mutual manifestness.10  

From a developmental perspective, the ability to engage in joint attention, and thus to 

bring objects, events, or situations within a mutual cognitive environment, is widely argued to 

emerge with the ‘nine-month revolution’ (Stephens & Matthews, 2014; cf. Sect. 4.3.2); 

however, things might get troublesome when the notion of mutual manifestness is applied to 

unobservable mental states such as the communicator’s informative intention: How do 

interlocutors make mutually manifest their informative intentions? And could that be harder 

when one of the parties involved is a young child? 

According to Clark (2013: 117), “[t]he best way is to do something which has no other 

explanation than that the communicator is ostensively communicating”, such as addressing 

utterances or producing any kind of non-verbal behavior by catching the audience’s attention 

through ostensive signals (e.g., eye contact; raised eyebrows). Once the communicator succeeds 

in making her informative intention mutually manifest, “the presumption of optimal relevance 

is also made mutually manifest and the addressee will work on recovering the intended 

interpretation” (Clark, 2013: 118). The Algorithmic modularity strategy articulated in Chapter 

4 extends this latter point to infant-directed ostensive communication, because it construes 

ostension in infancy as the trigger for relevance-based inferences towards given information 

	
10 On this point, see Tomasello (2008: 91-96) and Wharton (2009: 168). For accuracy, it should be noted that the 
two mentioned examples tap two slightly different instances of ‘joint attention’. Building on the multi-stages 
account recently proposed by Siposova and Carpenter (2019), the first case (with no-eye contact) is an instance of 
“common attention”, while the second (with incidental eye contact) is an instance of “mutual attention”. As argued 
by the authors, only the second case captures a truly case of joint attention. Also, note that Breheny’s (2006) loose 
understanding of joint attention in terms of shared situation broadly correspond to Siposova and Carpenter’s 
(2019) “common attention” (cf. 5.2.3). 
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assisted by pragmatic expectations of optimal relevance (see also Sect. 5.3.2). What is 

questionable, from both a theoretical and an empirical point of view, is whether the 

communicative intention that infants would come to recognize once addressed ostensively, 

really amounts to Sperber & Wilsons’s (1995) communicative intention “to make an 

informative intention mutually manifest”. A twofold problem may be raised.  

Firstly, according to clause (a), for something being mutually manifest among two 

interlocutors, this must be included in their shared cognitive environment, thus being inferable 

or perceivable by both; however, “if people share cognitive environments, it is because they 

share physical environments and have similar cognitive abilities” (Sperber & Wilson, 1995: 

41), and here is where the first problem may arise: in infant-directed ostensive communication, 

the cognitive abilities of the parties involved (i.e., the adult and the infant) are arguably 

different.11 While adults’ cognitive and metarepresentational abilities can grant them to grasp 

a communicative intention as such, thus allowing them to entertain (if needed) the two-tiered 

intentional structure underlying ostensive communication, infants might lack the ability for 

understanding the tight relationship between communicative and informative intentions. Note 

that this would not necessarily impact infants’ behavioral responses to ostensive 

communication but would just call into question the claim that infants recognize full-blown 

communicative intentions in the same way as adults do. 

Secondly (and relatedly), if we recast mutual manifestness in terms of joint attention, 

for an informative intention to be mutually manifest among interlocutors, they should be 

capable of jointly attending to a mental state (i.e., the informative intention). Accordingly, 

recognizing Sperber & Wilson’s (1995) communicative intention would amount to grasping the 

communicator’s intention to establish joint attention towards her informative intention; while 

recognizing an informative intention, (technically defined) would amount to attending to the 

information that the communicator wants to make more manifest to the audience. Grasping this 

subtle distinction may be difficult because, in full ostensive communication, the expression of 

communicative and informative intentions often occurs simultaneously. In Moore’s (2017a) 

functional analysis, the communicative intention is enacted by ostensive signals, while the 

informative intention can be enacted through pointing gestures, but in the experiments reviewed 

in Sect. 4.3.2, especially in Behne et al.’s (2005) study, ostensive signals and pointing are 

performed concurrently by the experimenter, and importantly, several ostensive signals (e.g., 

raised eyebrows, eye contact and alternated gaze to the target) are produced to ensure that young 

	
11 Note that this is the same point behind Williams’s (2021) account of communicative troubles in autism, cf. Sect. 
3.5.1. 
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participants take the pointing gesture to be a relevant communicative cue for the location of the 

hidden toy. Specifically, Behne et al.’s experiments show that when referential communicative 

cues like pointing and gazing are performed in a marked ostensive way, 14- and 18-month-olds 

are significantly more likely to attend to the experimenter’s information about the toy location 

and act accordingly; by contrast, without ostensive signals, they search randomly and do not 

attend to that information – most likely because they do not understand that some relevant 

information has been provided. In this sense, such data reveal infants’ ability to recognize the 

experimenter’s informative intention (i.e., the intention to make more manifest episodically 

relevant information) only when this very intention is made fully manifest through behavioral 

ostensive signals. However, they are underdetermined to conclude that infants are recognizing 

a full-blown communicative intention as technically defined by Sperber and Wilson (1995), let 

alone that infants are able to grasp the nested intentional structure when interpreting ostensive 

behaviors. To be more clear, such data show that when adults jointly and markedly express 

their communicative and informative intentions through ostensive behaviors, infants are more 

likely to recognize their informative intention (i.e., understanding its informative content), but 

do not provide evidence that infants entertain the two-tiered intentional structure underlying 

ostensive communication, precisely because such experiments do not investigate infants’ 

implicit awareness of the subtle relationship between communicative and informative 

intentions.  

In sum, the twofold problem above raises both theoretical and empirical concerns: on 

the one hand, for infants to grasp a communicative intention “to make an informative intention 

mutually manifest”, they should possess cognitive abilities comparable to those of adult 

communicators, which could not be the case in infant-directed ostensive communication; on 

the other hand, available empirical data actually show that infants do recognize the informative 

intention overtly expressed by adult communicators, but they are undetermined to conclude that 

infants recognize full-blown communicative intentions, or that they grasp the nested intentional 

structure as such. 

Now, how can we tackle this twofold problem? One way is to insist that, since adults’ 

ostensive behaviors express their communicative intention and infants’ interpretative responses 

are guided by early expectations of optimal relevance (presumably underpinned by an ‘innate’ 

pragmatics module, see Sect. 4.5), the above-mentioned data do provide evidence for their 

ability to grasp the nested set of communicative and informative intentions. The rationale 

behind this view would be that, notwithstanding technical definitions, since early relevance-

based inferences are triggered by ostension and directed toward the informative content, and 
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since detecting ostension roughly amounts to recognizing one’s communicative intention 

(Csibra, 2010; cf. Sect. 4.3), infants show the ability to ‘go through’ the nested intentional 

structure without being aware that they are computing a second-order intentional state with a 

first-order intentional state as its content. The apparent complexity behind this cognitive 

process would be resolved at the level of the proprietary cognitive mechanism which underpins 

it, that is, a pragmatics module specifically evolved to solve this seemingly complex cognitive 

task.12 Roughly, this is the strategy pursued by Scott-Phillips (2015; see also Heintz & Scott-

Phillips, 2023), but this is not a real solution for the Nesting developmental dilemma; at best, 

this is a way to ‘beg the question’ as not problematic, provided that we fully endorse the 

theoretical tenets of Relevance Theory and its implications on evolutionary grounds. To be fair, 

I am open-minded with respect to this evolutionary-based strategy, but given that current data 

in developmental and comparative research do not yet provide strong evidence for these claims, 

let us outline a possible alternative strategy informed by the few data available so far. 

 

6.3.1 Full-blown communicative intentions? 

Finding empirical evidence for intentions is not an easy matter, much less in the case of 

communicative (i.e., second-order) intentions. One indirect way to probe people’s capacity to 

entertain the nested intentional structure is to look at their implicit awareness of the subtle 

distinction and relationship between communicative and informative intentions. In this respect, 

one valuable phenomenon is the intentional disguise of an informative intention, also called 

‘hidden authorship’ (Tomasello et al., 2007; Scott-Phillips, 2015; Heintz & Scott-Phillips, 

2023).  

Hidden authorship is a case of covert information transmission where the agent has an 

informative intention, but also strategic motives to keep it hidden. For instance, suppose that 

Mary is doing a puzzle and she wants to finish it on her own.  One piece is missing, and Peter 

knows that Mary does not want any help, but he still wants to help her without being noticed. 

To do this, he places surreptitiously the missing piece where Mary can see it, doing all he can 

to not bring her attention to his helping behavior. Peter’s action is described as a case of hidden 

authorship because he holds the informative intention to make more manifest to Mary a fact or 

information (i.e., the missing piece is therex), but at the same time, he tries to hide this intention 

to Mary by acting surreptitiously. Indeed, hidden authorship is not a proper case of 

communication because, by acting covertly, Peter avoids interacting with Mary and tries to 

	
12 Note that this is precisely the point raised by the overtness-complexity argument (cf. Sect. 2.2.4). 
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transmit information without communicating. However, to keep his informative intention 

hidden, Peter should hold a second-order intention to not make manifest his first-order 

informative intention, thus equating the layered structure of intentionality of ostensive 

communication (see Table 2). Let us compare hidden authorship with a standard case of 

ostensive communication where Peter calls Mary, establishes eye contact, and points toward 

the missing piece. In this latter case, Peter’s communicative behavior is wholly overt, thereby 

expressing both a communicative and an informative intention by ostensively making manifest 

to Mary the location of the puzzle piece. By contrast, in hidden authorship, Peter expresses his 

informative intention by locating the piece within Mary’s visual range while simultaneously 

acting upon a negative communicative intention which accounts for his informative (covert) 

behavior. In sum, Peter acts upon a second-order intention in both cases, but in hidden 

authorship, this very intention is a negative one, that of concealing the first-order intention to 

transmit a piece of information. 

 

 Hidden authorship Ostensive communication 

Communicative 
intention 

Negative 
Peter intends not to make manifest that 

Manifest 
Peter intends to make mutually manifest that 

 
Informative 

intention 

Hidden 
Peter intends to make manifest to Mary 

that the missing piece is therex 

Mutually manifest 
Peter intends to make manifest to Mary that 

the missing piece is therex 

Table 2: Comparison between hidden authorship and ostensive communication 

 

Hidden authorship captures a non-standard way of transmitting information because it requires 

deliberately teasing apart communicative and informative intentions in production, thus 

demonstrating a skilled understanding of the role and function of communicative intentions and 

their relationship with informative intentions. Hidden authorship is commonly exploited in 

several situations involving concealment, politeness and generosity, and adult interlocutors are 

arguably able to engage in it.13 But what about young children? 

The only study investigating children’s production of hidden authorship is the one run 

by Grosse, Scott-Phillips, and Tomasello (2013), where 3- and 5-year-old children were 

engaged in a covert-helping situation analogous to the scenario discussed above. The crucial 

	
13 For a broader discussion of several hidden authorship situations, see Heintz & Scott-Phillips (2023; especially, 
Stehberger’s commentary and authors’ response). 
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no-help condition, where the experimenter explicitly expressed her wish to finish the puzzle 

alone, was compared with a control condition in which the experimenter said to be happy to 

receive help from the child, and both conditions were preceded by several familiarization trials 

where children were engaged in the cooperative game.14 The dependent variables were the 

ostensiveness degree of children’s helping behavior (i.e., to what extent they made manifest to 

the experiment their willingness to provide information) and the informativeness of their actions 

(i.e., whether they indicated the puzzle piece location when trying to help the experimenter). 

Results showed that, whereas they acted informatively, children in both age groups significantly 

reduced the ostensiveness of their behaviors in the no-help condition, with 5-year-olds being 

more likely to help with zero ostension as compared to younger children. In sum, at least 

starting from 3 years old, children can act upon hidden authorship by deliberately suppressing 

the manifestness of their informative intentions, and this ability appears to fine-tune over time. 

It is important to stress that, by providing indirect evidence of performers’ ability to 

disentangle communicative and informative intentions in production, hidden authorship is only 

an indirect way to investigate children’s implicit awareness of the relationship between 

communicative and informative intentions. Specifically, Grosse et al.’s (2013) study does not 

probe their capacity to entertain the nesting relationship between communicative and 

informative intentions but still provides an interesting experimental paradigm to shed light on 

children’s capacity to exploit the two-tiered structure of post-Gricean communication for 

strategic motives; as such, hidden authorship indicates “an especially deep understanding of the 

way communicative intentions operate within the communicative act as a whole” (Tomasello, 

2008: 90).15 Importantly, hidden authorship in production should not be taken as a prerequisite 

for entertaining the nested intentional structure, and more elaborated experimental settings 

should be devised to test hidden authorship in comprehension, which appears to be 

methodologically challenging.16 Still, 3-year-olds’ command of hidden authorship “comprises 

	
14 Importantly, in the no-help condition, children were prompted to help by a second experimenter with whom they 
shared the puzzle game in the familiarization phase. For a description of the details and the rationale behind the 
procedure of this complex controlled task, see Grosse et al. (2013). 
15 But see Moore (2015) for critical remarks concerning the additional demands required by hidden authorship. 
16 Although hidden authorship mirrors the same intentional complexity of ostensive communication (cf. Table 2), 
retrospectively ‘spotting’ hidden authorship behaviors presumably requires much more inferential effort than 
interpreting ostensive behaviors. While in the latter case, the interpretative process unfolds from grasping the 
communicative intention (i.e., detecting ostension) to inferring the content of the informative intention, making 
sense of hidden authorship would sequentially require to: (i) attend to the given information (e.g., the missing 
piece is therex), (ii) realize that someone intentionally made manifest that information (i.e., grasping the 
informative intention), (iii) infer that that very intention has been intentionally concealed (i.e., grasping the 
negative communicative intention). Whereas ostensive communication requires a top-down inference in Table 2, 
retrospectively understanding hidden authorship requires a bottom-up inferential process to increasingly higher 
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good evidence of an understanding of what a communicative intention consists of, and its 

relationship with informative intentions” (Scott-Phillips, 2015: 89). Hereinafter, we will take 

this age as a provisional threshold for children’s understanding of full-blown communicative 

intentions, pending further evidence with younger children and data on comprehension.  

Now, let us suppose that infants – say, 18-month-olds and younger – lack the capacity 

to engage in hidden authorship: How can we account for their selective responsiveness and 

interpretative proficiency with ostensive behaviors? How would they infer the nested 

intentional structure underlying ostensive communication? How do they recognize expressed 

communicative intentions if they lack the ability to entertain them as such? Tomasello (2008) 

suggests that “infants comprehend a primordial version of communicative intentions in the 

sense that they understand when a communicator intends an act ‘for’ someone else’s benefit”, 

but they do not already grasp “the full intentional structure of adult-like communicative 

intentions involving hidden authorship” (Tomasello, 2008: 132-133; my emphasis). So let us 

endorse this nuanced stance to advance some hypotheses about what the primordial version of 

communicative intentions could look like. 

One hypothesis comes from Moore’s minimalist framework: ostension indicates to 

infants that a communicative act has been performed for them, hence, they simply recognize 

being the intended recipients, provided that the communicative cue is addressed in the right 

way so as to effectively bring their attention to the communicator.17 As such, this would be a 

minimalist understanding of communicative intentions, likely shared in the animal kingdom 

and presumably mastered by non-human primates (Moore, 2017b). We have already discussed 

the detached version of the intentional structure implied by such a minimalist view, and we 

have already raised some remarks concerning the unexplained nature of the inferences drawn 

by minimal receivers, whose comparison with infants’ inferential proficiency might undermine 

the strong continuity approach on ostension championed by Moore (see Sect. 6.2) 

Another hypothesis comes from Csibra (2010): it builds on the suggestion that, besides 

attracting one’s attention, “ostension comes with a tacit guarantee of relevance” (Sperber & 

Wilson, 1995: 49), and stresses the role of the expectations and assumptions triggered by 

ostension in infancy. Besides the genericity assumption prominently related to Csibra and 

Gergely’s (2009) pedagogical construal of ostensive communication (cf. Sect. 4.4), Csibra’s 

	
order intentional states (Vaccargiu & Mazzarella, 2022). Relatedly, there is no assistance from the informant to 
carry out this complex inference (cf. Sect. 5.3.2) – otherwise, it would not qualify as ‘hidden authorship’.   
17 Note that the several data on young infants’ responsiveness and preference for ostensive signals can coherently 
be interpreted from this perspective (cf. Sect. 4.3.1) 
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(2010) focuses on referential expectations, which can, in turn, be understood in two different 

ways. In the narrow sense, referential expectations are restricted to ostensive-referential 

communication and assist infants’ referential anchoring of the communicator’s informative 

intention, by guiding the identification of the target of a deictic gesture (see Sect. 4.3.2). In the 

wider sense, referential expectations can be understood by thinking of referentiality in terms of 

aboutness, as meaning that the communicative intention expressed by the ostensive behavior 

entails (i.e., makes implicit reference to) some informative content that should be inferred. This 

wide sense best captures Csibra’s (2010) hypothesis that detecting ostension and inferring the 

content are bound processes, and it encompasses all instances of ostensive communication 

besides referential ones.  

According to Csibra (2010: 144), “ostensive signals simply indicate the presence of a 

second-order (i.e., communicative) intention referring to an empty placeholder for the 

corresponding informative intention”, and infants’ inferential efforts are directed at filling the 

empty placeholder of the informative intention that ostension is supposed to set up; that is, they 

are directed at identifying the content of the informative intention manifestly expressed by the 

communicator. But given that available data are undetermined to conclude that infants 

recognize full-blown communicative intentions as adults and 3-year-olds presumably do, how 

can we describe responsiveness to ostension in infancy? Let us outline a revised modular 

hypothesis that explores the implications of Csibra’s (2010) view by partially drawing on 

Gómez’s pioneering work on ostension.  

 

6.3.2 The revised modular strategy 

Gómez (1994) described ostension through eye contact as a means for establishing ‘attention 

contact’, whereby the mutual awareness of reciprocally directed attention is brought into the 

focus of the parties’ attentional states (see Sect. 6.2). In Gómez’s view, the kind of mutual 

awareness involved in attention contact is more perceptual than intellectual: “[o]rganisms in 

attention contact don’t think of each other thinking of each other; they perceive each other 

attending to each other” (Gómez, 1994: 76). Moreover, the notion of attention contact 

“identifies a particular mechanism capable of making things mutually manifest” (Gómez, 1994: 

74), in particular, the parties’ reciprocally directed attentional patterns and the external objects 

targeted by the communicator’s subsequent reactions (e.g., gaze-shifts or pointing gestures).  

Now, if we add to Gómez’s picture Csibra’s (2010) idea of referential expectations in 

terms of aboutness, attention contact can be intended as a mechanism capable of eliciting (also) 

referential expectations about the content of the communicator’s informative intention, which 
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is worked out by way of relevance-based inferences that can afford infants’ “recognition of 

informative intention”  (technically defined), provided that the informative intention is 

expressed manifestly by markedly producing ostensive signals. In other words, ostension in 

infancy may not be detected as expressing an “intention to make an informative intention 

mutually manifest” but might be perceptually understood as a purposive attempt to make 

attention contact that, once reciprocally established, triggers referential expectations which (a) 

help infants to focus on the target of ostensive deictic behaviors (i.e., narrow sense), and (b) 

assist their early inferential attempts towards the content communicated (i.e., wide sense). 

According to this proposal, infants do not yet recognize communicative intentions as such, but 

their precocious responsiveness to ostension would signal a built-in expectation to ‘read’ in 

adults’ establishment of attention contact a purposive means for making more manifest relevant 

information by directing their attention towards a target referent/situation, thus increasing the 

degree of mutual manifestness of the target referent/situation (i.e., bringing the 

referent/situation within the focus of their joint attention). What distinguishes the present 

proposal from Moore’s (2017a) minimalist strategy is that, whereas Moore broadly 

conceptualizes ostension as a mere trigger for referential expectations in the narrow sense, the 

proposed view describes ostension in infancy as triggering referential expectations in both the 

narrow and wide sense, in accordance with Csibra’s (2010) hypothesis that ostension sets up 

an empty placeholder for the informative content to be inferentially worked out. 18  This 

theoretical step is prevented in the minimally Gricean framework by Moore’s (2017a; b) 

construal of ostension and inference as detached processes, both conceptually and procedurally. 

Importantly, the proposed view does not entail that there cannot be minimal Gricean 

communicators at all; more nuancedly, it implies that, in view of the early pragmatic 

expectations through which infants try to give meaning to ostensive behaviors (cf. Sect. 4.3.2), 

they could possess a more sophisticated starting equipment than Moore’s minimal 

communicators, both in the range (and mixed character) of ostensive signals whose they are 

sensitive to and in the cognitive mechanism that underpin their early inferential attempts (i.e., 

the pragmatics module; cf. Sect. 4.4; 4.5).19 

	
18  From this perspective, referential expectations in the wide sense can be more specifically spelt out as 
expectations of episodic and enduring optimal relevance, as described in Sect. 4.3.2. 
19 Besides humans’ availability of motherese, which is arguably the most distinctive, universal, and powerful 
infant-directed ostensive signal, it is worth pointing out that, in many monkey species, prolonged eye contact often 
functions as a threat signal in addition to its ostensive function (see Gómez, 1996; 2021). That is, contrary to 
humans, apes’ eye contact does not uniquely fulfill a communicative function. For a recent study suggesting that 
humans’ ostensive demonstrations can elicit in great apes an expectation of relevance that triggers a pedagogic 
interpretation of ostensive communication, see Marno et al. (2022). 
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To step back to the definitional issues with which we start addressing the Nesting 

dilemma, the present proposal accommodates the hypothesis that adults accomplish to “make 

mutually manifest their informative intention” in infant-directed ostensive communication. 

What distinguishes the proposed view from the standard modular approach, relies on the 

account of the perceptual and cognitive mechanisms through which infants’ receivers come to 

grasp this analytically complex communicative behavior. Ostension is still the key factor for 

making mutually manifest an informative intention, but infants’ processing of ostension may 

not yet occur as a metarepresentational recognition of a full-blown second-order 

communicative intention. Being encoded in behavioral signals, ostension allows for 

establishing attention contact between adults and infants, and the mutual awareness entailed by 

attention contact is firstly grasped perceptually by young recipients (Gómez, 1994), without 

requiring the ability to grasp the two-tiered structure of intentional states which underlies it – 

that, by hypothesis, should require an implicit awareness of the relationship between 

communicative and informative intentions (Sect. 6.3.1). By extending Moore’s minimalism, 

the present proposal suggests that when attention contact (i.e., ostension) is markedly sought 

by adults, and conversely, when infants detect ostension, this elicits wide referential 

expectations about the informative content communicated (Csibra, 2010), which is inferentially 

reconstructed by a pragmatics algorithmic module with a built-in presumption of optimal 

relevance (cf. Sect. 4.5). In other terms, when infants notice that they have been targeted by an 

informative intention, this spontaneously activates relevance-based inferences aimed at 

“recognizing the informative intention” (i.e., comprehending its content), without the necessity 

to entertain the second-order communicative intention behind adults’ wholly overt expression 

of their informative intention. That is, ostension brings into light the communicator’s 

informative intention and triggers the functioning of the cognitive mechanism (i.e., the 

pragmatics module) which retrieves its content by way of early pragmatic inferences assisted 

by expectations of optimal relevance. The ability to grasp the full-blown communicative 

intention underlying ostensive communication could emerge once young children understand 

that others’ informative intentions can be expressed also in different ways than ‘full 

ostensively’ (e.g., through an absentminded pointing briefly anticipated by a furtive glance),20 

as a consequence of their new-found understanding of the tight relationship between 

communicative and informative intentions – perhaps, due to “representational redescription” 

(Karmiloff-Smith, 1992) that occurs during cognitive development (cf. Sect. 4.5.2). 

	
20 For a study with 3-year-olds that may be interpreted along this line, see Moore, Liebal & Tomasello (2013). 
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The revised modular strategy just outlined is in line with the standard modular view for 

which the kind of communicative mindreading required by ostensive communication is 

underpinned by a pragmatics module, but instead of construing its metarepresentational 

function as equivalent among infants and adults, the revised approach decreases the 

metarepresentational burden for infants. Whereas adults and children aged three (or a bit 

younger) can interpret ostensive communication by implicitly entertaining the layered structure 

of nested intentions and by recognizing full-blow communicative intentions, infants might 

interpret ostensive behaviors by simply inferring informative intentions through an early 

relevance-based heuristic, provided that adults’ communicators express their informative 

intentions in fully overt ways. Ostension plays a pivotal role in triggering the early expectations 

and inferences that carry out the mentalistic recognition of others’ informative intentions, but 

at least in early development, ostension does not need to be processed as expressing a second-

order communicative intention. Ostension might firstly be established, detected, and responded 

to; then, once children understand how it can be variably and strategically exploited, they would 

become able to entertain the nested intentional structure which underlies its functioning and to 

recognize and attribute full-blown communicative intentions as such.21 In sum, before that 

time, infants might not be confronted with any Nesting dilemma to handle.22 

 

6.4 Deflating the HOT dilemma 

Before discussing the implications of the revised modular strategy on the HOT dilemma, let us 

take stock of how it can be handled by considering the points raised so far. According to the 

	
21 This view fits with the interactionist approach underlying the nativist account of pragmatics offered in Sect. 
4.5.2. 
22  A different strategy can be devised by drawing on Sperber’s (2019a; b) rethinking of ostension as an 
evolutionary recent form of attention manipulation, prominently inspired by Gómez’s view. Roughly, ostension is 
here construed as a way to (i) draw the addressee’s attention to a communicative intention, and (ii) as indicating 
that the intended content is optimally relevant to the addressee, called by Sperber (2019a) “ostensive mentalistic 
communication”. This sketched view would keep the prominence of wide referential expectations in Csibra’s sense 
while maintaining the reference to a “communicative intention” (not technically defined) towards which the 
addressee’s attention is drawn. If I am reading this properly, this entails that the post-Gricean intentional structure 
might be grasped as a whole (i.e., as an unnested, sui generis intention) in early ontogeny. However, this strategy 
should require a clearer explanation of what the “communicative intention” expressed through ostension would 
amount to. Sperber’s (2019a) phrasing captures the self-referential character of communicative intentions, as 
meaning that the content of a communicative intention includes an element referring to the intention itself, thus 
stressing its reflexive character. Notably, also Thompson (2014) pointed to a similar strategy to simplify the 
cognition of communicative intentions in early infancy, but this would preliminarily require spelling out the details 
of the reflexive construal of communicative intentions from a philosophical perspective, which is not easy matter 
(see Recanati, 1986; Bach, 1987). To be fair, I am sympathetic with respect to this reflexive strategy, which is 
indeed much in line with Grice’s (1957) early intuitions, but further research is needed to figure out its cognitive 
implications. 
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recursive mindreading claim, interpreting ostensive communication requires entertaining a 

fourth-order metarepresentation: 

 

Fourth order: S intends that 

Third order: H believes that 

Second order: S intends that 

First order: H believes that 

Representation: p. 

 

Since some implicit ToM tasks most likely tap infants’ attribution of factive mental states (e.g., 

knowledge/ignorance) rather than proper (false-)beliefs (Powell et al., 2018; Tomasello, 2019; 

cf. Sect. 5.2.2), and given the unclear status of early false belief understanding in current 

empirical research (Sect. 5.2.1; 5.2.2), Sperber’s (2000) fourth-order metarepresentation can be 

preliminarily rephrased as involving knowledge states, rather than belief states: 

 

Fourth order: S intends that 

Third order: H knows that 

Second order: S intends that 

First order: H knows that 

Representation: p. 

 

Building on Moore (2017a), we could analyze some informative acts (e.g., informative 

pointing) as functionally equivalent to directives, thus slightly decreasing the 

metarepresentational complexity: 

 

Third order: S intends that 

Second order: H knows that 

First order: S intends that 

Representation: H attends to something (i.e., object/fact/situation). 

 

Building further on Moore (2017a), we might detach the grasping of post-Gricean intentions, 

thus obtaining a pair of first-order metarepresentations: 
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Act of address Pointing gesture 

First order: S intends that 

Representation: H attends to S’s pointing  

First order: S intends that 

Representation: H attends to something (i.e., 

object/fact/situation) 

 

As argued above, this is a valuable solution for the HOT dilemma, but it leaves unaddressed 

issues related to the Complex Inferences dilemma, and Moore’s (2017a) minimalist treatment 

of the Nesting dilemma runs the risk of increasing the cognitive demands for efficient 

comprehension of ostensive informative pointing (Sect. 6.2).  

 According to the revised modular account outlined above, infants do not need to 

process ostension as a metarepresentational recognition of a communicative intention; rather, 

ostension is simply perceived as a purposive attempt to establish ‘attention contact’ (Gómez, 

1994) that triggers the operations of the pragmatics module guided by (wide and narrow) 

referential expectations that some informative content about something (i.e., 

object/fact/situation) must be inferred from the ostensive behavior. As a result, the underlying 

inferential process could be conceptually defined as a single first-order metarepresentation that 

captures the addressee’s attempt to recognize the communicator’s informative intention: 

 

First order: S intends that 

Representation: H attends to p 

 

where p specifies the content of the information provided. Or, to better capture instances of 

ostensive-referential communication: 

 

First order: S intends that 

Representation: H attends to something (i.e., object/fact/situation) to know p.23 

 

Importantly, the revised modular account implies that infants are elicited to compute such first-

order metarepresentation only when the adult communicator performs a communicative sign 

(e.g., pointing) in a marked ostensive manner; otherwise, the input for triggering the operations 

of the pragmatics module would fall short of eliciting the relevance-based expectations that 

	
23 Notably, this latter formulation can accommodate partial comprehension of informative pointing where the 
recipient referentially anchors the communicator’s informative intention without fully understanding it (cf. Sect. 
4.3.2). 
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guide the interpretative process aimed at recognizing the informative intention (i.e., 

understanding its content). In other words, when adults fail to address infants in a marked 

ostensive way or mildly conceal the manifestness of their informative intention, this not-wholly 

ostensive input would fail to trigger the pragmatic expectations which assist the inferential 

functioning of the pragmatics module. 24  In sum, full and marked ostension by adult 

communicators plays a pivotal role in assisting infants’ mentalistic recognition of their 

informative intention (cf. Sect, 5.3.2); later, with further cognitive development and as a result 

of more sophisticated interacting practices, children might fine-tune their implicit knowledge 

of the means – being these conventional, unconventional, and less manifest – by which 

interlocutors express their informative intentions to get their message across (cf. Sect. 4.5.2).25 

 

Now, let us put ourselves in the shoes of the post-Gricean reader who finds Sperber’s (2000) 

fourth-order metarepresentation deflated into a single first-order metarepresentation. They 

could contend that the proposed minimalist treatment, although built upon a modular view of 

pragmatics in early development, exceedingly downplays the metarepresentational richness that 

characterizes ostensive communication and could potentially have a detrimental impact on 

current endeavors in evolutionary theorizing (e.g., Heintz & Scott-Phillips, 2023). The post-

Gricean skeptic might insist that unconsciously entertaining fourth-order metarepresentations 

is not as complex as it may appear; after all, some testing methodologies show that adults can 

track up to seven orders of metarepresentations above chance (see O’Grady et al., 2015); hence, 

we might remain confident that further empirical efforts will eventually provide evidence of 

pre-verbal children’s abilities with recursive mindreading. But before that, how should we 

handle the plausibility warnings linked to the recursive mindreading claim? 

On the one side, faithful post-Griceans gloss over such warnings and fully endorse the 

recursive mindreading claim, since humans possess a modularized, evolutionary ancient ability 

for representing representations: “recursive mindreading is simply not as difficult in reality as 

it seems on paper. Humans can entertain not only metarepresentations, but even meta-meta-

meta-meta-meta-meta-meta-representations” (Scott-Phillips, 2015: 74). On the other side, 

moderate post-Griceans acknowledge the psychological implausibility of the recursive 

mindreading claim: “this speculation of fourth-order metarepresentations […] may be in fact a 

	
24 Notably, the results of Behne et al.’s (2005) experiments can well be interpreted from this perspective (cf. Sect. 
4.3.2). 
25 Importantly, further research is needed to clearly understand which aspects of cognitive development and what 
kinds of interacting practices could enhance this fine-tuning during ontogeny. 
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vestige of a Grice-like rational reconstruction of the structure of comprehension” (Mazzone, 

2018: 128). On the empirical side, Gómez warned that what is wrong with the recursive 

mindreading claim, “is that we are trying to describe a cognitive function (what is technically 

known as “ostension” […]) with a sophisticated cognitive mechanism that, despite its 

sophistication, is in fact unable to compute this particular function” (Gómez, 2004: 304).  

Recently, Sievers (2022) has tried to take these warnings seriously by assessing the 

impact of current empirical research on great apes’ communication on the recursive 

mindreading claim.26 As she remarks, standard post-Gricean views typically frame the claim 

within a biconditional relationship. Roughly, a communicative interaction is an instance of 

ostensive communication (P), if and only if, a fourth-order metarepresentation is involved (Q): 

P ó Q; but therefore, “progress with regards to discussing the empirical findings cannot be 

made, because it is difficult if not impossible to falsify the 4th order intentionality within this 

biconditional relation” (Sievers, 2022: 5). Theoretical investigations of post-Gricean 

communication, such as Sperber’s (2000) one, were mainly aimed at analyzing interactive 

scenarios in order to exclude cases of covert communication and identify straightforward cases 

of ostensive communication (cf. Sect. 5.1). Such investigations were mainly pursued through 

step-by-step complex descriptions of communicative behaviors that provided a methodological 

paradigm for identifying a set of necessary and sufficient conditions for ostensive 

communication, and this set of conditions was thus taken as the only benchmark for ostensive 

communication to occur. However,  

 

Necessary and sufficient conditions cannot exclude counterfactuals, in the sense of 

excluding other potential options outside of the paradigm. If for instance 4th order 

intentionality is sufficient for ostensive intentional communication to occur, if 4th 

order intentionality was not present, ostensive intentional communication could 

have still occurred in other ways, with other mechanisms and states in place, such 

as for instance emotional […] or attentional states (Sievers, 2022: 8). 

 

In sum, fourth-order intentionality may be sufficient but not necessary for ostensive 

communication, which can well occur in ways other than those outlined by early theoretical 

investigations. Sievers’ take-home message is that the outcomes of such investigations “are not 

truths put in stone, but rather endeavors that require constant adaptation to novel empirical 

	
26 On this point, see also Townsend et al. (2017). 
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findings” (Sievers, 2022: 9); therefore, when novel findings or paradigms break ground in the 

field, novel theoretical analyses are possibly urged. While Sievers’ contention primarily 

concerns comparative research, a similar route can be pursued in developmental research. 

Novel accounts of infants’ social cognition point out that early mentalizing abilities 

might be facilitated by the absence of a full-blown self-concept that does not interfere with the 

others’ epistemic perspective (Southgate, 2020; cf. Sect. 5.2.2). By considering the implications 

of this account and by assuming that infants lack a full-blown self-concept, why should infants 

make sense of ostensive communication by entertaining a bunch of embedded mental states 

that make recursive reference to the self? Most likely, a more frugal explanation in terms of 

expressed and recognized intentions could better help to shed light on the nature of ostensive 

communication in infancy (see Csibra, 2010), and infants’ precocious mentalistic proficiencies 

with it could result from the absence of a contrasting self-perspective, as hinted by the 

altercentric account of early social cognition.27 The skeptic might contend that the mirror self-

recognition test is not the best way to probe agents’ self-awareness (Mitchell, 1993; Brandl, 

2018), but creatures able to entertain a fourth-order thought with recursive reference to the self 

would likely be able to pass the self-recognition test. So, how can we (post-Griceans) coherently 

hold the recursive mindreading claim if infants fail in such a test? 

According to the revised modular view, the recursive mindreading claim is a red herring 

to properly understand early ostensive communication. Presumably, contemporary vision 

scientists went far beyond Descartes’ description of binocular vision, just providing a finer-

grained re-analysis of his (broadly correct) account. By extending the analogy, we should not 

shy away from the idea that early ostensive communication can be more precisely described 

without committing ourselves to the recursive mindreading claim.28 

 

6.5 Agenda for future research 

So far, we referred to the “recursive mindreading claim” to indicate Sperber’s (2000) 

assumption of a fourth-order metarepresentation; however, the notion of recursive mindreading 

is also related to a hotly debated issue concerning joint activities like communicative 

interactions: the underlying structure of the common ground among interlocutors.  

	
27 For seminal intuitions regarding the way through which extensive engagement in ‘attention contact’ might allow 
later development of infants’ self-awareness and full-blown ToM, see Gómez (1994: 76-78). 
28 For related remarks with respect to ostensive communication from an evolutionary perspective, see Cartson 
(2023). 
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The common ground from which communicators devise their mutual contributions and 

upon which interpreters carry out pragmatic inferences relies on a substrate of joint goals and 

mutual assumptions that are implicitly shared among interlocutors; in developmental and 

comparative research, the basic cognitive skill allowing for this ‘sharedness’ is typically called 

recursive mindreading (Tomasello, 2008: 94-96). The reference to “recursion” captures the 

philosophical intuition that, in order to conceptually spell out the content of common ground, 

we need a complex structure of mental states about what one knows that the other knows that 

one knows that the other knows… potentially, ad infinitum (see Schiffer, 1972; Wilby, 2010); 

but how could this recursive mental process be psychologically plausible?  

The issue of common ground is intertwined with the overtness of Gricean 

communication because wholly overt communication requires speaker intentions to enter the 

interlocutors’ common ground. As mentioned above, Sperber and Wilson’s (1986/1995) mutual 

manifestness was supposed to avoid the infinite regress of mental states while providing a 

psychologically plausible account of ostension as the key cognitive construct underlying human 

intentional communication. Recently, this solution has been challenged as theoretically 

equivocal and psychologically demanding, thus questioning the validity of ostension as a 

cognitive construct, especially in relation to prelinguistic communication in infancy (see 

Scarafone & Michael, 2022; Scarafone, 2023).  

As shown throughout this chapter, the term “ostension” is often used in developmental, 

evolutionary, and comparative psychology in a broader sense as compared to Sperber and 

Wilson’s early definition, as loosely indicating a form of attention manipulation for 

communicative purposes (see Gómez, 1994; Moore, 2017a; Sperber, 2019a; b; Heintz & Scott-

Phillips, 2023), and the revised modular view outlined above profits of this definitional shift to 

provide a novel solution to the deep dilemmas of post-Gricean communication. Clearly, 

outstanding definitional problems cannot be glossed over by simply appealing to looser 

terminology. This broader conceptualization opens new avenues for research on ostension in 

prelinguistic communication and its possible precursors in non-human species, but urgently 

calls for a finer-grained theoretical analysis that overcomes possible ambiguities across 

disciplines.  

Among relevance theorists, the rethinking of the notion of ostension has just begun 

(Sperber, 2019 a; b), and several questions still need to be answered from both developmental 

and comparative perspectives: How does the definition of ostension in developmental and 

comparative psychology differ from the narrow sense in pragmatics, and what are the 

implications for studying the cognitive underpinnings of early ostensive communication? What 
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are the specific cognitive skills involved in processing ostension, and how do these skills 

develop during childhood? How do different cognitive domains, such as mindreading, working 

memory and attention, relate to the ability to process ostension, and how can their possible 

interaction be accounted for in theoretical models of ostensive communication? What are the 

key differences in the cognitive skills and underlying mechanisms involved in processing 

ostension between human infants and non-human primates, and how can these differences 

inform the current debate on the evolution of linguistic communication and social cognition?  

From a developmental perspective, the framework provided in the present thesis 

endorses a modular view with respect to ostension in infancy and favors an empirically based 

approach that construes early ostensive communication as prominently relying on young 

children’s ability for joint attention, rather than involving full-fledged ToM, belief attribution, 

or high-order mental state attribution. However, the establishment of joint attention apparently 

relies on recursive mindreading (Tomasello, 2008: 321-322) and there is still little agreement 

in developmental research on what joint attention really is and how ‘jointness’ is achieved. 

Accordingly, future advances in studying ostension would surely benefit from a better 

understanding of joint attention.  

Recently, Siposova and Carpenter (2019) have provided a novel theoretical framework 

that analyzes joint attention as a cluster of cognitive skills and processes that encompass graded 

stages of “social attention” that vary in terms of bidirectional engagement among parties and 

knowledge states involved. This new framework is informed by theoretical perspectives in 

social cognition that emphasize the role of second-person engagement in mutual interactions 

(e.g., Eilan, 2005; Gómez, 2005), and broadly aligns with the ‘interactionist turn’ recently 

called for in comparative research (Sievers, 2022). This framework might thus offer a valuable 

starting point to analyze ostension as a communicative form of attention manipulation and could 

provide new insights for operationalizing different forms of attention manipulation to be more 

systematically investigated on empirical grounds from both a developmental and a comparative 

perspective. 

Another outstanding issue that has been touched upon throughout this thesis, relates to 

the notion of mental metarepresentation variably deployed in Relevance Theory. The classic 

notion of metarepresentation dating back to Leslie (1987) and Perner (1991) requires agents to 

decouple others’ epistemic perspectives from their primary representation of the reality. 

However, if we take seriously the idea that communicative mindreading does not necessarily 

involve decoupling (Westra & Nagel, 2021; cf. Sect. 3.6) and the hypothesis that infants’ 

mentalizing might be smoothed by the weak prominence of the first-person perspective from 
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which the altercentric one must be decoupled (Grosse Wiesmann & Southgate, 2021; cf. Sect. 

5.2.2; 6.4) an in-depth philosophical analysis on the notion of metarepresentation is urged to 

properly understand the metarepresentational character of communication from a relevance-

theoretic perspective. As hinted by Jary (2010: 180-181), Relevance Theory presumably 

endorses a weaker notion of metarepresentation that significantly differs from Leslie’s and 

Perner’s ones, because it grants the capacity to infer the speaker’s mental states (i.e., 

communicative and informative intention) without strictly depending on the decoupling ability 

needed to compute false beliefs. However, a full-fledged philosophical analysis of this weaker 

notion of metarepresentation is lacking in standard relevance-theoretic accounts of ostensive 

communication. Although metarepresentations can be loosely defined as “representations of a 

representation” (cf. Allott, 2017), a more detailed explanation is needed to clearly define weak 

metarepresentations that do not involve the active decoupling of epistemic perspectives; 

moreover, such an explanation should go along with a detailed account of the cognitive 

resources needed to entertain weak metarepresentations as opposed to decoupled ones.  

A possible direction might consist of extending the notion of “belief file” outlined by 

Kóvacs (2016) for implicit Theory of Mind to the realm of ostensive communication. Belief 

files are described as flexible representational structures made up of two variables (one for the 

believer, the other for the propositional content of her belief) that can be separately updated in 

online belief computation; importantly, “belief files might not necessarily be dependent on 

regular representations of reality” (Kóvacs, 2016: 523). A file-like theoretical construct in the 

sense described by Kóvacs (2016) could be employed to conceptualize the nature of the 

metarepresentations underlying ostensive communication and could also be applied to explain 

infants’ interpretative proficiency with it (Vaccargiu, 2022). However, further theoretical 

research is needed to spell out the features of this new representational construct and its possible 

relationship with so-called “belief files”. 

 

 

Final summary 

In the present chapter, I have addressed two developmental dilemmas that concern the cognitive 

burden needed by infants to engage in post-Gricean communication: the Nesting dilemma and 

the High Order Thoughts dilemma (Sect. 6.1). One feasible way to deal with these dilemmas 

has been outlined by Moore (2017a), who provide a minimalist analysis of the nested intentional 

structure in terms of detached intentional states which allow recasting Sperber’s (2000) fourth-

order metarepresentation as a pair of first-order metarepresentations (Sect. 6.3). Alternatively, 
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I have provided a revised modular strategy to the Nesting dilemma in strict comparison with 

Moore’s minimalist strategy and the standard modular view (Sect. 6.3 – 6.3.2). Accordingly, I 

have extended this strategy to provide a deflationary solution to the High Order Thoughts 

dilemma, thus conceptualizing infants’ pragmatic understanding as a matter of entertaining a 

single first-order metarepresentation whose computation is triggered when they recognize being 

targeted by someone in a fully ostensive manner (Sect. 6.4).; furthermore, I have discussed the 

implications of the proposed account on the recursive mindreading claim. To conclude, I have 

sketched a possible agenda for future research on the topic (Sect. 6.5). 
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Thesis summary and conclusions 
 

This thesis aimed at exploring the purported modularity of pragmatic understanding in light of 

the experimental literature on clinical and developmental pragmatics research. The first part 

was concerned with providing a detailed account of Sperber and Wilson's (2002) Pragmatics 

Module Hypothesis from a theoretical and empirical perspective.  

In Chapter 1, I have provided a historical overview of the concept of “modularity” in 

cognitive science from seminal works in linguistics and philosophy of mind to later proposals 

in evolutionary and developmental research, thus outlining a conceptual map of the different 

declinations of the modularity hypothesis that is pivotal for properly understanding the 

contemporary modular view of pragmatics. Chomsky’s (1980) and Fodor’s (1983) modularity 

hypotheses motivated different attempts to fit pragmatics within the cognitive architecture of 

the mind, and Fodorean modules were ill-suited to investigate pragmatic understanding from a 

modular perspective. The massive modularity framework and the functional approach in 

evolutionary psychology subverted the classic Fodorean view, thus paving the way for 

investigating high-order cognitive processes from a renewed modular perspective. Early 

developmental and clinical research on Theory of Mind profited from this wider modular 

approach, thus laying the ground for extending the modularity hypothesis in cognitive 

pragmatics. By outlining a historical survey of this non-Fodorean research landscape, I have 

singled out three conceptions of modularity in the massive modularity framework: the 

Epistemic, the Algorithmic, and the Hardware conceptions of modularity (cf. Samuels, 1998; 

Gerrans, 2002). Then, I have presented the Multiple Mechanisms Hypothesis developed by 

Baron-Cohen (1995), who conceived of mindreading as sustained by a set of several 

mechanisms tailored to different kinds of mental states, and I have discussed the role of this 

hypothesis in ‘bootstrapping’ the idea of a pragmatics module dedicated to the interpretation of 

communicative behaviors in terms of underlying communicative intentions. 

In Chapter 2, I have offered a comprehensive analysis of the Pragmatics Module 

Hypothesis proposed by Sperber and Wilson (2002) by spelling out its philosophical, 

evolutionary, and theoretical foundations. The centerpiece of the Hypothesis relies on the idea 

of a ‘relevance-guided comprehension heuristic’ automatically applied to attended ostensive 

stimuli, which provides error-prone interpretative hypotheses about the speaker’s intended 

meaning as a function of the communicative context. Sperber’s (1994a) tripartition among 

interpretative strategies further supplemented the Hypothesis on theoretical grounds, by 
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offering a general framework for conceptualizing the relationship between the pragmatics 

module and further mechanisms for mental state attribution. Furthermore, I have provided an 

overview of the features of the purported pragmatics module to be explored in the subsequent 

chapters. 

In Chapter 3, I have focused on the debated ‘Sub-module claim’ made by Sperber and 

Wilson (2002), thus taking a stance within the current controversy on the topic in experimental 

pragmatics. Specifically, I have argued that the methodological and empirical concerns duly 

raised by scholars in the field actually target the claim for a complete overlapping between 

pragmatics and Theory of Mind. The empirical predictions deriving from this ‘complete 

overlapping claim’ contrast with some data on autistic people’s selective pragmatic profile; 

however, through a finer-grained analysis, I have shown that the same predictions do not follow 

from the Pragmatics Module Hypothesis as well, thus allowing to accommodate the relevant 

data while discarding the complete overlapping claim. Furthermore, I have highlighted the 

compatibility of some recent accounts of the pragmatic challenges in autism with the modular 

Hypothesis.  All in all – pace some skeptics – the modular view of pragmatics is not disproved 

by available data in experimental pragmatics. 

 

Despite the limitations of early attempts to empirically support the Pragmatics Module 

Hypothesis by testing young children (e.g., Happé & Loth, 2002), developmental research was 

early pointed out as a meaningful testing ground for it (Wilson, 2005). Hence, the second part 

of this thesis explored the ‘developmental side’ of the present Hypothesis. 

In Chapter 4, I have addressed the ‘triviality challenge’ outlined in cognitive pragmatics 

by Mazzone (2018), who contends that every conception of modularity based on a behavioral 

notion of domain specificity – such as Sperber and Wilson’s (2002) one – is deemed to be trivial 

and theoretically unsound. To face this challenge, I have offered a novel theoretical strategy 

based on an Algorithmic conception of modularity and built upon a behavioral notion of domain 

specificity, thereby articulating this strategy from a developmental-cognitive perspective. On 

the one hand, I singled out three behavioral responses to be elicited by ostensive behaviors for 

empirically supporting the hypothesis of a cognitive mechanism specialized for them: (i) 

attracting the addressee’s attention, (ii) directing the addressee’s inferential effort towards the 

communicated content, and (iii) triggering the addressee’s expectations of optimal relevance. 

On the other hand, I reviewed and discussed empirical data for such behavioral responses by 

drawing from developmental research on infants’ early involvement in ostensive 

communication (e.g., Csibra, 2010), which has been mostly investigated for its role in social 
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learning (Csibra & Gergely, 2009) and less in relation to the hypothesis of an early-developing 

modular heuristic for interpreting communicative behaviors. By extending the Hypothesis to 

pragmatic understanding in the pre-verbal age, I have emphasized the role of the pragmatic 

expectations elicited by ostensive behaviors, and I have provided an empirically informed 

account of episodic and enduring relevance expectations that guide and constrain pragmatic 

inferences in early childhood. In addition, I have argued that such data are best explained by 

positing an early-developing pragmatics algorithmic module dedicated to giving meaning to 

ostensive behaviors, and I supplemented my proposal by outlining a novel nativist account for 

the pragmatics module framed within a broad interactionist and developmental picture of early 

pragmatics. As I argued, the proposed framework offers compelling reasons for the non-

triviality and empirical plausibility of the Pragmatics Module Hypothesis.  

 

Philosophers and psychologists pointed out that post-Gricean views like Relevance Theory 

raise a plethora of “developmental dilemmas” that potentially undermine their suitability for 

explaining infant communication (e.g., Breheny, 2006; Millikan, 1987; Moore, 2017a); 

Chapters 5 and 6 addressed such dilemmas from a modular perspective in light of available 

empirical evidence in developmental psychology. 

In Chapter 5, I have focused at length on the Belief dilemma and the Complex Inferences 

dilemma. The Belief dilemma concerns the apparent necessity to possess the concept BELIEF 

for engaging in post-Gricean communication, which can be problematic if infants cannot 

understand false beliefs. After having discussed several strategies put forward in the 

developmental literature, I have argued that this dilemma can be overcome by properly 

extending Moore’s (2017a) minimalist strategy, which consists of recasting post-Gricean 

communication as requiring knowledge or ignorance attribution, rather than the possession of 

BELIEF. In addition, I have outlined the reasons for embracing such a minimalist strategy within 

a modular framework for pragmatic understanding in infancy without undertaking strong 

commitments on the still-unclear status of false belief understanding in early development. The 

Complex Inferences dilemma concerns the alleged complexity of the inferences underlying 

pragmatic understanding in the absence of a spoken language, but since this developmental 

dilemma is ambiguously formulated in the current literature, I have preliminarily provided a 

finer-grained conceptual analysis apt to address it in a perspicuous way. Then, I faced this 

developmental dilemma by complementing the expressive strategy (Bar-On, 2018), which 

highlights the expressive power of infant-directed communication, with the Algorithmic 

modularity strategy spelled out in Chapter 4. 
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In Chapter 6, I have explored two further dilemmas that are deeply entrenched within 

the post-Gricean tenets: the Nesting dilemma, deriving from the idea that pragmatic 

understanding relies on a mentalistic inference to a nested structure of intentions, and the High 

Order Thoughts dilemma, stemming from the claim that pragmatic comprehension requires 

entertaining a fourth-order metarepresentation. These two dilemmas are two sides of the same 

coin since both concern the cognitive burden required on infants to engage in post-Gricean 

communication; hence, addressing the former ultimately affects the latter’s treatment. One 

feasible way to deal with them is provided by Moore (2017a), whose minimalist strategy has 

been presented and discussed at length over the chapter. Building upon the functional analysis 

of post-Gricean communication provided by Moore, I went beyond his minimalist approach by 

offering a renewed modular strategy to the Nesting dilemma informed by the few 

developmental data currently available and the pioneering work on ostension carried out by 

Gómez (1994) in comparative psychology. Accordingly, I extended this renewed strategy to 

provide a deflationary solution to the High Order Thoughts dilemma that strongly departs from 

the standard modular approach currently pursued on evolutionary grounds (Heintz & Scott-

Phillips, 2023), in that it recasts the fourth-order metarepresentation as a single first-order 

metarepresentation prompted by fully ostensive communicative behaviors. By considering the 

current status of empirical research in early social cognition, I have suggested that a paradigm 

shift in theoretical analyses of early ostensive communication is possibly urged on 

developmental grounds. This contention has been recently made in comparative psychology 

(Sievers, 2022); a similar approach in developmental psychology might set new avenues for 

investigating the early roots of ostension in prelinguistic communication. Some tentative 

suggestions on the topic are sketched on my concluding agenda for future research. 

 

In conclusion, I have developed a theoretical framework for articulating the hypothesis of a 

pragmatics module for communicative understanding from a developmental-cognitive 

perspective. While the current status of research in experimental pragmatics is still unclear to 

enlighten on the cognitive status of pragmatics and its relationship with Theory of Mind, 

research in developmental psychology can provide positive evidence for the hypothesis of an 

early-developing inferential heuristic, assisted by pragmatics expectations to give meaning to 

ostensive behaviors. The proposed framework capitalizes on different perspectives about the 

architecture of the human mind in cognitive science and is informed by recent empirical data 

on the early roots of pragmatic development in the pre-verbal age. Moreover, the proposed 

framework allows for a more coherent treatment of the several developmental dilemmas raised 
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by philosophers and psychologists in light of current empirical research on the cognitive and 

social underpinnings of communication in early childhood. Future empirical research will 

hopefully profit from this fine-grained theoretical analysis. 
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