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Introduction and motivation 

In 1938, Wagner and Hauffe found that molecules adsorbed on the surface of semiconductors 

change their electrical resistance [1]. Then, Heiland [2], Bielanski et al. [3], and Seiyama et al. 

[4] laid the groundwork for the possible construction of a commercial device based on 

semiconductors for the detection of gaseous molecules. Metal oxide semiconductor gas sensors 

have been extensively researched since the pioneering work reported in 1962 by Seiyama et al. 

[5] and Taguchi [6]. Immediately following the commercialization success of Figaro in 1969, 

tremendous R&D efforts were expended in this newly emerging field [7]. The research of this 

period focused not only on experimental investigations, but also on the comprehension of the 

theoretical basis behind sensor operation. Chapter 1 summarizes up-to date properties of a 

semiconductor based on quantum physics and the working principle of chemoresistive gas 

sensors. 

In the late 1980s, the primary application of commercialized semiconducting metal oxides 

(SMOXs)-based devices was as alarm devices to prevent fires and accidents in habitations 

through real-time monitoring of the indoor amount of explosive and dangerous gases [8]. 

Afterwards, the recognized impacts of air pollution on human health, especially in industrial 

environments such as the chemical, mining, and manufacturing industries, prompted substantial 

research to identify the safe limits for the exposition of known airborne hazardous chemicals 

[9]. Legislation imposed numerous significant constraints on industrial activities, including the 

introduction of gas exposure criteria, such as the threshold limit value (TLV) and short-term 

exposure limit (STEL), as legal benchmarks for human safety. As a result, the number of 

applications needing reliable detection of a wide range of gases has increased dramatically. 

Moreover, recent advances in the miniaturization of SMOX-based gas sensors have 

significantly reduced their size, production costs and energy consumption, thereby enabling 

their integration into consumer devices for large-scale applications [10], e.g. emerging 

technology for the Internet of Things. SMOXs sensors are now used in a wide range of 

applications, including industrial emission control, household security, vehicle emission 

control, environmental monitoring and agricultural and biomedical applications. [8]. Many 

companies now provide types of solid-state sensor, including Figaro, FIS, MICS, UST, 

CityTech, AppliedSensors, NewCosmos, Alphasense, Sensirion, and others [11]. 

The increased demand for gas sensors for a wide range of applications has highlighted not only 

the capabilities of these devices, but also their limitations. Indeed, the new applications require 

precise sensors, functioning under the effects of interfering agents and complex conditions (e.g. 

high temperature and pressure), which can affect analyte detection [12]. In addition to 

distinguishing the gas target from the others being present at the same time, the sensors must 

detect low levels of its concentration in the surrounding environment and be reproducible across 

short, medium and long-time periods [8].  

SnO2 is nowadays the most extensively investigated and employed metal-oxide material due to 

its excellent sensing capabilities, which enable high-sensitivity detection of low concentration 

levels of various gases. Unfortunately, the high sensitivity of SnO2 to a wide range of gases 

makes it inherently unselective and often unsuitable for many an application [8]. The quest for 

highly selective and high-performance gas sensors encouraged research into new sensing 

materials. The sensing properties of SMOXs other than SnO2, such as TiO2, WO3, ZnO, Fe2O3, 

and In2O3, have been examined. However, as comprehensively discussed in Chapter 1, even 
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though SMOXs are catalytically active, different strategies are required to improve their 

selectivity and sensitivity.  

Two approaches, outlined in “state of the art”, Chapter 2, were used in this thesis to enhance 

the sensing capabilities of SMOX films for detecting ethanol and hydrogen, i.e., two analytes 

of widespread interest for several applications. 

The first strategy aimed to control the size and shape of WO3 nanostructured powders used to 

produce thick films. Indeed, because several synthesis approaches may be employed to 

manipulate the crystalline structure and morphological characteristics of this material, it is 

particularly well suited to being tailored for target gas detection in complex environments. Two-

dimensional (2D) WO3 was evaluated as the most promising for the optimization of active 

surface area and film porosity for ethanol sensing.  

The second approach tuned the chemical composition and structure of SnO2 through 

substitution of Sn sites with Ti and Nb in different contents. Ti, Nb and Sn have similar ionic 

radii and bimetallic oxide solid solution of (Sn,Ti)xO2 and (Ti,Nb)xO2 have been claimed to 

enhance the sensing properties of single oxides, although some limitations remain. 

Nevertheless, the large number of compositional and structural combinations that these 

materials offer, makes it possible still unexplored possibilities.  

Material productions and experimental methods for their morphological, chemical, structural 

and electrical characterizations are reviewed in Chapter 2, together with the processes for 

thick-film preparation of the sensors.  

Chapter 3 presents the results of the aforementioned characterizations for both the 2D-WO3 

and the (Sn,Ti,Nb)xO2 solid solution. Sections 3.1.1 and 3.1.2 describe the chemical-physical 

properties of the two materials, whereas Sections 3.2.1 and 3.2.1 exhibit their sensing 

capabilities. While the reactions between the target gas and the surface of WO3 are well 

documented in the literature, those that occur over (Sn,Ti,Nb)xO2 are unknown due to the new 

chemical nature of the material. Therefore, operando Diffuse Reflectance Infrared Fourier 

Transform (DRIFT)-spectroscopy was employed to explore the interactions between water 

vapour, ethanol and hydrogen with the surface of the most promising (Sn,Ti,Nb)xO2 sensors 

while they were being under operation (Section 3.3). The sensors capability vs. hydrogen and 

ethanol were compared to that of other semiconducting metal oxides from the literature in 

section 3.4. 

Finally, the detection mechanisms for both the 2D-WO3 and the (Sn,Ti,Nb)xO2 films are 

proposed in Chapter 4 considering all the evidences from experimental results in Chapter 3. 

Chapter 5 concludes this thesis by providing a critical assessment of the work done and the 

results gained, as well as future perspectives on the development of gas sensors based on WO3 

and SnO2 via morphological and structural engineering.  

 

This thesis has been organized in terms of topics rather than of materials. However, a re-

organization of the thesis by materials is possible by first reading all of the sections devoted to 

WO3 (n.m.1) and then all of those linked to (Sn,Ti,Nb)xO2 (n.m.2).  
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Chapter 1- CHEMICAL SENSING WITH 

CHEMORESISTIVE DEVICES 
 

1.1 INTRODUCTION TO CHEMORESISTIVE GAS SENSORS 

A chemical sensor for gas detection, defined by the International Union of Pure and Applied 

Chemistry (IUPAC), “is a device that transforms chemical information, ranging from the 

concentration of a specific sample component to total composition analysis, into an analytically 

useful signal”. They are composed of a receptor and a transducer unit (see Fig. 1.1 a). The 

receptor detects the presence of the gas and transforms a chemical or physical information into 

a form of energy which is measured by the transducer. The transducer is the unit that transforms 

the energy, carrying the information about the sample, into a useful analytical signal [13].  

Chemical sensors may be classified according to the operating principle of the transducer unit 

in optical, electrochemical, electrical, mass sensitive, magnetic or thermometric devices. As 

examples, various types of commercial gas sensors belonging to different classes are depicted 

in Fig. 1.1 b. Among them, electrical sensors are the most simple to develop, and thus have 

been largely investigated and utilized in practical applications [14]. “Electrical devices are 

based on measurements, where no electrochemical processes take place, but the signal arises 

from the change of electrical properties caused by the interaction of the analyte” (IUPAC). 

Chemoresistive sensors, such as metal oxide (MOX) semiconductor-based sensors, belong to 

this class [13] and the interaction of the gas with the receptor unit is based on reversible redox 

processes over its surface.  

The chemoresistive sensor typically consists of a sensitive semiconducting layer deposited on 

the top of a substrate equipped with electrodes used to measure the electrical signal (see Fig. 

1.1 c). Moreover, the sensitive film is commonly thermo-activated by means of a heater, which 

is separated from the sensing film by an electrical insulating layer. The technological 

advancement of this type of sensor aims to improve the efficiency of all its components, i.e., 

Fig. 1.1 a) Representation of the basic principle of a chemical sensor based on two units: receptor 

and transducer. The signal of a chemoresistive gas sensor is shown as an example. b) Different types 

of chemical sensors classified according to their operating principle. c) Cross-section view of a 

typical chemoresistive gas sensor.  
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sensing layer, substrate, electrodes/heater configuration, in order to reduce their size and 

energetic consumption, as well as to increase the sensitivity, selectivity and stability of the 

analyte detection.  

This thesis work focused on the optimization of semiconducting metal-oxide (SMOX) films as 

sensitive layers for gas sensing applications. Therefore, chapter 1 seeks to provide the 

framework to understand the working principle of SMOX reception, i.e., influence of the 

adsorbed gas on the conductance of the films. Moreover, structural parameters of metal oxides 

controlling gas sensing properties will be summarized.  

 

1.2 BACKGROUND ON SOLID-STATE PHYSICS 

The unique properties of semiconducting materials enable the development of numerous 

technological devices. Notably, they are suitable materials for the production of chemically 

sensitive solid-state sensors since their electrical properties are affected by physical 

(temperature and light) and chemical (gas composition) changes in the environment. The 

modern understanding of the properties of a semiconductor relies on quantum physics to explain 

the movement of charge carriers in a crystal lattice. The following paragraphs discuss the band 

theory and electronic band structure of the solids in the bulk and at the surface to provide 

background models describing the properties of semiconductors and, especially, metal-oxide 

semiconductors.  

1.2.1 Band theory and electronic band structure of solids 

Semiconductors are materials which have resistivities lying in the range of 10-2 and 109 Ω*cm. 

Their properties are described through the band theory and the electronic band structure of 

solids.  

The band theory in solid-state physics is a theoretical model describing the band of energies 

permitted in a solid, which are related to the discrete energy levels (allowable states) that 

electrons may assume in a single, isolated atom according to the four-quantum numbers: the 

principal quantum number (n), the orbital angular momentum quantum number (l), the 

magnetic quantum number (ml) and the electron spin quantum number (ms). When the atoms 

are brought together to form a solid, atomic orbitals combine in molecular orbitals (MOs) and 

the interactions lead to a splitting in energy of each orbital. MOs can be bonding MOs, full of 

electrons, if there is a constructive interaction between atomic orbitals that lowers the original 

orbitals energy, or antibonding MOs, empty, if there is a destructive interaction between atomic 

orbitals that raises the original orbitals energy. As a result of the infinite number of atoms and 

the consequential number of interacting orbitals that must be considered, the electronic structure 

can be discussed in terms of energy bands. Therefore, the allowed bonding and antibonding 

electronic energies fall into different bands of closely spaced levels, where each band is 

separated by forbidden band gaps.  

The highest occupied and the lowest unoccupied energy levels are called respectively valence 

band (VB) and conduction band (CB). In particular, for metal oxides, the valence band derives 

from the filled 2p orbitals of O2-, while the conduction band results from the empty nd (n from 

3 to 5) orbitals of the metal. The energy difference between VB and CB is the energy band gap 

(𝐸𝑔), that determines the properties of the material (see Fig. 1.2 a). The entity of the energy 

band gap is determined essentially by the degree of overlap between the atomic orbitals in the 
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crystal lattice. In general, semiconductors have a band gap that ranges between 0.3 and 3.5 eV 

and it is temperature-dependent. Indeed, with the increase of the temperature the band gap 

becomes smaller because the lattice parameter increases due to thermal expansion.  

The probability for an electron to occupy an electronic state with energy 𝐸 is given by the 

Fermi-Dirac distribution [15]: 

𝑓(𝐸) =
1

1 + 𝑒
(𝐸−𝐸𝐹)
𝑘𝑇

        𝑒𝑞. 1.1 

where 𝑓(𝐸) is the probability that an energy state 𝐸 will be filled with an electron, k is the 

Boltzmann’s constant, 𝑇 is the absolute temperature and 𝐸𝐹 is Fermi Energy.  At absolute zero, 

the probability of finding an electron would go from 1 in the VB to 0 in the CB. When 𝐸 is 

equal to 𝐸𝐹 and 𝑇 > 0, 𝑓(𝐸) becomes 
1

2
, so the Fermi level is the virtual energy level which has 

50% of probability to be occupied by electrons.  

In intrinsic semiconductors (see Fig. 1.2 a), the Fermi level is placed close to the middle of the 

band gap, since the number of electrons in the CB is equal to the number of holes in the VB. 

However, the semiconductor lattice usually presents defects, such as impurities, vacancies, e.g., 

oxygen vacancies in metal oxides, interstitial atoms, and dislocations. Then, the resulting 

material is known as extrinsic semiconductor. The presence of electron-rich or electron-

deficient atoms and defects in the lattice bring to ionizable levels energetically near to the CB 

or to the VB, respectively. When ionizable levels are energetically near to the CB, as in Fig. 

1.2 b, thermal excitation of electrons from the donor levels to the CB results in an excess of 

negative moving carriers (e-) and the Fermi level moves closer to the CB. The probability of 

the above-mentioned process depends on the Boltzmann distribution: 

𝑁𝐷
+

𝑁𝐷
= 𝑒

−𝛥𝐸
𝑘𝑇       𝑒𝑞. 1.2 

 

Fig. 1.2. Representation of band gap structure of an a) intrinsic and b) extrinsic n-type 

semiconductors.  
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where 𝑁𝐷 is the concentration of donor levels, 𝑁𝐷
+ is the concentration of ionized donors, 𝛥𝐸 is 

the energetic difference between the CB and the donor levels. Such semiconductors are known 

as n-type. A similar description could be used to describe the behaviour of p-type 

semiconductor, in which electrons from the VB are excited to acceptor levels, leading to an 

excess of positive moving carriers (holes, h+).  

The concentration of electrons, 𝑛, in the CB of n-type semiconductors and the concentration of 

holes, 𝑝, in the p-type semiconductors are given by eq. 1.3 and 1.4, respectively: 

𝑛 = 𝑁𝐶𝑒
−(𝐸𝐶−𝐸𝐹)

𝑘𝑇     𝑒𝑞. 1.3 

𝑝 = 𝑁𝑉𝑒
−(𝐸𝐹−𝐸𝑉)

𝑘𝑇  𝑒𝑞. 1.4 

where 𝐸𝐶 and 𝐸𝑉 are the CB and VB edge levels, while 𝑁𝐶 and 𝑁𝑉 are the effective density of 

states near to 𝐸𝐶 and 𝐸𝑉, respectively.  

1.2.2 The surface of semiconductor materials 

In addition to three-dimensional electron energy bands and impurity levels in the bulk of the 

semiconductor, two dimensional localized levels exist in the band gap on the semiconductor 

surface. The energy levels show acceptor or donor behavior, as they can capture or give up 

electrons, respectively. Such levels are called surface states εss and are classified in two 

categories according to their origin: surface dangling states, and surface ion-induced states.  

Surface dangling states are characteristic of covalent semiconductors, where dangling bonds of 

surface atoms are present. Usually, the surface reconstruction takes place to reduce the surface 

energy and the dangling bonds combine with an adjacent dangling bond to form bonding or 

antibonding levels, which are donor or acceptor levels, respectively.  

In ionic semiconductors, the difference between the internal lattice potential and the surface 

lattice potential creates surface ion-induced states. Surface cation levels provide acceptor levels 

close to the conduction band, while surface anion levels provide donor levels close to the 

valence band. So, for metal-oxide semiconductor, the metal can be a cation and have the 

tendency to capture extra electrons (acts as acceptors), while the oxygen can be an anion and 

have the tendency to give up electrons (acts as donors). 

The surface ion-induced and the surface dangling states may coexist in semiconductors, which 

are partially ionic and partially covalent, such as transition metal oxides. Moreover, depending 

on the environment in which the surface is exposed, adsorbed particles and surface films can 

produce extrinsic surface states.  

The range of the concentration of the surface states (density of states, 𝑁𝑆) is from 1010 to 1014 

cm-2 which is 1/10 to 1/105 of the concentration of surface atoms (~1015 cm-2) [16]. Usually, 

the concentration of surface state is lower on the smooth surface than on the rough surface. 



13 

Fig. 1.3 shows the so-called flat-band case, where no net surface charge is present. Unoccupied 

acceptor and occupied donor surface states are represented as bands because of the 

heterogeneity of the surface. Indeed, many surface state levels are formed from different crystal 

planes, surface steps and “terraces”, grain boundaries, dislocations, mixed phases, amorphous 

regions, impurities, patches of oxides or other foreign phase [16]. Consequently, the surface 

and the interior of the semiconductors can be considered as two distinct entities in contact with 

each other. Indeed, the interior Fermi level, 𝐸𝐹 in eq. 1.5, which depends on the bulk impurity 

concentrations, is different from the surface Fermi level, 𝐸𝐹
𝑠 , which depends on the surface 

states. The Fermi level for the surface with a donor surface state at energy level 𝜀𝑠𝑠 and the 

Fermi level for the surface containing an acceptor surface state at energy level 𝜀𝑠𝑠 are express 

as in eq. 1.6 and 1.7, respectively, where 𝑁𝑠𝑠 is the concentration of the surface state, and ℶ is 

a conversion factor between the volume concentration and the surface concentration [15].  

𝐸𝐹 =
1

2
(𝜀𝐶 + 𝜀𝐷) −

1

2
𝑘𝑇𝑙𝑛

2𝑁𝐶
𝑁𝐷

  𝑒𝑞. 1.5 

𝐸𝐹
𝑠 =

1

2
(𝜀𝐶 + 𝜀𝑠𝑠) −

1

2
𝑘𝑇𝑙𝑛

𝑁𝐶
ℶ𝑁𝑠𝑠

  𝑒𝑞. 1.6 

𝐸𝐹
𝑠 =

1

2
(𝜀𝑉 + 𝜀𝑠𝑠) +

1

2
𝑘𝑇𝑙𝑛

𝑁𝑉
ℶ𝑁𝑠𝑠

  𝑒𝑞. 1.7 

Because 𝐸𝐹 must be equivalent to 𝐸𝐹
𝑠 , electrons (or holes) transfer between the surface state 

levels and the CB (or VB) is established until the electron transfer equilibrium. As a result, an 

electric charge, QSC, is generated inside the semiconductor and the band level bands downward 

or upward near the surface forming a space charge layer.  

Fig. 1.4 shows a common n-type semiconductor at equilibrium. After electrons move from the 

donor ions to the surface states through the CB, a double layer is formed. Negatively charged 

surface states form a negative sheet of charges on the surface, which is exactly compensated by 

 

Fig. 1.3. Acceptor and donor state bands at n-type semiconductor’s surface. It is assumed that the 

surface states are neutral, i.e. acceptor states are unoccupied and donor states are occupied [16].  
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the positively donor ions in the semiconductor space charge layer. The charge density of ions 

in the space charge layer is  

𝑁𝑖 = 𝑁𝐷 − 𝑁𝐴  𝑒𝑞. 1.8 

where 𝑁𝐷 is the donor density and 𝑁𝐴 is the acceptor density. Because the space charge layer 

has been exhausted of all its mobile carriers, which moved to the surface, it is usually called 

“depletion layer”.  

The Poisson equation describes the charge density in the space charge layer:  

𝑑2𝛷

𝑑𝑥2
=
𝑞𝑁𝑖
𝜀𝜀0

   𝑒𝑞. 1.9 

considering the potential 𝛷, which is in function of the distance through the space charge layer, 

𝜀 the dielectric constant of the semiconductor, and 𝜀0 the permittivity of free space [16]. To 

continue the discussion with the formalism of the band diagram, it is useful to define the 

parameter 𝑉(𝑥) as: 

𝑉(𝑥) = 𝛷𝑏 − 𝛷(𝑥)  𝑒𝑞. 1.10 

where 𝛷𝑏 is the potential in the bulk of the semiconductor. So, from the first and the second 

integration of the Poisson’s equation we obtain:  

𝑑𝑉

𝑑𝑥
=  
𝑞𝑁𝑖(𝑥 − 𝑥0)

𝜀𝜀0
  𝑒𝑞. 1.11 

𝑉 =
𝑞𝑁𝑖(𝑥 − 𝑥0)

2

2𝜀𝜀0
   𝑒𝑞. 1.12 

 

Fig. 1.4 Band model for a depletion layer. Acceptor surface states capture electrons from the 

conduction bands leading to a negatively charged surface. The counter-charge in the bulk are the 

positively charged donors near the surface [16]. 𝑞𝑉𝑠 is called surface barrier and is due to band 

banding associated with the surface phenomena. 
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where 𝑥0 is the thickness of the space-charge region. For eq. 1.11, at 𝑥 = 𝑥0 there is the 

boundary condition in which 
𝑑𝑉

𝑑𝑥
= 0. When 𝑥 ≥ 𝑥0, the semiconductor is uncharged, while 

𝑑𝑉

𝑑𝑥
≠ 0 when 𝑥 < 𝑥0. From eq. 1.12 the value of the surface barrier, 𝑉𝑠, also called Schottky 

barrier, is extracted at x = 0:  

𝑉𝑠 =
𝑞𝑁𝑖𝑥0

2

2𝜀𝜀0
   𝑒𝑞. 1.13. 

For n-type semiconductor, the number of ions per unit area 𝑁𝑖𝑥0 is equal to the number of 

donors per unit area 𝑁𝐷𝑥0. Considering all donors ionized, 𝑁𝐷𝑥0 is equal to the number of 

electrons that are extracted from the CB in the surface region of thickness 𝑥0, that is equal to 

the number of electrons moved to the surface (𝑁𝑆): 

𝑁𝑖𝑥0 = 𝑁𝑆  𝑒𝑞. 1.14 

Then, 𝑉𝑠 can be written in function of 𝑁𝑆: 

𝑉𝑠 =
𝑞𝑁𝑠

2

2𝜀𝜀0𝑁𝑖
   𝑒𝑞. 1.15 

The energy difference 𝑞𝑉𝑠 of electrons between the surface and the bulk is represented in Fig. 

1.4. 

Considering the eq. 1.3 multiplied by the Boltzmann factor involving 𝑞𝑉𝑠, the density of 

electrons at the surface of an n-type semiconductors (𝑛𝑠) is:  

𝑛𝑠 = 𝑁𝐶𝑒
−(𝑞𝑉𝑠+𝜀𝐶−𝜀𝐹)

𝑘𝑇     𝑒𝑞. 1.16 

In addition to the depletion layer, the surface can also form an accumulation or an inversion 

layer, as schematically represented in Fig. 1.5 for n-type semiconductors. The surface forms an 

accumulation layer when the surface states are near or within the majority carrier band, e.g.  

donor level near to the CB in Fig. 1.5 a, and the majority carriers are injected rather than 

extracted. On the other hand, the inversion layer arises when strong acceptor surface states 

extract electrons from the VB, as in Fig. 1.5 b, and a double layer appears between the positively 

 

Fig. 1.5 Band model for a) an accumulation and b) an inversion layer due to the presence of strong 

acceptor [16]. 
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charged donors and charged holes near the surface and the very negative surface charge. These 

scenarios will not be extensively discussed because they rarely occur in gas sensors. 

1.3 WORKING PRINCIPLE OF CHEMIRESISTIVE GAS 

SENSORS  

The reception by SMOX-based gas sensors of gas molecules in the surrounding atmosphere is 

strongly related to the formation of adsorbates on the surface of the active material. The 

following paragraphs describe the gas diffusion inside the porous layer, its adsorption and the 

influence of the solid/gas interface on the semiconductor properties, i.e. transduction process. 

In the end, the main structural parameters controlling the gas sensing properties of a SMOX-

based sensor and the influence of the operating temperature on the sensitivity and the selectivity 

will be summarized.  

1.3.1 Gas diffusion inside a porous layer 

The sensitive metal-oxide film can be deposited as a compact or porous layer [17]. In compact 

layers, the analyte interaction occurs only at the geometric surface because the gas cannot 

penetrate the sensing film. On the contrary, in porous layers the volume of the film is also 

accessible to the gas, leading to a much higher active surface than that of compact layers.  

Commonly, nanostructured films are preferred over dense films to maximize the surface-to-

volume ratio in contact with the gases. Then, gaseous species diffusion along the pores of the 

layer affects the active SMOX surface exploited for chemical reactions, i.e., the process that 

eventually generates the sensor signal.  

Porous materials are classified as microporous, mesoporous, or macroporous based on pore 

width, according to International Union of Pure and Applied Chemistry (IUPAC) [18]. The 

micropore width does not exceed about 2 nm, the mesopore width is between 2 and 50 nm, and 

the macropore width is greater than 50 nm. The pore size depends on the dimension and shape 

of the nanostructures which compose the film. Conventional sol-gel syntheses yield particles 

with limited sizes in the nanometer range and (typically) approximately spherical shape [19]. 

As a result, this morphology is usually referred for a general explanation of the phenomena 

underlying the sensing mechanism. Figure 1.6 a shows a schematic drawing of a section of the 

sensing film composed of spherical particles loosely packed, with infinite small contact areas 

between each other [19]. In this configuration, increasing particles size leads to larger pore, but 

smaller specific surface area. Furthermore, in practice, the film is commonly calcined at high 

temperatures, such as 450-650°C, to obtain a sufficiently stable porous network. As shown in 

Fig. 1.6 b, the sintering process increases the degree of particle interconnectivity required for 

electronic conductance while decreasing the specific surface area. Then, the most common pore 

size in SMOX film is in the range of meso-macropore width, with non-ordered pore 

morphology [19].  
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In mesoporous systems, gas diffusion is marked by the fact that the dimensions of the pores are 

roughly comparable to the free mean paths of the gas molecules [20]. In transition regimes, the 

diffusion coefficient, which measures diffusivity, is a crucial physical variable to consider [21]. 

As previously reported [22,23], the empirical Bosanquet formula can be used to predict gas 

diffusivity under transition regimes (𝐷𝑝𝑜𝑟𝑒): 

𝐷𝑝𝑜𝑟𝑒 =
1

𝐷𝑏
+
1

𝐷𝐾
   𝑒𝑞. 1.17 

where 𝐷𝑏 is the gas molecular diffusivity and 𝐷𝐾 is the Kundsen diffusivity. The microscopic 

expression of molecular diffusivity can be obtained by applying the Chapman-Enskog 

expansion solution to the Boltzmann transport equation [24], and it is directly proportional to 

𝑇3, 1 √𝑚⁄ , and 1 𝑑𝑔
2⁄  (see eq. 1.18), where 𝑇, 𝑚 and 𝑑𝑔 are temperature, mass and molecular 

diameter, respectively. The Knudsen diffusion coefficient can be calculated using the kinetic 

theory of gases as in eq. 1.19 where 𝑑 is the local pore size [21]. 

𝐷𝑏 =
3𝑘𝐵𝑇

8𝑝𝑑𝑔2
√
𝑘𝐵𝑇

𝜋𝑚
   𝑒𝑞. 1.18 

𝐷𝐾 =
4𝑑

3
√
𝑘𝐵𝑇

2𝜋𝑚
   𝑒𝑞. 1.19 

Even though the pore size common inhomogeneity makes modelling gas diffusion inside the 

mesoporous film using eqs. 1.18 and 1.19 difficult, some general considerations can be made. 

When considering the physical quantities 𝑑 and 𝑇 constant, diffusivity is significantly affected 

by the mass and diameter of the gas molecules. Lighter molecules diffuse faster and deeper into 

the sensing layer than heavier molecules. This would have a significant impact on the porous 

sensor's selectivity. 

 

 

Fig. 1.6 Schematic drawing of a section of the sensing film composed of nanoparticles, representing 

the mutual interplay between grain size, grain interconnectivity, pore size and specific surface area. 

a) Particles loosely packed, with infinite small contact areas between each other. b) Effect of 

sintering which reduces both the pore size and the specific surface area while increasing the grain 

interconnectivity and, thus, the stability of the structure. 
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1.3.2 Solid/gas interfaces: physical and chemical adsorption 

When a gas is brought into contact with a clean solid surface, there is an accumulation of gas 

at the interface. This phenomenon is known as adsorption and it refers to the binding of a gas 

molecule, i.e. adsorbate, onto a solid surface, i.e. adsorbent. Any solid is capable of adsorbing 

a certain amount of gas, the extent of which depends on temperature and pressure of the gas 

and on effective surface area of the adsorbent.  

The adsorption of gas molecules can be classified in two major categories, i.e. physisorption 

and chemisorption. Physisorption is a non-specific weak adsorption, usually associated with 

Van der Waals interactions between the adsorbent and the adsorbate. On the contrary, 

chemisorption is a specific adsorption, which mostly requires an activation energy, and involves 

the formation of chemical bonds between the adsorbent and the adsorbate. It can be associative, 

if bonds in adsorbed molecules are changed in strength but not broken, or dissociative, if bonds 

in the adsorbed molecules are broken. The main characteristics of physisorption and 

chemisorption are summarized in Table 1.1.  

The Lennard-Jones model shown in Fig. 1.7 a represents the energy of the system 

adsorbate/adsorbent as a function of their distance d and is a simple way to visualize some of 

the main properties described in table 1.1, e.g., the enthalpy of physical and chemical 

adsorption, ∆𝐻𝑝ℎ𝑦𝑠 and ∆𝐻𝑐ℎ𝑒𝑚, respectively, and the activation energy of chemisorption, ∆𝐸𝑎, 

obtained from the intersect between physisorption and chemisorption curves. As the molecule 

approaches the substrate (curve a in Fig. 1.7 a), it can polarize and induce an equivalent dipole 

in the surface, resulting in a van der Waals dipole/dipole interaction with an ∆𝐻𝑝ℎ𝑦𝑠 binding 

energy. However, a further approach results in atom-substrate repulsion, which increases the 

energy of the system. As a result, the physiosorbed molecule is stably located at an energy 

minimum (rp) at a substantial distance from the surface. Because there is no activation energy 

for this process, the rate of physisorption becomes temperature independent. On the contrary, 

desorption increases with temperature. Therefore, physisorption is predominant at low 

temperatures and almost non-existent at high temperatures [25].  

A molecule, on the other hand, can dissociate into "atoms" in the presence of a large dissociation 

energy (∆𝐸𝐷) and as the atom approaches to the surface (curve b in Fig. 1.7 a) a strong 

Table 1.1 Characteristics of physisorption and chemisorption [16]. 

Properties Physisorption Chemisorption 

Enthalpy of 
adsorption (∆𝐻) 

∆𝐻𝑝ℎ𝑦𝑠 ≤ 6   𝑘𝑐𝑎𝑙 𝑚𝑜𝑙−1⁄  ∆𝐻𝑐ℎ𝑒𝑚 ≥ 15   𝑘𝑐𝑎𝑙 𝑚𝑜𝑙−1⁄  

Activation Energy 
(∆𝐸𝑎) 

No appreciable ∆𝐸𝑎 (non-specific) A ∆𝐸𝑎is involved (specific) 

Reversibility Reversible,  
i.e. the adsorbate can be removed 

easily from the surface in an 
unchanged form 

Irreversible, 
i.e. the adsorbate is removed 
with difficulty in a changed 

form 
 

Number of 
adsorbed layers 

Monomolecular layer formed at low 
pressure, followed by an additional 

layer as pressure increases 
(multilayer) 

Restricted to formation of a 
monolayer 

Rate of adsorption  Rapid at all temperatures The rate increases rapidly with 
rise in temperature 

 



19 

interaction, generally involving electron transfer, occurs to form a chemical bond with the 

adsorbate at a distance rc. The enthalpy ∆𝐻𝑐ℎ𝑒𝑚 is much larger than ∆𝐻𝑝ℎ𝑦𝑠 and sometimes 

approaches the heat of compound formation [25]. However, direct chemisorption of molecules 

appears less likely due to the large energy (∆𝐸𝐷) required for dissociation into atoms. In 

practice, adsorption occurs through physisorption followed by chemisorption, for which a much 

lower energy of  ∆𝐸𝑎 is demanded [16]. 

The rate of chemisorption from the molecular gas phase, in the case ∆𝐸𝑎 is thermally provided, 

is: 

𝑑𝜃

𝑑𝑡
= 𝑘𝑎𝑑𝑠exp (

−∆𝐸𝑎
𝑘𝑇

)   𝑒𝑞. 1.20 

where 𝜃 is the fraction of available surface sites covered [16]. Desorption, on the other hand, is 

represented in Lennard-Jones model by the energy ∆𝐸𝑎 + ∆𝐻𝑐ℎ𝑒𝑚. Then, the net rate of 

adsorption is given by:  

𝑑𝜃

𝑑𝑡
= 𝑘𝑎𝑑𝑠exp (

−∆𝐸𝑎
𝑘𝑇

) − 𝑘𝑑𝑒𝑠𝜃𝑒𝑥𝑝
−(∆𝐸𝑎 + ∆𝐻𝑐ℎ𝑒𝑚)

𝑘𝑇
    𝑒𝑞. 1.21 

Setting 
𝑑θ

𝑑𝑡
= 0 for the steady state, the equilibrium coverage 𝜃 is: 

𝜃 =
𝑘𝑎𝑑𝑠
𝑘𝑑𝑒𝑠

𝑒𝑥𝑝(
∆𝐻𝑐ℎ𝑒𝑚
𝑘𝑇

)    𝑒𝑞. 1.22. 

Because both the adsorption and desorption processes require energies, they occur at an 

elevated temperature compared with physisorption.  

The isobar curve in Fig. 1.7 b depicts the temperature dependence of the coverage for 

physiosorbed and chemisorbed species on a solid in a schematic form [16]. At low temperature, 

adsorption follows an unactivated physisorption process. Then, the coverage of chemisorbed 

species appears to increase with increasing temperature up to a maximum adsorption at 

 

Fig. 1.7 a) Lennard-Jones Model of (a) physisorption and (b) chemisorption. The graph shows the 

energy of the system as a function of the distance, d, between the adsorbent and the adsorbate. b) 

Typical adsorption isobar curve, i.e. volume adsorbed as a function of temperature for a constant gas 

pressure. Figure is adapted from [16].  
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temperature Tmax. Below this value the theoretical desorption rate is substantially lower than 

the adsorption rate [25]. Above Tmax, the rate of desorption becomes appreciable, and the 

surface coverage decreases with increasing temperature [16].  

A form of chemisorption, ionosorption, is a key player in reactions on metal-oxide surfaces 

[25]. Ionosorption is the formation of an adsorbed ion by transfer of electrons between defects 

deep in the solid and the adsorbate, namely, the adsorbate acts as a surface state. Then, the ion 

is held to the surface by electrostatic attraction [16]. The ionosorption of oxygen is of particular 

importance in gas sensors, as will be explained in Section 1.3.3.  

In addition to adsorption, the gas can also react and penetrate through the surface into the core 

of the solid. This phenomenon is called absorption and causes change in stoichiometry of the 

solid [16].  

1.3.3 Influence of adsorbed gas on the conductance of nanostructured porous 

films 

Chemiresistive gas sensors are usually composed of nanostructured porous films of metal-oxide 

semiconductors. In such films, the conductance is the result of electrons transport through the 

network of interconnected nanostructures surrounded by the atmosphere. In order to cross from 

one nanostructure to another, free carriers must overcome the Schottky barrier, 𝑞𝑉𝑠, built as a 

result of surface charge formation, which very strongly depends on adsorbed gases. Thus, the 

conductance is limited by and proportional to the density of electrons 𝑛𝑠 with energy 𝑞𝑉𝑠, where 

𝑛𝑠 is given by eq. 1.16 [16]. The phenomenological eq. 1.23 is normally used to describe the 

conductance in polycrystalline metal-oxide semiconductors, in which 𝐺0 is the flat band 

conductance.  

𝐺 = 𝐺0 exp (−
𝑞𝑉𝑠
𝑘𝑇
)    𝑒𝑞. 1.23   

Fig. 1.8 a shows a schematic representation of few grains in contact and in presence of oxygen, 

which is the main reactive component of ambient air. As introduced in Section 1.3.2, when a 

sensor is exposed to air at a working temperature between 100 and 500 °C usually atmospheric 

oxygens ionosorb as molecular (O2
−) and atomic (O−, O2−) forms by capturing electrons at a 

surface state of the semiconductor [26], i.e. creating surface acceptor states. A simple model 

for the adsorption of oxygen can be described using the following reaction steps, assuming 

chemisorption equilibrium (no reducing agent present) and neglecting the role of surface sites 

and oxygen vacancies [16,27,28].  

O2,gas      O2,ads   eq. 1.24  

O2,ads + e
−     O2,ads

−    eq. 1.25  

 O2,ads
− + e−     O2,ads

2−    eq. 1.26 

 O2,ads
2−      2Oads

−    eq. 1.27 

 Oads
− + e−     Oads

2−     eq. 1.28 

Then, the presence of negative species on the surface of the metal oxide builds up a depletion 

layer, whose positive charge exactly compensates for the charge captured at the surface, leading 

to electroneutrality in the Schottky approximation [29]. The formation of this depletion layer 

causes the energy bands at the surface to bend upwards with the respect of the Fermi level, as 
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represented in the band model of the same group of grains in Fig. 1.8 b. The increase of 𝑞𝑉𝑠 

decreases the conductance along the film.  

Commonly, the changes in conductance (or resistance) of the gas-sensing material are induced 

not only by oxygens adsorption (Fig. 1.9 a), but also by the other surrounding gases, which can 

show reducing or oxidizing properties. Fig. 1.9 b schematically represents the possible sites on 

 

Fig. 1.8 Schematic of three semiconductor grains in oxygen atmosphere. In a) the physical model 

shows the space-charge region around the surface of each grain, being depleted by atmospheric 

oxygen ionosorption. The band model of the same group of grains is represented in b) to show how 

the intergranular contact resistance appears. 

 

 

Fig. 1.9 Illustration of a schematic simplified metal-oxide surface in air at high operating temperature 

before interaction with the analyte. In a), the SMOX surface is represented as most studies assume 

it to be, interacting with only oxygens. In b), an SMOX surface under real-world operation 

conditions, i.e. in presence of oxygen, humidity, CO2, and surface reconstruction. Figure reprinted 

from [30]. 
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real operating conditions, i.e., in presence of oxygen, humidity, CO2, and surface reconstruction 

[30]. 

In particular, water molecules are commonly highly reactive and might directly interact with 

the SMOX surface changing the active sites while affecting the electrical properties of the film 

and could hide the presence of gaseous analytes in the environment by limiting their adsorption 

and reaction. The effect of humidity on the semiconducting film is thus critical in determining 

the applicability of the sensors for practical uses. H2O adsorption includes physisorption (eq. 

1.29) and associative (eq. 1.30) or dissociative (eq. 1.26) chemisorption [16,31]. Physisorption 

prevails at low temperatures, often forming multilayers. Associative adsorption of water is due 

to H-bond formation at intermediate temperatures and may cover active adsorption sites (eq. 

1.30 and eq. 1.31). At high temperatures water dissociates in H+ protons and OH− hydroxyl 

groups. OH− hydroxyl groups passivate the metal active adsorption sites (OH)S, while H+ 

protons react with the chemisorbed O− species forming neutral OH groups and affecting the 

conductance (OH)0 [32].   

H2Ogas   H2Ophys   eq. 1.29  

H2Ogas + O0  HO⋯H⋯O0   eq. 1.30 

H2Ogas + (𝑆𝑛 − 𝑂𝐻)𝑆𝑛  𝐻2O⋯HO⋯𝑆𝑛𝑆𝑛   eq. 1.31 

H2Ogas + O0 + S    (OH)0 + (OH)S   eq. 1.32 

Barsan et. al. summarized water adsorption mechanism and classified different hydroxyl groups 

that may be located on the surface of SMOXs [32–34]. Fig. 1.10 differentiated between 

interacting and isolated hydroxyl groups, with the latter further subdivided into terminal 

(onefold coordinated) and rooted (two- or threefold coordinated) [32]. 

In addition to the aforementioned reactions, the SMOX film conductance depends on various 

processes, which can take place both at the surface and in the bulk of the material [35], as 

represented in Fig. 1.11. The main effect of such processes, based on general conception, are 

(1) the change of the concentration of free charge carriers, (2) the change of the Schottky barrier 

height at the inter-crystallite boundary and (3) the change of bulk electrophysical parameters of 

 

Fig. 1.10 Two-dimensional representation of the SnO2 surface with isolated and interacting hydroxyl 

groups and physisorbed water. Figure reprinted from [32]. 
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metal oxide, such as the concentration of ionized centers and the mobility of bulk charge carriers 

[36].  

1.3.4 Structural parameters of metal oxides controlling gas-sensing properties 

Considering the complexity of bulk and surface processes which can take place as a 

consequence of solid/gas interface formation (Fig. 1.11), it becomes clear that the gas sensing 

mechanism is influenced by a great number of various structural parameters. Fig. 1.12 

illustrates (a) the main parameters controlling (b) the gas sensing properties of a SMOX-based 

device.  

Even though SMOXs are catalytically active, different strategies are often pursued to improve 

their selectivity and sensitivity, for example surface modification by noble metals [37–39]. 

When present as a separate phase (inhomogeneous dispersion), noble metals influence the 

reception and/or transduction of the sensing material by chemical or electrical sensitisation 

mechanism. The first is related to spill-over of gases [40], while the second is based on the 

alignment of the Fermi levels of the SMOX and the noble metal phase [37–39].  

Moreover, chemical composition of a SMOX can be modified by incorporation of atoms other 

than those composing the host material. Such atoms, usually transition metals, can either form 

a solid solution by substitution of the host atoms from the lattice or can be interstitially present 

in the host lattice [41]. Then, incorporating foreign atoms influences the properties of SMOXs 

by changing the strain in the lattice and, when ionized, by affecting the electro neutrality 

condition.  

Furthermore, the sensing properties of the active films can be modulated by shape and size of 

the nanomaterials, which have an impact on the number of surface reactive sites, on the surface 

reaction rate and on gas diffusion [42].  

Lastly, crystal structure plays a critical role in determining the electronic band structure both in 

bulk and at the surface of a SMOX material, therefore influencing its physical and chemical 

properties, such as band gap, electron mobility and surface reactivity. In particular, every crystal 

form has its own combination of crystallographic planes, framing the nanocrystal. Crystal 

planes exposed on the surface determine surface composition and surface structure, strongly 

 

Fig. 1.11 Diagram illustrating the main bulk and surface processes taking place on metal oxides 

when exposed to gases and their effect on the materials properties. Figure adapted from [36].  
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affecting the adsorption/desorption energies of interacting gas molecules, concentration of 

adsorption surface states, energetic position of surface Fermi level, activation energy of native 

point defects, and so on. This implies that the chemisorption characteristics change noticeably 

from the crystal surface orientation to another [35].  

As will be described in section 2.1, the engineering of morphology and chemical composition 

have been exploited to obtain sensitive nanostructured materials for thick film solid-state 

devices with improved gas sensing properties with the respect to SMOX in the literature. Firstly, 

tungsten trioxide (WO3) morphology has been optimized for ethanol detection. Secondly, 

chemical composition and grain size of a solid solution of tin, titanium and niobium oxides 

have been tuned for hydrogen and ethanol sensing.  

 

1.3.5 The thermal activation of metal-oxide sensors 

Aside from the SMOX material properties, the temperature of operation has a direct impact on 

the sensing film, i.e. influencing its conductance, promoting surface reactions with the gases, 

and affecting the surface barrier 𝑉𝑠. 

At low temperature, such as room temperature (RT = 25 °C), the conductivity of the 

semiconducting films is commonly very low and derives from charge carriers in shallow levels 

(defects states with the energy only few kBT away from the band edges) which are thermally 

promoted into the bands and participate in transport phenomena [43]. At higher temperatures, 

charge carriers from deeper levels inside the gap may contribute to the conductance of the film, 

which consequently increases.  

The working temperature influences not only the conductance in the bulk of the nanostructures, 

but also the surface states of the sensitive material and the reactions during the detection 

process.  As a result, the response of chemoresistive gas sensors to an analyte typically exhibits 

a "volcano" shape (increase-peak-decrease) relationship with operating temperature [44].  

The increase of the response with the rise in operating temperature is mainly the result of two 

effects. Firstly, it is proved by IR (infrared analysis), TPD (temperature programmed 

desorption), and EPR (electron paramagnetic resonance) that at temperature between 100 and 

500 °C, i.e. common chemoresistive sensor working temperatures, the interaction with 

 

Fig. 1.12 Diagram illustrating the materials parameters (a) controlling the properties (b) of SMOX-

based sensors. Scheme adapted from [202].  
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atmospheric oxygen leads to its ionosorption in molecular (O2
-) and atomic (O-, O2-) forms, as 

described in Fig. 1.13 [17]. These species became active sites for surface transfer reactions with 

the ambient gases. They have different reactivity, O- being the most reactive sites for reducing 

gases [16]. Secondly, chemical reactions, e.g. chemisorption or ionosorption, between the 

surface of the adsorbent and the adsorbate, requires an activation energy to be supplied. At low 

operating temperatures gaseous molecules do not have enough thermal energy to react with the 

adsorbed oxygen species and the reaction rate is essentially low. While, as temperature 

increases, the thermal energy obtained is high enough to overcome the activation energy barrier 

to promote adsorbate reaction with the active sites on the surface of the SMOX.  

To summarize, as the temperature rises, the ionosorbed oxygens trap more electrons and 

become more reactive, while the gases have enough energy to react with the active sites. The 

effect is that both the concentration of charge carriers in the bulk of the material and the 

Schottky barrier 𝑉𝑠 change more significantly after the target gas/solid reaction. 

Above the optimal operating temperature, the rate of gas desorption becomes appreciable (see 

section 1.2.2) and a decrease in the amount of adsorbed gas molecules at surface lowers the gas 

response [44,45]. 

In addition to maximizing the sensitivity of the material, the operating temperature is also 

important for tuning the selectivity. According to Ponzoni et al. [46], oxides are more sensitive 

to reducing gases at higher temperatures (200-250 °C), because active oxygen species (O-, O2-

) are available on the sensor surface beyond this temperature. On the other hand, lower 

operating temperatures are generally recommended for oxidizing gases. Because there are 

fewer surface adsorbed oxygen species available at lower temperatures, the sensor surface is 

more susceptible to oxidation. 

In conclusion, a sensor exhibits maximum sensitivity and selectivity at a specific temperature 

depending on the gas species to be detected because of (1) temperature-dependent oxygen 

 

Fig. 1.13 A review of the literature on oxygen species detected at various temperatures on SnO2 

surfaces using IR (infrared analysis), TPD (temperature programmed desorption), and EPR (electron 

paramagnetic resonance). Image adapted from [17].  
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adsorption rate and (2) temperature-dependent catalytic activity of the sensing element vs. the 

analyte. 

  

1.4 APPLICATIONS FOR CHEMORESISTIVE GAS SENSORS  

Gas sensors based on the chemoresistive effect that occurs in nanostructured semiconductors 

have been extensively studied over the years as the simplicity of their transducer/receptor 

configuration makes them easy to fabricate, miniaturize and less expensive than other types of 

sensors, such as electrochemical and infrared sensors. According to the new gas sensors market 

report [47], this business is expected to be valued at USD 2.1 billion by 2027, with a compound 

annual growth rate of about 8.9 % between 2022 and 2027. The market's expansion is attributed 

to the increasing adoption of gas sensors in automotive and transportation applications, 

consumer electronics industry, building automation, wastewater treatment, metal & chemical 

industry, mining industry, medical industry, and, with the rising levels of air pollution, the need 

for air quality monitoring in smart cities [47]. Nowadays, solid-state/metal-oxide 

semiconductors are used to detect oxygen, carbon monoxide, carbon dioxide, ammonia, 

chlorine, hydrogen sulphide, nitrogen oxide, volatile organic compounds, sulphur dioxide, 

methane, hydrocarbons and hydrogen. Nevertheless, the market continues to seek sensors with 

greater control over material properties for improved gas response and durability, as well as 

increasing levels of detection control for the different environmental conditions expected in the 

aforementioned applications. 

The third and fourth chapters will focus on the development and characterization of 

chemoresistive sensors for the detection of ethanol and hydrogen. Therefore, the potential 

applications of these sensors will be discussed further below. 

1.4.1 Applications for ethanol sensors 

Ethanol sensors find applications in various areas, such as detection of alcohol abuse and 

monitoring of fermentation and other processes in chemical industries [48].   

The detection of alcohol concentrations in the brain is critical for road and workplace safety. 

Blood alcohol concentration (BAC), defined as the percentage of alcohol in the blood, is 

conveniently used to assess the alcohol level in brain tissue as a measure of impairment from 

alcohol poisoning. At 0.05% BAC, most people exhibit measurable mental impairment. Above 

this limit, the ability to drive a car deteriorates progressively as blood alcohol levels rise. The 

average person has a BAC of 0.4% when they are unconscious. Basic body functions such as 

breathing and heartbeat can be depressed above 0.5% BAC, leading to death [25]. The alcohol 

concentration in the deep lung breath is one of the most convenient and non-invasive methods 

of determining BAC. Approximately 0.01% BAC corresponds to 16 ppm alcohol in the breath 

stream (BrAC is frequently used to indicate that the measurement is a breath measurement), 

and BAC values thereafter increase proportionally to the alcohol concentration in the breath 

[25,49]. 

Moreover, ethanol is a clear, colorless liquid that is used in the processing of food and alcoholic 

beverages, as well as the manufacture of fuel and personal and household products. When it 

makes contact with air it can accumulate as vapour if not properly ventilated. Ethanol gas is not 

only highly flammable, but it also poses serious health risks to people working in commercial 

or industrial settings. Gas detection sensors play an important role in detecting ethanol levels 
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and ensuring they are within safe and acceptable limits. Any ethanol-producing facility should 

implement gas monitoring protocols for safety and compliance. Among the applications that 

require ethanol detection sensors are breweries, distilleries, and wineries [50], manufacturing 

of chemicals, cosmetics, pharmaceutical, food and beverage manufacturing and refineries.  

1.4.2 Applications for hydrogen sensors  

Real-time hydrogen detection is necessary in a wide range of industrial fields. Among these, 

the automotive industry is one of the most promising hydrogen markets. Automobiles are 

primarily powered by gasoline and diesel, but these fossil fuels are associated with major issues 

such as air pollution and global warming. Because it emits no greenhouse gases, there has been 

an increase in research interest in the use of hydrogen as a fuel in automotive applications over 

the last decade [51]. Furthermore, hydrogen is widely used in a variety of industrial processes, 

including the production of methanol and ammonia, as well as petroleum refining. Due to its 

widespread use, the global hydrogen generation market was valued at USD 117.49 billion in 

2019, and it is expected to grow steadily in the future [52]. However, it is critical to monitor 

hydrogen leaks in its production, storage, and transportation. In fact, hydrogen is a dangerous 

gas, forming explosive mixtures with air in the 4-75% volume range [53,54].  

Secondly, the rapid spread of portable electronic devices, electric vehicles, and smart grids has 

resulted in a large demand for high energy density energy storage systems with long-term 

electrochemical performance. Lithium-ion batteries, which have high voltage, lightweight, high 

energy density, and low environmental pollution, have become the main research direction for 

new energy storage technologies [55]. However, because of the high energy density as well as 

the flammable and explosive properties of both the liquid organic electrolyte and the polymer-

based separator, lithium-ion batteries have sparked widespread concern since their introduction. 

Internal/external lithium battery defects and various abuse circumstances will result in 

irreversible redox reactions, a large amount of heat by-products, and the release of toxic and 

flammable gases [55], as summarized in Fig. 1.14 [56].  

Chemoresistive sensors have been widely used in the field of thermal runaway gas detection 

and battery early warning because, when compared to other types of gas sensors, they feature 

more advantages such as high sensitivity, high stability, low cost, ease of integration. H2 sensors 

 

Fig. 1.14 Gas emissions from battery failure cases. a) Unwanted electrolysis, b) vaporizing 

electrolyte of damaged cells, c) the first venting of a failing cell, d) the thermal runway and e) battery 

fire. Step a) and d) may include the emission of H2 [55,56]. 
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may be integrated in sensor arrays to monitor the gas release during unwanted electrolysis and 

thermal runway in battery packs (Fig. 1.12 a and d).  

Additionally, chemoresistive sensors found applications in breath analysis for identification of 

various diseases. Indeed, a number of recent studies have found a strong correlation between 

exhaled breath components and specific diseases, suggesting that exhaled breath sensors have 

a high potential for clinical diagnostic applications [57]. Hydrogen breath tests, for example, 

are widely used to investigate the pathophysiology of functional gastrointestinal (GI) disorders 

such as small intestinal bacterial overgrowth (SIBO) and carbohydrate malabsorption, which 

have been proposed to be important for GI disease symptoms [57–59]. Indeed, bacteria in the 

bowel produce hydrogen gas during carbohydrate fermentation, which occurs when dietary 

carbohydrates, e.g., glucose, lactose, fructose, are not absorbed in the small intestine and remain 

as undigested material as it travels along the digestive tract into the large intestine [58]. Before 

the test, a predetermined amount of carbohydrate is usually administered. The increase in 

hydrogen concentration above baseline from 10 to 20 ppm is then used to determine a positive 

test [60]. 
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Chapter 2- MATERIALS AND EXPERIMENTAL 

METHODS 

2.1 STATE OF THE ART  

2.1.1 WO3 and morphology 

Tungsten(VI) oxide, also known as tungsten trioxide (WO3), is an wide band gap n-type 

semiconductor with excellent conductivity and high electron hall mobility. The interest in WO3 

has developed since its sensing properties are highly dependent on the synthesis technique by 

which crystal structure and morphology can be tuned [61]. 

The variation of crystal structure parameters is a commonly used strategy for controlling the 

sensing properties of WO3-based sensors. Indeed, WO3 exhibits multiple polymorphs, despite 

its simple stoichiometry, because the ideal cubic crystal structure can undergo structural 

distortions and phase transitions [62]. Temperature-induced WO3 phase changes from 

monoclinic (ε-WO3), triclinic (δ-WO3), monoclinic (γ-WO3), orthorhombic (β-WO3), to 

tetragonal (α-WO3) result from WO3 octahedral tilting and W atom displacement from the 

center of the octahedral sites (Magneli phases) [62]. Furthermore, hexagonal (h-WO3) can be 

obtained by slow dehydration of tungstite [62,63]. Monoclinic, triclinic, and hexagonal are the 

most stable phases at RT, but WO3 usually transforms into orthorhombic from 330 °C to 740 

°C and tetragonal at temperatures higher than 740 °C.  

In addition to the variety of crystal structures, capping agents and structure-directing agents 

during the synthesis [64,65] can be used to engineer the exposed crystal facets, which strongly 

influence the adsorption behavior of oxygen and target gaseous molecules on the surface.  

Besides crystal structure engineering, the relatively wide variety of precursors, e.g. tungsten 

chloride, tungstic acid, ammonium tungstate, sodium tungstate dehydrate, silicon tungstic acid 

and metal tungstate, allows for the use of different syntheses to regulate WO3 morphology [66]. 

The objective of morphological modification is to increase surface area by enhancing porosity 

and volume ratio, which promotes catalytic reaction centers. The nanomaterials are classified 

as 0D (zero dimensional), 1D (one dimensional), 2D (two dimensional) or 3D (three 

dimensional) according to the number of dimensions (D) which are outside the nanoscale (<100 

nm) range.  

Gas sensors based on 0D WO3, such as tiny nanoparticles and quantum dots (QDs), generally 

exhibit poor gas sensing performances because of their insufficient specific surface area and 

very small porous structures, which do not favor gas absorption and diffusion [66]. 

1D (e.g. nanofibers, nanotubes, nanorods, and nanowires) and 2D (e.g. nanoplates, 

nanolamellas, nanodiscs and nanoflakes) WO3 are more promising nanomaterials than 0D WO3 

because they display a higher surface-to-volume ratio (SA:V) which provide a large specific 

surface area and numerous active sites for gas adsorption. Commonly, they are synthetized 

through solvothermal or hydrothermal routes by modulation of synthetic conditions, such as 

type of solvent, reaction temperature and time, and with the assistance of additives or templates. 

The synthesis can be microwave or magnetic field assisted [66]. Other methods include 

electrospinning,  Physical Vapor Deposition (PVD), Atomic Layer Deposition (ALD), Pulsed 

Laser Deposition (PLD), Chemical Vapor Deposition (CVD) and sputtering [66]. 
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Assembled 1D or 2D nanostructures results in 3D WO3 which typically appears as 

microspheres, microflowers, urchin-like structures, mesoporous structures, and other irregular 

structures. These WO3 are reported to achieve high gas sensing properties for various gas 

detection too, due to the large surface area and rich porosity [66]. The synthesis methods 

typically include microwave assisted hydrothermal method [67] and sonochemical route 

[68,69] and the use of structure-directing agents such as hard templates, e.g. SBA-15 silica 

[70,71] and cubic KIT-6 silica [72,73], or soft templates, e.g. amphiphilic poly(ethylene oxide)-

b polystyrene (PEO-b-PS) [74,75].  The simplest routes without any templates, catalysts, or 

substrates usually requires long time procedures, e.g., 16-24h, for hydrothermal or solvothermal 

synthesis at high temperatures, i.e., in the range of 100-180°C [76–79]. Therefore, despite the 

excellent detection performances, the expensive and time-consuming synthesis processes may 

discourage widespread commercial use of 3D WO3.  

In conclusion, 1D and 2D materials are the most attractive nanostructures for the development 

of WO3-based devices with tailored gas sensing capabilities because they can combine a high 

surface-to-volume ratio with low cost and high efficiency production via process parameter 

optimization. Table 2.1 summarizes the gas sensing performances of some WO3-based devices 

with 1D and 2D morphologies. 

Despite the high response levels, 1D nanostructures present some disadvantages, such as their 

thermal and chemical instability as a result of their low melting point and high resistivity [80].  

In addition, their sensor operating temperatures are on average higher than those of 2D-based 

sensors for the same target analytes.  

The studies in [44] showed that nanolamellas WO3-based film synthetized through 

hydrothermal method highlighted promising characteristics for ethanol detection at a low 

operating temperature. Although measurements were performed with different concentrations 

Table 2.1 Synthesis methods for 1D and 2D WO3-based sensors for the detection of different target gases. 

The response is given at their optimal operating temperature. 

Dimension Microstructures Synthesis 

method 

Target 

gas 

Concentration 

(ppm) 

T 

(°C) 

Responsea REF. 

1D 

Nanofibers  

Hydrothermal ethanol 100 350 62  [203] 

Electrospinning NH3 100 300 1.7  [204] 

Electrospinning NH3 100 200 5.5  [205] 

Nanotubes 

Electrospinning H2S 1 450 203.5  [206] 

Electrospinning NO 5 350 100.3  [207] 

Solvothermal ethanol 300 340 16.9  [138] 

Nanorods 

Hydrothermal  butanol 1000 200 232  [208] 

Thermal 

oxidation 

NO2 10 225 2.02  [209] 

Nanowires 
Hydrothermal  NO 500 300 37  [210] 

Hydrothermal ethanol 100 300 18  [211] 

2D 

Nanoplates Hydrothermal NO2 100 100 132  [212] 

Nanosheets Solvothermal NO2 1 100 62.1  [213] 

Nanolamella Hydrothermal ethanol 10 200 11.3 [44] 

Nanoflakes Hydrothermal NH3 1 200 27 [211] 

a Gas response 𝑅 =
𝑅𝑎𝑖𝑟

𝑅𝑔𝑎𝑠
.  
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of ethanol and some interferents, the influence of humidity on the response as well as the 

response to a wider spectrum of gases to which WO3 is usually sensitive was not considered. 

Moreover, in this work the sensor characteristics were measured with a commercial NMDOG 

Multifunctional Precision Sensor Analysis Tester by using a static process under laboratory 

conditions, i.e. fresh air at 35% relative humidity and 25 °C. This system did not allow for total 

control of the atmosphere content in the chamber, which could be instead acquired using 

synthetic air, and it also did not enable investigations in dry conditions or variations in humidity 

content. 

This motivated the search for a 2D WO3-based film for ethanol detection which could combine 

high sensitivity and selectivity with good repeatability, stability, and low operating temperature.  

WO3 nanoflakes powders (WO3 NF) have been synthetized through a simple and time effective 

solvothermal method. Then, WO3 NF-based films were electrically characterized to investigate 

their potential as ethanol sensors in dry and wet conditions. Finally, in section 3. 4 the ethanol-

sensing performance of the WO3 NF film in this work was compared to that of other WO3 

sensors with different morphologies, as well as several commonly used metal oxide sensors in 

the literature, Table 3.8.  

2.1.2 Solid solutions based on SnO2 

Approximately 90% of the SMOXs used as sensing films in chemoresistive devices are 

semiconductors such as SnO2, ZnO, TiO2, WO3, In2O3, and CuO [8]. A scarcity of reactive 

metal oxides may limit the sensing performance described by the 3S rule (selectivity, 

sensitivity, and stability). A solid solution of two independently sensitive metal oxides would 

allow the sensing qualities of the solution to be varied with continuity, with the relative 

percentage of the metal as a free parameter to be tuned [29]. The goal is to enhance the 

properties of single oxides, e.g. catalytic and physical properties, while perhaps mitigating their 

limitations. 

As a particle example, a solid solution of Sn and Ti oxide was reported to have lower cross-

sensitivity to humidity during ethanol detection than pure SnO2 [81]. This solid solution is an 

intriguing case study since Ti and Sn 

oxides are completely miscible, resulting 

in a substitutional solid solution 

(Sn,Ti)xO2 at any Sn/Ti ratio [82–84]. This 

material would take advantage of SnO2 

high sensitivity to most analytes and TiO2 

low cross-sensitivity to humidity [81,85]. 

Although promising, the (Sn,Ti)xO2 solid 

solution has some limitations, including 

increased film resistance with increasing 

Ti concentration, grain coalescence at 

temperatures required for solid solution 

formation, and anatase-to-rutile phase 

transition [81]. Previous investigations 

have shown that doping with transition metals can inhibit particle growth and improve thermal 

stability. In [86] Ferroni et al. investigated the effect of Nb5+ incorporation within a TiO2 lattice, 

proving that it can inhibit grain growth and anatase-to-rutile transition. The average grain size 

 

Fig. 2.1 Grain size of undoped (dashed line) and Nb-

doped (solid line) TiO2 films as a function of firing 

temperature (from TEM measurement). Figure 

reprinted from [86]. 
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of the powders as a function of firing temperature shown in Fig. 2.1 highlighted that the 

undoped TiO2 powder exhibited large grain coarsening while Nb–TiO2 grains size was 

maintained in the range 650-850 °C, indicating that the driving force for grain growth was 

reduced by Nb addition [86]. According to [87], the effects of the presence of a new compound 

in a nanograined structure on the rate of grain growth and density of rutile nucleation sites can 

be summarized via two basic mechanisms: (i) segregation at the grain boundary of a phase 

reduces the grain's surface energy or (ii) occupation of bulk lattice sites hinder the ionic 

mobility.   

In addition to the beneficial effect on the SMOX thermal stability, foreign atoms, when ionized, 

affect the electro neutrality condition. Indeed, to maintain bulk charge neutrality, the charge at 

the aliovalent cation site relative to the perfect lattice must be compensated by a lattice defect 

of the opposite charge [88]. Dopant cations are classified as donor centers if they have a greater 

charge than that of the cation they replace, otherwise they are defined as acceptor centers [88]. 

In the first case, the lattice defect that compensates for the excess positive charge of the donor 

center can be either cation vacancy or oxygen interstitial. In the second case, the lattice defect 

that compensates for excess negative charge of the acceptor center can be either oxygen vacancy 

or cation interstitial [88]. The formation of new reactive sites on the surface of the SMOX may 

affect its sensitivity and selectivity by changing the activation energy and providing alternative 

reaction pathways.  

The influence of Nb addition in the solid solution of Sn and Ti was investigated with regard to 

the morphological, structural and electrical properties. Nanograined powders with Nb contents 

of 1.5, 3.5 and 5% were produced using a sol-gel process, while maintaining the Sn/Ti ratio 

constant at the ideal value for sensing performance of the solid solution without Nb, i.e., Sn/Ti 

= 70:30 [89]. The effect of calcination temperature was also evaluated by heating the powders 

at 650 and 850 °C. The formation of a solid solution was revealed by the linear relationship 

between lattice parameter and dopant concentration because the presence of substitutional or 

interstitial foreign atoms influences the strain in the host lattice. The purpose of this research 

was to take advantage of (Sn,Ti)xO2 beneficial qualities, while mitigating its shortcomings, 

namely grain coalescence, structural thermal instability, and high resistance of the 

nanostructured film, through Nb addition.  

 

2.2 CHEMICALS AND SYNTHESIS OF THE SENSING 

MATERIALS 

2.2.1 WO3 nanoflakes powder 

The preparation method for the synthesis of nanocrystalline WO3 powder was inspired by 

Grimes [65] and described in [90]. In a typical synthesis procedure, a 0.25M solution of tungstic 

acid (H2WO4, purity ≥99.5 %, from Alfa Aesar) was prepared by dissolving 1.25 g of the W 

precursor in 10 mL of millipore water and 10 mL of 35 wt % hydrogen peroxide (H2O2, from 

Acros Organics) while heating and stirring at 95 °C in a hot water bath. Then, 18 mL of such 

solution, 1.2 g of oxalic acid dihydrate (purity ≥99.5 % from Alfa Aesar) and 3 mL of 6M 

hydrochloric acid (HCl ≥37 %, from Supelco Merck ACS grade) were mixed under stirring to 

a solution of 60 mL of acetonitrile (from VWR Chemicals) and 15 mL of Milli-Q water. This 

mixture was transferred into a 1000 mL Teflon-lined stainless-steel autoclave and heated at 180 
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°C for 2 h in a Binder heating chamber with forced convection. After cooling to RT, the 

resulting yellowish green powder was collected and washed several times with acetonitrile and 

water prior to drying in air at 110 °C for 4 h and calcined at 500 °C for 2 h.  

As suggested by Grimes, oxalic acid, and hydrochloric acid in the precursor solution play 

important roles in determining the morphology of WO3. Indeed, surfactants and capping agents 

can control the nanocrystal shape by changing the free energies of the various crystallographic 

surfaces, thus altering their growth rates [91]. In many papers, Cl- appears to be a growth-

directing ion in forming 1D nanowires [65,91]. On the other hand, oxalic acid was found to be 

responsible for the evolution of WO3 from nanowires to nanoflakes, probably due to its 

chelating properties [65,91,92].  

2.2.2 SnO2, (Sn,Ti)xO2, (Sn,Ti,Nb)xO2 nanoparticles powders 

SnO2, (Sn,Ti)xO2 and (Sn,Ti,Nb)xO2 powders were prepared according to the procedures 

described in [12,29,93].  

In a typical synthesis procedure, required stoichiometric proportions of Sn(II)ethylhexanoate, 

Ti(IV)butoxide, and NbCl5 were dissolved in a hydroalcoholic solution as Sn(II), Ti(IV), and 

Nb(V) precursor. The total cation concentration was kept at [Mn+] tot = 0.1 M for each synthesis 

batch. The molar ratio between Sn, Ti and Nb used for the synthesis are listed in Table 2.2. Nb 

concentration were varied to 1.5, 3.5 and 5 %, while Sn-Ti ratio kept constant to 70:30 mol/mol. 

Firstly, the precursors were dissolved in 70 ml of 2-propanol. Then, 1 mL of 0.1 M HNO3 

solution was dropped to hydrolyze the metal-organic molecules, and 30 mL of mQ water was 

added to achieve a colloid. The entire process was carried out by maintaining the solution under 

gentle stirring. The colloidal solution was kept in the ice bath for 3 h and left to rest at RT 

overnight. The colloid was separated from the solution by vacuum filtration and washed several 

times with 2-propanol and water. The resultant xerogel was dried in air at 110 °C for 4 h and 

calcined at either 650 or 850 °C for 2 h under air in a muffle oven. As summarized in Table 

2.2, SnO2, (Sn,Ti)xO2, and (Sn,Ti,Nb)xO2 powders were labelled according to the molar ratio 

between Sn, Ti, and Nb used for the synthesis and the calcination temperature. 

All of the chemicals, with reagent-grade purity and without any further purification, were from 

Sigma-Aldrich. Double-distilled water passed through a Millipore Elix water purification 

system. 

Table 2.2 SnO2 (Sn,Ti)xO2 and (Sn,Ti,Nb)xO2 sample labels according to the molar ratio between 

Sn, Ti and Nb used for the synthesis and the calcination temperature [12]. 

Sn:Ti:Nb molar 
ratio 

Calcination 
temperature 

Sensor 
label 

100 650°C SnO2_650 
70:30:0 650°C ST30_650 
70:30:0 850°C ST30_850 

66.5:28.5:5 650°C STN5_650 
66.5:28.5:5 850°C STN5_850 

67.6:28.9:3.5 650°C STN3.5_650 
67.6:28.9:3.5 850°C STN3.5_850 
69.0:29.5:1.5 650°C STN1.5_650 
69.0:29.5:1.5 850°C STN1.5_850 
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2.3 METHODS FOR MORPHOLOGICAL, CHEMICAL, AND 

STRUCTURAL CHARACTERIZATION OF SMOX 

MATERIALS 

A wide characterization of semiconducting nanomaterials requires a comprehensive approach, 

by combining techniques in a complementary way. Table 2.3 summarizes the methodologies 

used for the characterization of nanomaterials during the PhD period. Scanning electron 

microscopy (SEM), transmission electron microscopy (TEM) and high-resolution TEM 

(HRTEM) provided morphological information. X-ray powder diffraction (XRPD) data were 

collected to obtain the structural parameters. Energy-dispersive X-ray spectroscopy (EDX) and 

X-ray photoelectron spectroscopy (XPS) characterizations allowed to estimate the composition 

of the nanostructured films in the bulk and at the surface. To estimate the film porosity and 

Brunauer-Emmett-Teller (BET) surface area, nitrogen gas adsorption isotherms at 77 K were 

adopted. Electron paramagnetic resonance (EPR) spectral measurements were carried out to 

investigate the presence of paramagnetic species. The optical properties in the Ultraviolet-

visible (Uv-vis) spectra were investigated by using a double beam spectrophotometer. 

All the characterizations were possible thanks to the collaboration with the Department of 

Physics and Earth Sciences of the University of Ferrara, the Structural Characterization 

Department of the CNR-IMM division in Bologna, the MNF- Micro Nano Facility, Sensors and 

Devices center of Bruno Kessler Foundation in Trento and Cimprogetti S.r.l. Lime 

Technologies. 

2.3.1 Electron microscopes  

The morphology of nanostructured powders is commonly investigated by electron microscopes, 

i.e. scanning and transmission electron microscopes (SEM and TEM), which provide high-

quality images of micro-nanoscale samples.  

The electron microscopes have four key components, i.e. electron source, column, electronics 

and control software. The electrons are thermionically emitted from the electron source (W, 

LaB6 or field emission guns) and are condensed into a nearly parallel beam at the specimen by 

the electromagnetic lenses placed along the column. Conventional electron microscopes require 

Table 2.3 Parameters determined and the corresponding characterization techniques used. 

Entity characterized Characterization 
techniques 

Size (structural properties) and shape SEM, TEM, HRTEM, 
XRPD  

Elemental-chemical composition XRPD, XPS, SEM-EDX 
Crystal structure XRPD, STEM, HRTEM 
Chemical oxidation-state XPS, EPR 
Surface composition  XPS 
Surface area, specific surface area and 
porosity 

BET 

Optical-electrical properties UV-Vis-NIR 
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that the inside of the electron optical system and the specimen chamber are kept at high vacuum 

(10-3 to 10-4 Pa) because a gaseous atmosphere rapidly spreads and attenuates electron beams. 

The layout of optical components in a basic SEM and TEM microscope are shown in Fig. 2.2 

while Table 2.4 lists their principal characteristics.  

 

 

Fig. 2.2 The optics of a basic Scanning Electron Microscope (SEM) and basic Transmission Electron 

Microscope (TEM)  

Table 2.4 Summary of the main differences between a SEM and a TEM.  

Aspect / feature SEM TEM 
 

High tension 0.2 – 40 kV 60-300 kV 

Classification of electron 
used 

Scattered (backscattered or 
secondary) electrons 

Transmitted electron beam 

Image formation process Detection of primarily, 
secondary, and backscattered 

electrons from the sample 
surface 

Fourier recombination of 
electrons that are scattered by 

the sample 

Image presentation 3-D 2-D 

Magnification Up to 2 million magnification 
level 

Up to 50 million magnification 
level 

Resolution 0.4 nm 0.5 Å 

Sample thickness No restriction  Ultrathin samples only 

Operation Little or no sample 
preparation, easy to use 

Laborious sample preparation, 
trained users required 
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The SEM instruments are typically coupled with the energy-dispersive X-ray spectroscopy 

(EDS or EDX), an analytical technique used for the elemental analysis or chemical 

characterization of a sample. EDX detects and analyses the energy of the X-rays that are 

generated by electron beam irradiation of the sample. The X-rays have energies that are unique 

for each element, so it is possible to determine the elements from the energy spectrum. 

Moreover, the intensity of the spectrum yields information about the relative composition.  

The TEM instruments can also be equipped with a dispersion micro-analysis of energy (EDS) 

and a scanning TEM (STEM) accessory for elemental mapping. Moreover, modern TEM 

allows for selected area diffraction (SEAD) analysis which can be used to identify crystal 

structure, determine their orientations, examine crystal defects, measure crystal characteristics, 

or material texture.  

The morphology of the sensing materials was investigated as received by SEM using a LEO 

1530 FEG microscope or a Zeiss EVO 40 microscope. For TEM analyses, the powders were 

dispersed in isopropyl alcohol and sonicated for 20 minutes. The solutions were deposited on a 

perforated carbon film supported by a copper grid. The preparations were thus dried at 80 °C. 

The TEM analyses were performed with a FEI TECNAI F20 microscope operating at 200 keV. 

The instrument is also equipped with a dispersion micro-analysis of energy (EDS) and the 

STEM accessory. The TEM images were taken in the phase contrast mode and Selected Area 

electron diffraction (SAED). STEM pictures were recorded using a High Angle Annular Dark 

Field (HAADF) detector: in this imaging mode the intensity I is proportional to Z1.7t, where Z 

is the mean atomic number and t is the thickness of the specimen. 

2.3.2 X-ray powder diffraction 

X-ray diffraction (XRD) provides information about the crystalline structure, nature of the 

phase, lattice parameters and crystalline size. The composition of the nanostructured powders 

can be determined by comparing the position and intensity of the peaks with the reference 

patterns available from the International Centre for Diffraction Data (ICDD) database [94].  

XRD is based on constructive interference of monochromatic X-rays and a crystalline sample. 

X-rays are generated by a cathode ray tube and filtered to produce monochromatic radiation. 

The monochromatized beam passes through a slit which determines the angular width of the 

beam (smaller slits give less energy but better resolution) and is directed toward the sample. 

Crystalline materials are made up of many small crystals, and each of these crystals is composed 

of a regular arrangement of atoms. Since the X-ray wavelength is similar to the distance 

between atoms in the crystal, the incident X-rays are primarily scattered through elastic 

scattering by interaction with the atoms’ electrons (scatterer). A regular array of scatterers 

produces a regular array of spherical waves. In the majority of directions, the waves cancel each 

other out through destructive interference. The interaction of the incident rays with the sample 

produces constructive interference (and a diffracted ray) only when conditions satisfy Bragg’s 

Law, see eq. 2.1 and Fig. 2.3 a, where 𝜆 is the wavelength of electromagnetic radiation, 𝜃 is 

the diffraction angle and 𝑑 is the lattice spacing in a crystalline sample. 

𝑛𝜆 = 2𝑑 𝑠𝑖𝑛𝜃   𝑒𝑞. 2.1 

By scanning through a range of 2𝜃 angles (Fig. 2.3 b) all directions which satisfy Bragg’s Law 

appear as spots on the diffraction pattern and are called reflections. Conversion of the 
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diffraction peaks to 𝑑-spacings allows identification of the mineral because each mineral has a 

set of unique 𝑑-spacings. 

X-ray powder diffraction (XRD) data were collected at room temperature on a Bruker D8 

Advance Da Vinci diffractometer working in Bragg-Brentano geometry and equipped with a 

LynxEye XE silicon strip detector (angular range of the detector window size = 2.585° 2θ) set 

to discriminate Cu Kα1,2 radiation. Qualitative phase analysis of collected patterns was 

performed by means of the Bruker AXS EVA software (v.5) and refined by means of the 

fundamental-parameter approach (TOPAS v.5.0).  

2.3.3 X-ray photoelectron spectroscopy 

X-ray photoelectron spectroscopy is a surface sensitive technique which can detect all elements, 

except hydrogen and helium, existing within the material up to a depth of 5-10 nm from the 

surface [95]. The sample is irradiated with soft X-rays (energy lower than 6 keV) generated by 

an Al-anode. Photon’s energy ionizes a core level electron when it interacts with a sample atom. 

An electron spectrometer with high resolution records the kinetic energy (𝐾. 𝐸.) of emitted 

photoelectrons. The 𝐾. 𝐸. of the emitted electrons is expressed as:  

𝐾. 𝐸.= ℎ𝜈 − 𝐵. 𝐸.−𝜙𝑠𝑝𝑒𝑐.   𝑒𝑞. 2.2 

where ℎ𝜈 is the energy of the X-ray, 𝐵. 𝐸. is the binding energy of the electron and 𝜙𝑠𝑝𝑒𝑐. is the 

spectrometer work function, a constant value (Fig. 2.4). High vacuum (≈ 10-10 torr) assists 

 
Fig. 2.4 Energy level diagram illustrates schematically the basic components of eq. 2.2, including 

the photon energy ℎ𝜈, the binding energy of the electron 𝐵. 𝐸. and the spectrometer work function 

𝜙𝑠𝑝𝑒𝑐.. 

 

Fig. 2.3 a) The Bragg interpretation of scattering conditions and b) a schematic representation of an 

X-rays diffraction experiment. 



38 

photoelectron transport to the analyser and avoids recontamination of clean samples. A typical 

XPS spectrum is obtained at a given photon energy by recording the number of photoelectrons 

as a function of the 𝐵. 𝐸. obtained from eq. 2.2. Since the 𝐵. 𝐸. are different for each chemical 

element, the technique determines the surface composition of an unknown sample and assesses 

its degree of cleanliness. Moreover, the 𝐵. 𝐸. of a given element depends on the chemical 

environment of the atoms and energy shifts may occur when inequivalent atoms of the same 

elemental species are present. By comparing the data of well-known standard substances, the 

𝐵. 𝐸. shifts can be used to determine oxidation states and to gain insight into the nature of the 

chemical bonds formed by the atoms.  

X-ray Photoelectron Spectroscopy (XPS) analyses were performed using Kratos AXIS 

UltraDLD instrument (Kratos Analytical, Manchester, UK) equipped with a hemispherical 

analyser and a monochromatic Al Kα (1486.6 eV) X-ray source, in spectroscopy mode. The 

analyses were performed with a take-off angle between the analyzer axis and the normal to the 

sample surface of 0°. For the measurements, the powders were attached to the sample holder 

using double-sided carbon tape. For each sample, the survey, the high-resolution scans of the 

Sn 3d, Ti 2p and Nb 3d core levels were collected. XPS quantification was performed using the 

instrument sensitivity factors and the high-resolution scans. Charge compensation was achieved 

using a flood gun and all core levels were referenced to the C-C/C-H component in C 1s at 

285.0 eV. All XPS data were analyzed using the software described in Speranza and Canteri 

[96].  

2.3.4 Micromeritics automated gas sorptometer  

A Micromeritics automated gas sorptometer is a surface area and porosity analyser. Nitrogen is 

the most commonly employed gaseous adsorbate for probing surface(s). For this reason, 

standard BET analysis is most often conducted at the boiling temperature of N2 (77 K). 

Successive doses of the adsorptive gas probe are sent to the solid material, preliminarily dried, 

and evacuated. The amount of gas molecules that can adsorb onto the surface of the solid is 

derived from the evolution of the pressure in the system. The cumulative amount of adsorbate 

plotted with respect to the pressure is the adsorption isotherm. The specific surface area (m2/g) 

of solid phase, porous materials, is estimated using the Brunauer, Emmett and Teller (BET) 

theory from a specific region of a gas adsorption isotherm where inert gas molecules form a 

monolayer on the solid substrate due to weak van der Waals forces.  

According to the ISO 9277:2010(E), the BET method is applicable only to adsorption isotherms 

of type II (disperse, nonporous or microporous solids) and type IV (mesoporous solids, pore 

diameter between 2 nm and 50 nm).  

Gas porosity and specific surface area of the powders were investigated using a Micromeritics 

TriStar II Plus automated gas sorptometer, with nominal resolution of > 0.01 m2/g. The running 

program of N2 adsorption-desorption isotherm consisted of 83 points of relative pressure, from 

0.05 (p/p0) up to 1.00 (p/p0) and back, being p the pressure of the adsorptive in equilibrium with 

the adsorbate and p0 the saturation vapour pressure of the adsorptive. The specific surface area 

was determined according to Brunauer-Emmett-Teller Specific Surface Area (BET-SSA) 

theory [18]. Pore volume and pore-size distribution (PSD) were determined according to 

Adsorption/Desorption Barrett-Joyner-Halenda (BJH) method and to the method of non-local 

density functional theory (DFT), respectively. 
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2.3.5 Electron paramagnetic resonance spectroscopy 

Electron paramagnetic resonance spectroscopy (EPR) is a non-destructive, non-invasive, highly 

sensitive and accurate analytical technique used to detect and to characterize paramagnetic 

chemical species, i.e. possessing unpaired electrons.  

A conventional continuous wave spectrometer is composed of the source components, the 

magnet system, the detection system, and the modulation system (Fig. 2.5). The sample is 

placed in a cavity situated between the poles of two magnets. The electron, as a charged rotating 

particle, possesses a magnetic field which makes it appear as a minute magnet. In normal cases, 

for the unpaired electron, the spin energy levels are degenerate, and electrons spin randomly 

(Fig. 2.6 a). When an external magnetic field, 𝐵, is applied, spin energy levels split, and 

electrons spin either aligned to or opposite to the direction of the magnetic field (Fig. 2.6 b). 

Splitting of the spin energy levels results in the emergence of an energy difference (∆𝐸), 

expressed in eq. 2.3, where 𝑔𝑒=2.0023 is the electron’s so-called g-factor, i.e. the spectroscopic 

splitting factor, for a free electron, 𝐵 is the external magnetic field,  𝑀 is the electron’s magnetic 

aligns, i.e. antiparallel 𝑀 = −
1

2
 or parallel 𝑀 = +

1

2
 to the field, and 𝜇𝐵 is the Bohr magneton.  

∆𝐸 = 𝑔𝑒𝐵𝑀𝜇𝐵   𝑒𝑞. 2.3 

Electrons aligned parallel to the external magnetic field and occupying the lower energy level 

are more than those aligned antiparallel to the external magnetic field and occupying the upper 

energy level.  

At the same time, the microwave (MW) source controls and directs high frequency 

electromagnetic radiation (MW in the 9–10 GHz region). When incident photon energy (ℎ𝜈) 

matches the energy difference between the two spin energy levels, some electrons are excited 

in the upper energy level and flip their spin direction. After the relaxation time (T1), excited 

electrons return to their original state emitting photons whose energy is equal to ∆𝐸 (Fig. 2.6 

c).  

EPR spectra can be generated by either varying the photon frequency incident on the sample 

while holding the magnetic field constant or doing the reverse. In practice, usually the 

paramagnetic sample is exposed to microwaves at a fixed frequency, while the external 

magnetic field is increased. When the gap ∆𝐸 is widened until the same energy of the 

 

Fig. 2.5 Schematic diagram of an EPR spectrometer for conventional continuous wave 

measurements.  
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microwaves, the unpaired electrons absorb the photons to move from the lower state 𝑀 = +
1

2
 

to the upper state 𝑀 = −
1

2
 and this absorption is monitored and converted into a spectrum. The 

most common wat to publish continuous wave EPR spectra is the first derivative of the 

absorption spectrum.  

The samples, under the form of loose polycrystalline fine powders, were analysed without any 

pre-treatment or manipulation. An aliquot of the sample was inserted in amorphous silica tubes, 

through the use of Teflon bags. The tubes were chosen to avoid the presence, in the glassy 

matrix, of transition metal impurities (mainly Fe or Cr), whose characteristic lines likely 

interfere with the EPR spectra of the samples. The EPR spectral measurements were carried out 

using a conventional Bruker ER 200D-SRC instrumentation, operating at ~9.5 GHz (X-band), 

available at the Department of Chemistry of the University of Florence. Spectra were registered, 

at room temperature, 4 mT modulation amplitude, and 100 KHz modulation frequency. The 

post-amplification gain set up was optimised to maximise the signal-to-noise-ratio. The spectra 

of all samples were registered in a 0-1000 mT magnetic field range (panoramic scan), with a 

field step of 0.489 mT, and at a scan speed of 5 mT/s. For selected samples, where specific lines 

were identified during the panoramic scan, a detailed scan was also registered. The conditions 

were set up to 270-360 mT magnetic field range, 0.088 mT field step, and 0.9 mT/s scan speed. 

2.3.6 UV-visible spectroscopy 

UV-vis spectroscopy concerns absorption or reflectance spectroscopy in part of the ultraviolet 

(185-400 nm) and the full, adjacent visible (400-700 nm) regions of the electromagnetic 

spectrum. A schematic of a UV-vis spectrophotometer is shown in Fig. 2.7. It consists of a 

spectrometer, which generates the desired range of wavelengths, and a photometer, which 

measure the intensity of light after it has passed through a sample (𝐼𝑡) and compares it to the 

intensity of light before it has passed through sample (𝐼0). Then, the transmittance 𝑇, i.e. the 

fraction of light that passes through the sample, can be calculated using the eq. 2.4. 

𝑇 =
𝐼𝑡
𝐼0
   𝑒𝑞. 2.4 

 

 

Fig. 2.6 a) Condition of absence of applied field and no spin levels splitting. b) Energy separation 

of unpaired electron spin under a magnetic field (Zeeman effect). c) Flipping of spins by microwave 

adsorption and flopping of spins within the spin lattice relaxation time, T1 [214]. 
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The transmittance is related to the number of photons that is absorbed, i.e. absorbance (𝐴), by 

the expression:  

𝐴 = − log(𝑇)   𝑒𝑞. 2.5 

Therefore, the spectrum provides information about the electronic transitions due to light 

absorption occurring in the material. This methodology is widely used in diverse applications 

because it is relatively inexpensive and easily implemented. In particular, the UV-vis optical 

characterization in combination with the Tauc method is the most widely applied procedure for 

optical band gap determination of semiconductors, which is often approximated to the 

electronic band gap because there are few convenient methods for measuring the latter.  

The Tauc method assumes that the energy-dependent absorption coefficient α can be expressed 

by the following equation:  

(𝛼 ∙ ℎ𝜈)
1
𝛾⁄ = 𝐵(ℎ𝜈 − 𝐸𝑔)  𝑒𝑞. 2.6 

where ℎ is the Planck constant, 𝜈 is the photon’s frequency, 𝐸𝑔 is the band gap energy, and 𝐵 

is a constant. The 𝛾 factor depends on the nature of the electron transition and is equal to ½ or 

2 for the indirect and indirect transition band gaps, respectively [97]. The optical gap energy is 

determined according to the Tauc method by simply fitting a straight line (Tauc line) to the 

linear (or steepest) region of the optical spectrum to intersect the photon energy (hv) axis.  

The optical absorption analysis was performed by using a JASCO V-670 double beam 

spectrophotometer. The instrument was equipped with both a deuterium (190-350 nm) and a 

halogen (330-2700 nm) lamp. The measurement was carried out in the wavelength range 200-

800 nm, with a sampling interval of 1 nm. The powder was dispersed in 2-propanol to carry out 

the measurement. The band gaps of the nanostructured semiconductor were calculated by using 

the Tauc’s method.  

 

Fig. 2.7 Schematic of UV-visible spectrophotometer. The light source uses a combination of 

deuterium lamp for the UV region and tungsten or halogen lamp for the visible region. The beam of 

light is sent through the diffraction grating which separates its component wavelengths and a slit 

selects a monochromatic beam. A system of rotating disc and mirror directs the beam to the sample 

cell and to a reference cell and then to the detector which converts light into a current signal that a 

computer can read. 
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2.4 PROCESSES FOR THICK FILM SENSORS PREPARATION 

Gas sensors can be constructed by using both thick and thin film technology. Thick films 

(thickness more than 1 µm) are produced by firing a special paste (usually consisting of glass 

and metal oxides) onto a substrate. They have the advantage of more robust construction and 

ease of deposition by means of relatively cheap techniques (i.e., screen-printing), but the 

sensors generally presents longer stabilizing times and have high power consumption [98]. Thin 

films (thickness between 5 nm and 1 µm) are commonly sputtered (vacuum deposition) and 

require more expensive and complex systems for the deposition (i.e., sputtering, chemical vapor 

deposition) [98]. The layers are usually dense and uniform (low surface-to-volume ratio) and 

more unstable than the thick ones. On the other hand, sensors based on thin films feature lower 

power consumption. 

Thick-film sensors studied in this work were produced from nanostructured semiconducting 

materials, synthesized in powder form, using the commercially attractive and low-cost screen-

printing process.  

2.4.1 Screen-printing deposition  

The screen-printing method consisted in the production of pastes based on the nanostructured 

powders, which were then deposited on substrates. In addition to the active nanostructured 

materials, the pastes were composed of additives, i.e. alpha-terpineol, ethyl cellulose and fried, 

to provide the suitable viscosity for their deposition and to assist the temperature-induced film 

treatments. Alpha-terpineol is an organic vehicle and one of the most used solvents for 

electronic thick film paste. Ethyl cellulose is an organic binder which increases the shear-

thinning pseudoplasticity and the thixotropy of the paste, to ensure its flow in the screen mesh 

and to maintain the shape of the printed pattern before the heating treatment [99]. The fried is 

 

Fig. 2.8 a) AUREL C920 screen printing machine for thick film deposition. TV cameras allow 

accurate alignment of the work-table by manual micrometers. b) Two doctor blades force the sample 

paste through the screen, over the alumina substrate.  
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a powder consisting of a mixture of 

glassy oxides based on silica (SiO2) 

charged with alkaline-earth oxides or 

with oxides of the IV group. It has the 

function of improving the mechanical 

resistance of the film and its adhesion to 

the substrate.  

The paste was then printed through the 

AUREL C920 screen printer (Fig. 2.8 a). 

The instrument consists of two plastic 

spatulas (called doctor blade) which 

force the paste through a screen to 

deposit it with a predefined shape onto 

alumina substrates (see Fig. 2.8 b). The 

machine is PC controlled and is equipped with a vision system and two TV cameras to simplify 

the alignment operation between screen and substrate. On the front side of the alumina 

substrate, two interdigitated gold electrodes supply the input voltage and extract the output 

signal (Fig. 2.9 a). Moreover, a platinum screen-printed heater on the backside allows the 

thermo-activation of the sensing film (Fig. 2.9 b). The heater resistance 𝑅ℎ increases with the 

temperature according to eq. 2.7, in which 𝑇 is the working temperature, 𝑅0 is the resistance at 

0 °C and 𝛼 and 𝛽 are constants of the material. To operate the heater, a voltage 𝑉ℎ is applied to 

reach 𝑅ℎ according to Ohm’s law (eq. 2.8).  

𝑅ℎ = 𝑅0(1 + 𝛼𝑇 + 𝛽𝑇
2)  𝑒𝑞. 2.7  

𝑅ℎ =
𝑉ℎ
𝑖
   𝑒𝑞. 2.8 

The film printed on the substrate undergoes two different heating treatments. The first is a low- 

temperature treatment at 100-180°C to dry the film and remove the volatile organic compounds. 

The second is a firing at high temperature, i.e. in the range of 500-650°C, in a muffle furnace 

to complete the decarbonation process of the film and to melt the fried. The two-step procedure 

is crucial to limit the formation of cracks and obtain a uniform and compact film.  

All the processes took place in a laminar flow clean rooms for preparation of samples in an 

optimal environment.  

2.4.2 Sensor final manufacture  

The heater and the interdigitated gold electrodes were interfaced to the electronic system by 

connecting them to the pins of a commercially available TO39 support (see Fig. 2.10 a and b). 

Golden wires (99.99%) with a diameter of 0.06 mm were used for the connection between the 

elements on the substrate and the pins of the support. The wires were welded by thermo-

compression through the wedge wire bonder in Fig. 2.9 c. 

 

Fig. 2.9 Photo with dimensions of a) the 

interdigitated electrodes on the front and b) the heater 

on the back of a sensor working in thermo-activation 

mode. 
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2.5 SENSORS ELECTRICAL CHARACTERIZATION 

The sensors were electrically characterized in the apparatus showed in Fig. 2.11, which mainly 

consisted of: 

• net of tubes and pneumatic system based on mass-flow controllers for preparation of 

gas mixtures precisely controlled in concentration from certified cylinders; 

• sealed test chambers; 

• data acquisition systems. 

Synthetic air (20 %O2 and 80 % N2) and target gases from certified cylinders (N5.0 degree of 

purity) were mixed and fluxed in a hermetically sealed chamber with cylindrical shape (volume: 

622 cm3). A pneumatic system based on MKS mass-flow controllers was used to set the gas 

flow rate. Sensors were let stabilized at the beginning of each measurement under a continuous 

 

Fig. 2.11 Schematic representation of the gas flow control and the data acquisition system. Blue 

arrows are gas tubes while red, orange, and green arrows are different types of electrical cables. 

 

Fig. 2.10 Photo of the device composed by a) a screen-printed WO3 film on alumina substrate 

(2.54x2.54 mm2) packaged on b) a standard TO-39 support (15.0 mm high) by using thermo-

compression bonding and a gold wire (0.06 mm of diameter) through c) a wedge wire bonder. 
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flow of either synthetic dry or wet air. The sensors were positioned circularly around the gas 

diffuser. Moreover, a temperature and a humidity sensor (Honeywell HIH-4000) were set at the 

center of the chamber. The filling time, calculated as in eq. 2.9, was about 1 min 15 sec. Wet 

conditions were obtained by fluxing synthetic air through a bubbler filled with deionized water. 

The humidity sensor continuously measured the relative chamber humidity (RH – Relative 

Humidity) expressed as a percentage (0–100%). RH%, according to the definition, is the 

amount of water vapour present in a specific volume expressed as a percentage of the amount 

required for saturation at the same temperature. To flush the desired gas concentration 𝐶 into 

the chamber, the gas concentration in the cylinder 𝐶𝑐𝑦𝑙 (certified by the supplier) was diluted 

using synthetic air. Therefore, in all experiments the total flow rate was maintained at 500 sccm, 

partly consisting of the target gas flow rate, calculated as in eq. 2.10, and partly of the air flow 

rate. 

𝐶ℎ𝑎𝑚𝑏𝑒𝑟 𝑣𝑜𝑙𝑢𝑚𝑒

𝑠𝑐𝑐𝑚
=
622𝑐𝑚3

500
𝑐𝑚3

𝑚𝑖𝑛

   𝑒𝑞.  2.9 

𝐹 =
𝐹𝑡𝑜𝑡 × 𝐶

𝐶𝑐𝑦𝑙
   𝑒𝑞. 2.10 

Power suppliers (Aim TTi) and a multimeter (K2000 (Keitheley)) were used to provide the 

electrical current to the sensor heater and to read the electrical conductance of the sensing film, 

respectively. The electronic system (Fig. 2.11) for the sensing material readout was based on 

an operational amplifier (OA) in inverting configuration. The other components are the sensors 

resistance 𝑅𝑆 and the load feedback resistor 𝑅𝑓. Moreover, 𝑉𝑖𝑛 is the bias voltage value, fixed 

at - 5 V and 𝑉𝑜𝑢𝑡 is the output voltage. Being known the values of 𝑅𝑓, 𝑉𝑖𝑛and 𝑉𝑜𝑢𝑡, the 𝑅𝑆 is 

−𝑉𝑖𝑛𝑅𝑓 𝑉𝑜𝑢𝑡 = 𝑅𝑆⁄  and the expression for the sensor conductance was 𝐺𝑠: 

𝐺𝑠 =
1

𝑅𝑆
=

𝑉𝑜𝑢𝑡
𝑅𝑓 × 𝑉𝑖𝑛

   𝑒𝑞. 2.11 

𝐺𝑠 were collected by using a data acquisition software developed in LabVIEW [29]. The sensor 

response of n-type SMOX was defined as in eq. 2.12 and 2.13 for reducing and oxidizing gases, 

respectively, where 𝐺𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 is the steady state conductance before injection of the analyte and 

𝐺𝑔𝑎𝑠 is the steady state conductance in presence of the target gas. 

𝑅 =

{
 
 

 
 (𝐺𝑔𝑎𝑠 − 𝐺𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒)

𝐺𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
      𝑒𝑞. 2.12

(𝐺𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 − 𝐺𝑔𝑎𝑠)

𝐺𝑔𝑎𝑠
      𝑒𝑞. 2.13    
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2.6 OPERANDO DRIFT CHARACTERIZATION SETUP 

Infrared (IR) spectroscopy is a powerful tool for the identification of organic and inorganic 

compounds because all molecules absorb IR radiation, with the only exception of homonuclear 

compounds, i.e. N2, O2 and Cl2. Therefore, the surface interaction between the most promising 

samples and the target gases was studied by operando Diffuse Reflectance Infrared Fourier 

Transform (DRIFT)-spectroscopy.  

The technique investigates fundamental molecule vibrations by exploiting the mid-infrared 

(mid-IR) radiation, which is the portion of the electromagnetic radiation whose wavenumber is 

located between 4000 and 400 cm-1 (see Fig. 2.12). The energy of radiation in the mid-IR 

corresponds to the energy difference for transitions between the ground state (νi=0) and the first 

excited state (νi=1) of most vibrational modes. The degrees of vibrational modes for linear and 

non-linear molecules can be calculated using the formula 3N−5 and 3N−6, respectively, where 

N is equal to the number of atoms within the molecule of interest. Vibrational modes can be 

divided into stretching (symmetric and asymmetric) and bending vibrations (in-place and out-

plane). According to the selection rule, vibrations are IR active only if they induce molecular 

dipole moment changes [100].  

 

Fig. 2.12 Schematic representation of an IR spectra. The vertical axis is the % transmittance, which 

indicates how strongly light is absorbed at each frequency. The horizontal axis represents the 

position of an absorption band. Wavenumbers (in unit of cm-1), i.e. 1/λ, are used as a conventional 

way in IR spectra.  
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The frequency of vibrational modes of atoms is characteristic of specific functional groups, i.e. 

atoms mass and bond strength between them, and is minimally affected by the nature of other 

atoms in the molecule. In the classical description, if the two atoms in the molecule are 

considered as a system of two oscillating masses joined by a massless spring, then the 

wavenumber �̃� of this harmonic oscillator is given by the formula:  

�̃� =
1

2𝜋𝑐
√
𝑘

𝜇
   𝑒𝑞. 2.14 

where 𝑐 is the speed of light, 𝜇 is the reduced mass and 𝜇 is the spring force constant. According 

to eq. 2.14, stronger bonds and light atoms vibrate at a high stretching frequency (wavenumber) 

[101]. Thus, the observation of distinctive spectral features in a certain region of the spectrum 

is often indicative of a specific chemical functional group in the molecule (see Fig. 2.12) [102]. 

IR methods can be divided into transmissions methods, that rely on the absorption of IR 

radiation as it passes through the sample, and reflectance methods, in which the IR radiation 

interacts with the surface of the material and is reflected [103]. Fig. 2.13 schematically 

represents the most common methods, i.e. a) transmission Fourier transform IR (FTIR), b) 

attenuated total reflection (ATR) FTIR and c) DRIFT measurements. Between them, DRIFT is 

the most powerful method when it comes to examining rough-surfaced solid samples or 

powders [104], e.g. it is extensively used for in situ monitoring on nanoparticle surface of 

reactions with gaseous and adsorbed species [105–107] or to study solid oxide catalysis under 

operative conditions [108]. Moreover, it requires easy sample preparation. For these 

characteristics, it has been used for operando measurements on gas sensors based on SMOX-

thick films [34,109–111].  

The complete description of the experimental setup for operando DRIFT is reported in Ref. 

[109]. The setup uses a FTIR Vertex 70v spectrometer from Bruker equipped with a mercury-

cadmium-telluride (MCT) narrow band detector with BaF windows. The system includes the 

DRIFT praying Mantis accessory by Harrick Scientific. The gas test chamber and mirror optics 

were placed inside the instrument sample compartment. Optical bench and sample compartment 

were evacuated during DRIFT measurements to avoid the interference of water vapour or CO2 

adsorption along the optical path from the source and the detector. The instrument can run the 

sensor in thermal or photo activation and read-out the electrical characteristics of the sensing 

film during the acquisition of DRIFT spectra. 

 

Fig. 2.13 Schematic representation of a) transmission FTIR, b) ATR FTIR and c) DRIFT 

measurements for the characterizations of nanoparticles. The figure has been adapted from [103]. IR 

and UV/Vis transparent materials are highlighted in blue and green, respectively. Red and blue 

arrows represent the beam path for IR and UV/vis light. Black arrows illustrate gas inlets and outlets. 



48 

The resistance of the sensor was calculated as the ratio of the applied voltage vs. the current. 

The gas sensor was located inside the gas test chamber, together with a commercially available 

Sensirion SHT3X sensor for temperature and relative humidity monitoring. The gas test 

chamber, represented in (Fig. 2.14 a and b), was composed of a main cell body and cell support 

in 316L stainless steel (SS), a vacuum compatible precision XY micro-stage (Standa), a dome 

with two monolithic ZnSe IR windows and a SiO2 window for visual alignment (with NIR 

source), and a connection for electrical measurements via JST connectors. A pneumatic system 

based on Brooks SLA5800 mass-flow controllers was used to set the flow rate of the gases 

coming from the certified cylinders. Humid air was obtained by fluxing synthetic air through a 

bubbler filled with deionized water. A vacuum compatible precision XY micro-stage (Standa), 

coupled with the Z-axis control system present in the Harrick’s Praying Mantis, allows the 

precise alignment of the SMOX film with the IR beam. Operando DRIFT spectra were recorded 

with a resolution of 1 cm-1 and as an average of 600 scans. Bruker's OPUS software was used 

to process the IR spectra. To determine the differences in the material resulting from changes 

in the environmental gaseous composition, absorbance spectra were calculated as apparent 

absorbance (AB) using eq. 2.15: 

𝐴𝐵(𝜆) = −𝑙𝑜𝑔10
𝐼𝑠𝑎𝑚𝑝𝑙𝑒(𝜆)

𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑(𝜆)
   𝑒𝑞. 2.15. 

𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑(𝜆) and 𝐼𝑠𝑎𝑚𝑝𝑙𝑒(𝜆) are the intensity of the spectrum (SC) of the sample recorded 

during exposure to synthetic air and that recorded during exposure to the analyte, respectively. 

 

 

 

 

Fig. 2.14 a) 3D model and b) photo of the operando gas test chamber. In a) are represented 

the main cell body (1), the cell support (2), the vacuum compatible precision XY micro-

stage (Standa) (3), the IR dome (4) and the connection for electrical measurements via JST 

connectors (5). Figure reprinted from [109].  
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Chapter 3- CHARACTERIZATION OF THE 

SENSING MATERIALS 

3.1 MORPHOLOGICAL, CHEMICAL, AND STRUCTURAL 

CHARACTERIZATION OF SMOX MATERIALS 

3.1.1 WO3 

XRD analysis revealed that the powders were biphasic, composed (~98.6 wt%) by WO3 in 

monoclinic phase (s.g. P21/n) and, as a minor constituent (~1.4 wt%), by WO3 in hexagonal 

phase (s.g. P63/mcm). The main monoclinic phase (starting structural model from Woodward 

et al. [112], ICSD 80056) along with the associated hexagonal phase (starting structure model 

from Oi et al. [113], ICSD 80634) were modelled by carrying out a multiphase refinement in 

which only the scale factors and unit-cell parameters were varied. The refinement plot is shown 

 

Fig. 3.1 Rietveld refinement plots of the powder diffraction pattern collected at RT. The 

experimental profile is represented by black dots, the best-fit refinement profile is the continuous 

black line, and the background fit is the grey curve. The lower green curve is the weighted difference 

between observed and calculated patterns. Phase contribution for the monoclinic and the hexagonal 

WO3 phases are the red and blue curves. Vertical red (monoclinic) and blue (hexagonal) ticks mark 

the position of reflections for the two phases. Blue crosses mark the position of the most intense 

peaks for the WO3 hexagonal phase. (For interpretation of the references to colour in this figure 

legend, the reader is referred to the web version of this article). Figure reprinted from [90]. 
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in Fig. 3.1, and quantitative phase analysis and unit-cell parameters are summarized in Table 

3.1. 

The morphology of the screen-printed film was observed by SEM (Fig. 3.2 a and b). The 

investigated sample was composed of nanoflakes (WO3 NF) with a thickness of 20−30 nm and 

an elongation ranging from 200 nm to 1 μm. The elongation was larger than the crystallite size 

in table 3.1, meaning that an individual nanoflake was composed of several crystallites. The 

chemical composition was analyzed by EDX spectroscopy (Fig. 3.2 c). WO3 NF were mainly 

composed of oxygen (73.94 atomic%), tungsten (22.68 atomic%) and with impurities of carbon 

(3.38 atomic %), confirming that the films after calcination were tungsten oxide with marginal 

atomic concentration of carbon due to the organic precursors used to prepare the paste screen-

printed [90]. 

The adsorption and desorption isotherms of WO3 NF powder represented in Fig. 3.3 a should 

be classified as type-IV, with a small hysteresis loop in the range of 0.8–1.0 p/p0, which 

indicated the presence of a porous structure according to IUPAC classification [18]. From the 

Table 3.1 Quantitative phase analysis and unit-cell parameters with their standard deviations for 

the WO3 sample collected at RT. The R-weighted pattern refinement agreement factor was RWP = 

0.071, indicating the good quality of the fit [90]. 

Phase 
Weight 

% 

space 

group 
a(nm) b(nm) c(nm) β(°) 

Cell 

volume 

(nm 3) 

Crystallite 

size (nm) 

WO3 

monoclinic 
98.55(5) P21/n 0.73341(5) 0.75290(5) 0.76891(6) 90.631(8) 0.42455(5) 49(1) 

WO3 hexagonal 1.45(5) P63/mcm 0.73159(14) – 0.77014(13) – 0.35697(15) – 

 

 

 

Fig. 3.2 a) SEM image of WO3 NF film composed by nanoflakes and b) its magnification, 

highlighting the 20-30 nm thickness of the nanoflakes. c) EDX peaks with estimated chemical 

composition, showing it is tungsten oxide. Figure reprinted from [90]. 
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calculated pore size distribution (Fig. 3.3 b) can be inferred that the sample exhibited a meso-

macroporous structure, as most of the pores fell into the 10−90 nm range. The N2-BET surface 

area was 12.11 m2 /g, and the average pore size was 20.4 nm.  

Both SEM and BET analysis highlighted that the film exhibited a porous morphology with a 

large specific area – an ideal feature for gas sensing – which will play a significant role for the 

interpretation of reaction mechanisms at surface. 

Fig. 3.4 displays the optical absorption spectra of the WO3 powders, collected by using a UV–

vis spectrometer. The optical band gap energy (𝐸𝑔) was estimated by using the Tauc’s plot 

 
Fig. 3.3 a) N2 isotherm profile, classified as type-IV, and b) the corresponding pore-size distribution 

curve, showing the meso-macroporous structure of the sample. Figure reprinted from [90].  

 

Fig. 3.4 Absorbance spectrum of the WO3 NF powder within UV and visible ranges. The Tauc plot 

for the direct band-gap calculation is shown in the inset. Energy gap Eg = 2.68 eV is inferred. Figure 

reprinted from [90]. 
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method (inset of Fig. 3.4) through eq. 2.6 for direct bandgap (n=2) [90]. The calculated bandgap 

energy was 2.68 eV, in good agreement with the literature for monoclinic WO3 [114–116]. 

The chemical composition of the powder at the surface was investigated by XPS. The wide scan 

spectra (Fig. 3.5 a) confirmed the presence of tungsten and oxygen. Traces of C belonged to 

the carbon tape used to hold the powders [117]. The binding energy values of W 4f and O 1s 

peaks are shown in Fig. 3.5 b and c, respectively. The W 4f core-level spectrum was fitted with 

two peaks centered at 35.6 and 37.7 eV and assigned to state 4f7/2 and 4f5/2 of W. The position 

and shape of these peaks are representative of W atoms with oxidation state of +6, as expected 

for stoichiometric WO3 [118,119]. The fitting of the high-resolution scan of O 1s core level 

highlighted the presence of an intense peak at 530.5 eV, which is assigned to the typical W–O 

bond, and an extra peak at 531.7 eV, ascribed to the O–C bond probably due to carbon tape. 

Peaks attributed to reduced O–W were not distinguished, therefore the concentration of oxygen 

vacancies laid below the detection limit of the apparatus (0.1%) [120,121].  

 

 

 

 

Fig. 3.5 XPS analysis of the WO3 powder. a) The wide scan spectra with elements identification. b) 

The high-resolution scan of the W 4f core level (black line) and the curve fitting (purple line). The 

two fitted peaks at 35.6 eV and 37.7 eV were assigned to W6+ states 4f7/2 and 4f5/2, respectively. c) 

The high-resolution scan of the O 1s core level (black line) and the curve fitting (yellow line). The 

peak at 530.5 eV was assigned to O–W bonds, while that at 531.7 eV to O–C bonds. Figure reprinted 

from [90]. 
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3.1.2 (Sn,Ti,Nb)xO2 

SEM was used to examine the powder morphologies. The samples were all made up of 

spheroidal nanograins. Fig. 3.6 depicts the particle-size distribution of powders with Nb 

concentrations of 1.5, 3.5 and 5% and calcination temperatures of 650 and 850 °C. 

STN1.5_650 particle sizes varied within 10-20 nm, but STN5_650 had a wider distribution 

ranging within 5-60 nm. Similarly to STN1.5_650, the STN3.5_650 powder was mainly 

composed (80%) of particles with a diameter ranging within 5–15 nm, although a tail up to 65 

nm was observed. The relative amount of Sn, Ti, and Nb played a critical role in particle 

development in solution since a higher concentration of Nb5+ resulted in a wider dispersion of 

the particle size distribution [29]. Simultaneously, a larger concentration of Nb5+ prevented 

grain coalescence at high temperatures. Indeed, the distribution of particle diameters remained 

nearly unchanged in STN5_850 compared to STN5_650. In contrast, the average particle size 

grew from 15.8 nm at 650 °C to around 27.8 nm at 850 °C for the STN1.5 samples and from 

15 nm at 650 °C to around 28 nm at 850°C for the STN3.5 samples. 

The influence of operation temperature on long-term recrystallisation of nanograins was also 

evaluated because the sensors ran at high temperatures. The powder SEM images were 

compared to those of the sensitive film of the sensors which were produced from the same 

powders and used for electrical characterizations at 400-450 °C for several months. 

Recrystallisation did not occur for any of the sensors studied, namely STN1.5_650, 

STN1.5_850, STN5_650, and STN5_850, as shown in Fig. 3.7. 

To further investigate the influence of temperature on sample morphology, the adsorption and 

desorption isotherms of representative samples were measured and displayed in Fig. 3.8. The 

 
Fig. 3.6 Distribution of particles diameters (nm) in STN samples, revealing the influence of 

annealing temperature on grain coalescence. Black dot lines indicate the mean value of the 

distributions. Figure reprinted from [12,29] *. 
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corresponding N2-Brunauer−Emmett−Teller (BET) surface area and the average pore size 

diameters are reported in Table 3.2. The average pore diameter and BET specific surface area 

of the powders treated at 650°C with and without Nb were comparable. While adding Nb to the 

 

Fig. 3.7 SEM images of a) STN1.5 650, c) STN1.5 850, e) STN5 650, and g) STN5 850 powders 

highlighting the nanostructures' spheroidal form. SEM photos of the sensors' sensitive films b) 

STN1.5 650, d) STN1.5 850, f) STN5 650, and h) STN5 850 employed for electrical 

characterizations at high working temperatures, i.e. 400-450°C, over several months. The lack of 

grain coalescence is inferred by comparing the grain size of the powders and the sensitive films. 

Figure reprinted from [12,29]. 
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Ti and Sn solid solution had no effect 

on the porous structure, heating the 

powder with 1.5% Nb at 850 °C 

reduced its BET specific surface area 

by half when compared to its 

counterpart heated at 650 °C. 

Moreover, the sample heated at 850 °C 

showed an average pore diameter 

remarkably higher than that of 

STN1.5_650. However, all samples 

were mesoporous, i.e., containing pores 

with diameters between 2 and 50 nm 

[18].  

Fig. 3.9 a presents XRPD patterns 

collected at RT in the 2θ angular range 

of 20−60°.  

Peak positions for ST30_650 and 

ST30_850 were shifted toward higher 2θ angles compared to those for STN samples, as a result 

of a smaller lattice. XRD analysis revealed that in all the investigated samples the main phase 

(ranging from 96.9 to 99.0 wt %, see Table 3.3) was a tetragonal rutile-type phase (space group, 

s.g. P42/mnm). Moreover, a tetragonal anatase-type phase (s.g. I41/amd) was also detected as 

 
Fig. 3.8 N2 isotherm profile of samples ST30_650, 

STN1.5_650, STN1.5_850 and STN5_650. Figure 

reprinted from [29] *.  

Table 3.3 Quantitative phase analysis and Rutile-type unit-cell parameters and crystal-size with their 

standard deviations for the STN samples collected at RT. The R-weighted pattern refinement agreement 

factors were RWP (ST30_650) =0.094, RWP (ST30_850) =0.097, RWP (STN5_650) =0.117, RWP (STN5_850) =0.118, RWP 

(STN3.5_650) =0.129, RWP (STN3.5_850) =0.117, RWP (STN1.5_650) =0.110, and RWP (STN1.5_850) =0.112, indicating the 

good quality of the fit [12,29] *. 

 
Sample 

Quantitative phase analysis Rutile-type phase: unit-cell parameters 
rutile-/anatase-type wt% a (nm) c (nm) V(nm3) 

ST30_650 99.1(2)/0.9(2) 0.47040(3) 0.31488(3) 0.06968(1) 
ST30_850 100/0 0.47041 (4) 0.31389 (3) 0.06946(1) 
STN5_650 97.3(3)/2.7(3) 0.47070(3) 0.31460(3) 0.07044(1) 
STN5_850 97.1(3)/2.9(3) 0.47190(3) 0.31619(3) 0.07014(1) 
STN3.5_650 95.4(4)/4.6(4) 0.47133(4) 0.31565(5) 0.07012(1) 
STN3.5_850 97.4(2)/2.6(2) 0.47116(3) 0.31484(4) 0.06989(1) 
STN1.5_650 97.3(3)/2.7(3) 0.47077(3) 0.31463(4) 0.06973(1) 
STN1.5_850 99.0(2)/1.0(2) 0.47148(2) 0.31576(3) 0.06973(1) 

 

Table 3.2 BET specific surface areas and average pore diameter of representative solid solution 

powders, evidencing differences especially between the samples treated at 650 °C and that at 850 

°C. 

Sample Specific Surface 
Area by BET method 
(m2/g) 

Pore size: D-H Desorption 

average pore diameter (4V/A) 
(nm) 

ST30 650 50.4241 12.6562 
STN 1.5 
650 

43.7231 16.7118 

STN 5 650 48.3593 12.5190 
STN 1.5 
850 

22.6258 23.9536 
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the remaining fraction. The main rutile-type phase along with the associated anatase phase 

(starting structure model from Hirata [84] and Howard et al. [122], respectively) were modelled 

by carrying out a multiphase Rietveld refinement, in which only the scale factors and unit-cell 

parameters were varied [29].  

The unit-cell volume of the anatase-type phase was close to that of pure TiO2 anatase reported 

in the literature, namely 0.1399 vs. 0.1362 nm3 [122], respectively. The unit-cell parameters of 

the rutile-type phase are shown in Table 3.3 and revealed that Nb and Ti both substituted for 

Sn at octahedral site to form the (Sn,Ti,Nb)xO2 solid solution. Indeed, by comparing in Fig. 3.9 

b the unit-cell volume of SnO2 (0.0716 nm3 [123]) and TiO2 (0.0624 nm3 [122]) end-terms with 

those for the investigated samples, where 0.0695<V<0.0704 nm3, it can be deduced that the 

smaller [6]Ti4+ (ionic radius, i.r. = 0.605 [124]) and [6]Nb5+ (i.r. = 0.640 Å [124]) replaced 

 

Fig. 3.9 a) X-ray powder diffraction patterns collected at RT on a Bruker D8 Advance Da Vinci 

diffractometer working in Bragg-Brentano geometry and equipped with a LynxEye XE silicon strip 

set to discriminate Cu Kα1,2 radiation. Red lines parallel to the y-axis mark peak positions for ST30 

to highlight the STN peaks shift [12]. b) Lattice parameters ratio (a/c) as a function of the unit-cell 

volume V for compounds having the rutile-type crystal structure along the TiO2-SnO2 join. Open 

squares and circles refer to data of TiO2 rutile and SnO2 cassiterite phases, respectively 

[122,215,224,225,216–223], while yellow stars refer to data of STN and ST30 samples investigated 

in this work [29]. c) Unit-cell dependence on both Nb content and calcination temperature. Figure 

reprinted from [12,29] *. 
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approximately 17% of the bigger [6]Sn4+ (i.r. = 0.690 Å [124]), resulting in a unit-cell volume 

decrease. Moreover, the increase in the calcination temperature promoted the Ti for Sn 

substitution at the octahedral site of the SnO2 structure. In fact, sample ST30_850 had a smaller 

unit-cell volume than that calcined at 650 °C (Fig. 3.9 c). Additionally, the increase in the 

nominal niobium content produced a unit-cell volume expansion in both samples treated at 650 

and 850 °C, indicating that [6]Nb5+ preferentially replaced the smaller [6]Ti4+ into the oxide 

structure [29].  

The composition of STN in the bulk and at the surface was estimated using EDX and XPS 

analyses (see Table 3.4).  

The Sn/Ti/Nb atomic proportion obtained through EDX was slightly different from the 

synthesis starting stoichiometry, and a relative deficiency of Ti was observed. The existence of 

a minor amount of nano-anatase phase, primarily constituted of TiO2, was found by XRPD 

phase analysis. EDX compositional analysis (Fig. 3.10 a) collected along profile traced on 

HAADF-STEM images (Fig. 3.10 b) also evidenced a small TiO2 particle superimposed on a 

larger STN grain in the range of positions 40–60 nm. Such small nanoparticles can be partly 

lost during the supernatant filtration and powder washing, explaining the relative deficiency of 

Ti in the final samples compared to that in the batch of synthesis [29].  

The proportion of Sn, Ti, and Nb determined by XPS analysis revealed higher Ti and Nb 

contents than those obtained by EDX analysis. This discrepancy can be explained by Ti and Nb 

Table 3.4 Compositional proportion (%) of Sn, Ti and Nb in STN samples, obtained through EDX 

and XPS analyses. Table reprinted from [12,29] *. 

EDX  STN1.5_650 STN3.5_650 STN5_650 STN1.5_850 STN3.5_850 STN5_850 

Ti 22.0 25.0 22.7 26.7 23.5 21.2 
Nb 1.7 4.9 5.3 1.4 4.1 5.0 
Sn 76.3 70.1 72.0 71.9 72.4 73.8 
       
XPS STN1.5_650 STN3.5_650 STN5_650 STN1.5_850 STN3.5_850 STN5_850 

Ti 29.3 31.0 30.2 29.4 26.6 25.2 
Nb 3.8 10.9 9.8 3.4 14.9 12.4 
Sn 66.9 58.1 60.0 67.2 58.5 62.4 

 

  
Fig. 3.10 a) EDX profiles collected on the yellow line of STN1.5_850 particles shown in the inset. b) 

HAADF-STEM image [12]. HREM image of sample STN3.5_650, highlighting that STN 

nanoparticles are surrounded by a thin (≈ 1 nm) amorphous layer. Figures reprinted from [12]. 
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being partially segregated on the surface of STN nanograins, generating a thin layer of 1 nm, 

as shown in the High-Resolution Transmission Electron Microscopy (HREM) image in Fig. 

3.10 c for STN3.5_650 sample. Moreover, Ti content was higher in STN3.5 and 5_650 while 

the Nb content was higher in STN3.5 and 5_850 samples, indicating that the different heat 

treatment favoured Ti rather than Nb surface segregation. A similar behavior was observed in 

the synthesis of other SMOX solid solutions and perovskites, where the driving force for surface 

segregation was a difference in cation mobility 

under an applied gradient, as well as a lower 

surface energy of the component that 

segregated at the surface [125,126]. 

Despite the scarcity of investigations on Sn, Ti, 

and Nb ternary solutions, it is known that the 

substitution of a tetravalent cation (M4+) by a 

higher-valence cation, e.g. pentavalent Nb5+, 

creates either M3+ or cation vacancies, or both 

[29,127,128]. XPS high-resolution spectra 

investigated the oxidation state of Sn, Ti and 

Nb inside the solid solution. The Sn 3d and Nb 

3d regions showed peaks located at binding 

energies Sn 3d3/2 = 594.9 eV, Sn 3d5/2 = 486.5 

eV and Nb 3d3/2 = 207.1 eV, Nb 3d5/2 = 209.7 

eV, which are representative of Sn and Nb atoms with oxidation state of +4 and +5, respectively 

[129,130], as expected for stoichiometric SnO2 and Nb2O5. The Ti 2p region showed peaks 

located at binding energy Ti 2p1/2 = 464.5 eV and Ti 2p3/2 = 458.7 eV, mostly attributed to the 

Ti4+ oxidation state [131], but also a shoulder due to a small content of Ti3+ (Ti 2p1/2 = 463.3 

eV and Ti 2p3/2 = 457.0 eV) [131,132], see Fig. 3.11.   

EPR measurements on STN and ST30 samples were carried out to reveal the presence of 

paramagnetic species, such as Ti3+. The spectra in Fig. 3.12 a and b revealed the presence of 

one or, at most, two separate paramagnetic signals with g values systematically greater and 

lower than 2.0023, i.e. the g value for a free unpaired electron. By way of example, Fig. 3.12 c 

depicts the signals (labelled I and II) detected in the spectrum of STN5_650. Table 3.5 collects 

the magnetic field values for EPR signals recorded in the spectra of samples ST30, STN1.5 and 

STN5 treated at 650 and 850 °C.  

The line I was likely produced by superparamagnetic Fe(III) oxides, the resonant field of which 

can be observed at magnetic field values close to that of the free electron. The extreme 

sensitivity of the EPR technique allowed it to focus on Fe(III) superparamagnetic signals, even 

if this species can be considered negligible with most of the other investigation techniques [12]. 

The line II can be safely attributed to a transition metal ion with a number of electrons in the d 

shell lower than 5, which allowed the effective g value to be lower than the free electron value 

[12,133]. The g values were fully consistent with those of Ti(III) [12,133], in agreement also 

with the XPS high-resolution spectrum of the Ti 2p region carried out on the same samples. 

Ti(III) signal appeared only in Nb-bearing samples, while it was not detectable in the Nb-free 

materials. Therefore, Ti(III) defects can be addressed to charge compensation after substitution 

of tetravalent cations, i.e. Sn(IV) or Ti(IV), by pentavalent Nb(V).  

 
Fig. 3.11 Fits of the high-resolution scans of Ti 

2p core levels for STN5_850, highlighting the 

presence of Ti3+. Figure reprinted from [29] *.  
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The optical band gaps (𝐸𝑔) were estimated using Tauc’s plot method, as shown in Fig. 3.13. 

The band gap for ST30_650 was 3.65 eV and comparable to the values for solid solutions of 

(Sn,Ti)xO2 cited in [134]. However, the 𝐸𝑔 obtained values for STN samples were lower than 

those found for ST30_650, and it became progressively narrower with increasing Nb 

concentration, experimentally demonstrating that Nb substitution in the solid solution's lattice 

favoured electronic band structure modifications. Indeed, the 𝐸𝑔 decreased from 3.26 eV for 

STN1.5_650 to 2.92 eV for STN5_650 and from 3.20 eV for STN1.5_850 to 2.96 eV for 

STN5_850 [12]. Despite the absence of research on the band structures of the (Sn,Ti,Nb)xO2 

Table 3.5 EPR signals experimentally registered for ST30, STN1.5 and STN5 samples treated at 

650 and 850°C. The line position is specified in mT for all signals. Under the experimental 

conditions, the free electron value (g=2.0023) occurs at 346.5 mT. Table reprinted from [12]. 

sample Line 1 Line 2 - Ti(III) 

 B (mT) g B (mT) g 

ST30_650 309.6 2.241 - - 

STN1.5_650 295.1 2.351 348.4 1.991 

STN5_650 304.4 2.279 351.0 1.977 

ST30_850 - - - - 

STN1.5_850 325.7 2.130 349.2 1.987 

STN5_850 321.3 2.159 350.8 1.978 

 

 
Fig. 3.12 Experimental spectra of a) samples treated at 650 °C and b) samples treated at 850 °C, 

showing the presence of one or, at most, two independent paramagnetic signals with g values 

systematically greater and lower than 2.0023 [12]. c) STN5_850 experimental EPR spectrum as an 

example of detailed scan, evidencing the two distinct signals at 321.3 and 350.8 mT. Magnetic field 

values in microtesla (mT). Figures reprinted from [12]. 
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three-component solid solutions, a decrease in the band gap of Nb-doped rutile TiO2 has already 

been observed and described in [135,136]. 

* "Reprinted with permission from [ACS Sens. 2022, 7, 573−583]. Copyright [2023] American 

Chemical Society." 

 

3.2 ELECTRICAL CHARACTERIZATION OF SMOX 

MATERIALS 

3.2.1 WO3-based film for ethanol detection 

The conductance changes before and after injection of 5 ppm of ethanol at different working 

temperatures within 200–350 °C was measured to determine the optimal response of WO3 NF-

based film. The optimal operating temperature resulted to be 250 °C, as shown in Fig. 3.14 a. 

The "volcano" shape (increase-peak-decrease) relationship of the response with operating 

temperature is a common behaviour for SMOXs film [44,45,137] and has been previously 

explained in section 1.3.5. 

The film conductance in dry air and under exposure to 5, 10, 25, and 50 ppm of ethanol is shown 

in Fig. 3.14 b. The value of film conductance in synthetic dry air, i.e. 3.1 × 10−7 S, was in 

agreement with those reported in the literature [138–140], despite a thicker sensing film used 

in this work. It means that WO3 NF films have lower conductivity, which is consistent with the 

lack of oxygen vacancies found via XPS, which would otherwise enhance film conductivity. 

[90]. After injection of ethanol, the film conductance readily increased to 2.2 × 10−6 S at 5 ppm 

and keep increasing up to 6.7 × 10−6 S at 50 ppm, evidencing a suitable sensitivity of the film 

for the above-mentioned applications (section 1.1.4) within the concentration range of interest. 

 

Fig 3.13 Tauc graphs demonstrating straight-line extrapolation to calculate the direct bandgap for 

a) ST30_650, STN_650, and b) STN_850 samples. The increase in Nb content decreased the 𝐸𝑔  

values). Figures reprinted from [12]. 
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To investigate the stability of the film, it was kept at 250 °C under a flux of dry air and every 

two days it was exposed to 5 ppm of ethanol for two cycles of 30 min each. The measurements 

were carried out during a period of 14 days and the responses calculated at the second cycle vs. 

time are shown in Fig. 3.15. The response remained at approximately 5.7 with a mild increasing 

trend. In the inset of Fig. 3.15 is exhibited the repeatability of the dynamical response by 

exposing the device to 5 ppm of ethanol in four cycles. The selectivity of WO3 NF was 

thoroughly explored vs. potential interferents and especially vs. humidity. Fig. 3.16 shows the 

sensor conductance in presence of ethanol and at different % of humidity. After a decrease from 

2.3 × 10−6 S, in dry air, to 1.8 × 10−6 S, at 30 RH%, the film conductance kept rather constant 

until 70 RH%.  

 
Fig. 3.15 WO3 NF film response during 14 days. The 4-cycles repeatability test as a function of time 

is in the insert. For both experiments, an ethanol concentration of 5 ppm was chosen. Figure reprinted 

from [90]. 

 

Fig. 3.14 Electrical properties of the WO3 NF film. a) Response to 5 ppm of ethanol vs. temperature. 

b) Conductance vs. time when exposed to 5, 10, 25, and 50 ppm of ethanol. Figure reprinted from 

[90]. 
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The selectivity was further investigated by exposing the sensor to various gases, including, H2, 

H2S, NH3, NO2, CO, as well as different alcohols. The analytes were selected based on their 

potential presence in the gaseous environments under which ethanol sensors are required to 

function, such as ammonia, nitrogen monoxide, and hydrogen sulfide for the detection of 

alcohol in human breath [61] and hydrogen and carbon monoxide for the reaction monitoring 

of ethanol steam reforming reactors in the production of hydrogen [141]. The concentrations of 

the selected gases were chosen below their respective threshold limit values (TLV) [142] at the 

level reported in the literature for ease of comparison, i.e. 50 ppm of H2 (no specific exposure 

limits), 10 ppm of H2S (TLV = 10 ppm), 2 ppm of NH3 (TLV = 25 ppm), 0.5 ppm of NO2 (TLV 

= 3 ppm), 25 ppm of CO (TLV = 25 ppm), and 10 ppm of different alcohols, i.e. CH3OH (TLV 

= 200 ppm), C2H5OH (TLV = 1000 ppm) and C4H9OH (TLV = 20 ppm). The responses, R, 

displayed in the radar plot (Fig. 3.17) and defined as in eq. 2.12 and 2.13, reveal that the film 

 
Fig. 3.16 Influence of humidity on the film conductance vs. 5 ppm ethanol. The temperature inside 

the chamber was 28.5 ◦C in the whole range of RH%. The line is drawn to guide the eye. Figure 

reprinted from [90]. 

 

 
Fig. 3.17 Radar plot of WO3 NF sensor responses (see Eq. 2.12 and 2.13) to potential interferents in 

applications of ethanol detection (see text) at 250 °C working temperature. Figure reprinted from 

[90]. 
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was more reactive to ethanol than to the other gases. In general, a large concentration of surface 

oxygen vacancies can be used to explain a film's high reactivity to oxidizing gases, such as NO2 

[140,143,144]. In our situation, the low response to NO2 could be explained by the absence of 

oxygen vacancies at the surface, as shown by XPS (Fig. 3.5). 

Although not directly related to any specific applications, insights on the reaction mechanism 

of the WO3 NF film may be driven by evaluating the response vs. other simple alcohols such 

as methanol and butanol at the same concentration as ethanol. According to Fig. 3.17, the 

response to 10 ppm was higher for ethanol than for the other alcohols. Fig. 3.18 presents the 

calibration curves for all the alcohols under consideration, with ethanol performing best. 

Calibration curves were fitted with a power law function 𝑅 = 𝑎𝑥𝑏 where 𝑅 represents the 

sensor response and 𝑥 represents the gas concentration. A closer inspection into the dynamic 

response of the film to 5 ppm of gas (Fig. 3.19) reveals various kinetics, where dynamic 

responses vary depending on the type of alcohol present. Most notably, the dynamic responses 

to methanol and ethanol differed greatly in shape because the former abruptly peaked in the 

initial stage and subsequently stabilized, whilst the latter smoothly achieved saturation. The 

response times of ethanol (9 min 40 s) and methanol (6 min 30 s) were comparable while 

butanol showed a much slower kinetics. The recovery times for the three alcohols were 

comparable, with ethanol being slightly faster (21 min). 

 
Fig. 3.18 Calibration curves of WO3 NF film for methanol (green), ethanol (red) and butanol (blue). 

Data agree with a power law function with parameters a = (1.31 ± 0.24), b = (0.35 ± 0.05) for 

methanol, a = (2.68 ± 0.14), b = (0.52 ± 0.01) for ethanol and a = (0.57 ± 0.15), b = (0.84 ± 0.07) 

for butanol. Figure reprinted from [90]. 
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Fig. 3.19 The WO3 NF film’s dynamic response to 5 ppm of a) methanol, b) ethanol and c) butanol. 

Different kinetics are shown in the figures, with longer response times for longer alcohol chains. 

Figure reprinted from [90]. 
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3.2.2 (Sn,Ti,Nb)xO2, (Sn,Ti)xO2, SnO2-based film for hydrogen and ethanol 

detection 

The effect of Nb addition on the film conductance of the solid solution vs. temperature is shown 

in Fig. 3.20 a, which displays the Arrhenius plot in synthetic air obtained by changing the 

temperature from 350 K up to 900 K at the heating rate of 6 K/min.  

The conductance of all films increased with temperature because it increased the number of 

free electrons thermally excited from ionizable levels under the conduction band [29]. 

Additionally, STN films were more conductive than ST30_650 and the 3.5at% and 5at% Nb 

content resulted in the highest conductance of the films annealed at 650 °C. The increased 

conductance of STN films is explained by the substitution of Nb in the lattice, which resulted 

in extrinsic substitutional doping by introducing additional carriers [86,145]. This effect may 

be counteracted by increasing the energy barriers ∆E, which would reduce the conductance of 

the solid solution. Fig. 3.20 b illustrates the ∆E  calculated from the Arrhenius plot through the 

method reported in [146]. At 450°C, for example, ∆E = 0.9 eV for STN1.5_650, STN3.5_650 

and STN 5 650, whereas ∆E = 0.5 eV for ST30_650. Although the role of ∆E on film 

conductance could not be quantified, its change was a clear indication of bulk- and surface-

defect modifications caused by the addition of Nb. On the other hand, annealing temperature of 

850 °C resulted in a lower conductance of STN films with the respect to their counterpart treated 

at 650 °C. Even though annealing would provide the necessary mobility for Ti and Nb to enter 

the SnO2 lattice, it can also induce their segregation because the excess of stress in the lattice is 

not thermodynamically supported [147,148]. This self-purification process would reduce the 

content of Nb5+, lowering conductance. The energy barriers of STN1.5_850, STN3.5_850 and 

STN5_850 were lower than those of their annealed counterparts at 650 °C, i.e. E = 0.7 eV at 

450 °C, indicating that annealing altered both bulk and surface properties. 

Preliminary measurements on the sensors composed of STN nanostructures have revealed that 

the films varied considerably their conductance in the presence of hydrogen and ethanol. For 

this reason, numerous tests have been carried out to find the optimal conditions for STN sensor 

 
Fig. 3.20 a) Films conductance vs. temperature in dry air, showing that Nb increased the film 

conductance of the solid solution of Sn and Ti (ST30_650), especially in the temperature range for 

sensor thermal activation. b) Energy barrier dependence on temperature in dry air. The method used 

for the energy barrier measurements is reported in [146]. Figure reprinted from [29] *. 
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operation, i.e. operating temperature, as well as to investigate the sensitivity and selectivity to 

these two analytes.  

The optimal response of STN films was determined by measuring the conductance change 

before and after injection of 50 ppm of H2 and of 20 ppm of ethanol, at different working 

temperatures within 350-500 °C. The responses to H2 in Fig. 3.21 a evidence two different 

trends. The operating temperature had a considerable impact on the response of STN sensors 

calcined at 650 °C. In fact, the response peaked at 450°C 2.5 times higher than at 400 °C and 

500 °C. On the other hand, the responses of the STN sensors calcined at 850 °C moderately 

increased with working temperature. The ethanol response, shown in Fig. 3.21 b, appears to be 

generally less influenced on operating temperature than the hydrogen one and the optimal 

condition ranged within 400 and 450 °C. In fact, the performance at 400 °C was slightly higher 

than at 450 °C, but as will be discussed in more detail later, the response at such operating 

temperatures was only slightly influenced by humidity, so full characterization of the STN 

sensors was carried out at 450 °C.  

The optimal working temperature for SnO2_650 and ST30, e.g. 400 °C and 450 °C, 

respectively, was previously estimated [29,89]. 

The sensitivity to H2 was investigated by exposing the sensors to 0.4, 1, 2, 10, 25, 50, 75 and 

100 ppm. The dynamic response in Fig. 3.22 highlighted that in all the concentration range the 

response of STN_650 films was higher than that of STN_850, with STN1.5_650 

overperforming among the others. In Fig. 3.23 the response level to concentration 𝑥 in the range 

of 2-100 ppm were fitted with a power law function 𝑅 = 𝑎𝑥𝑏, 𝑅 being the sensor response. 

STN1.5_650 exhibited a significant response even at the lowest concentration of H2 injected in 

the chamber (R=5.55 at 0.4 ppm), implying a very low theoretical limit of detection. To better 

extrapolate sensor responses at lower concentrations and to determine the theoretical limit of 

detection (LOD) as in Ref. [149], a linear fit (𝑅 = 𝑐𝑥) was used. The estimated theoretical LOD 

was 5 ppb, which is the lowest LOD obtained for SMOX gas sensors vs. H2 to the best of our 

knowledge. Power law function parameters 𝑎 and 𝑏 and linear fit parameters c are listed in 

Table 3.6.  

 
Fig 3.21 Response of STN films to a) 50 ppm of H2 and b) 20 ppm of ethanol at different working 

temperatures, at which the STN 650 films reveal a greater dependence than the STN 850 ones, in 

particular for H2 detection. Figure reprinted from [12,29] *. 
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Fig. 3.22 STN film dynamical responses at 450°C to 0.4, 1, 2, 10, 25, 50, 75 and 100 ppm of H2 in 

dry air, highlighting that the response of STN calcined at 650 °C is much higher than that of the 

counterpart treated at 850 °C. Figure reprinted from [29] *. 

 

 
Fig. 3.23 STN calibration curves fitted with a power law function. The response level was taken from 

Fig. 3.22. A linear plot for concentrations lower than 2 ppm was used to estimate the theoretical 

LOD. Figure reprinted from [29] *. 

 
Table 3.6. Function parameters for the calibration curves in Fig. 3.23. Power low function parameters 𝑎 

and 𝑏 for the H2 concentration range between 2 and 100 ppm and linear fit parameter  
𝑐 for H2 concentration range between 0.4 and 2 ppm. 

Model Power law function 

Equation 𝑅 = 𝑎𝑥𝑏 

Plot STN5_650 STN5_850 STN3.5_650 STN3.5_850 STN1.5_650 STN1.5_850 

𝑎 7.42±0.74 1.39±0.20 13.77±0.68 2.02±0.19 16.67±0.72 1.91±0.19 

𝑏 0.33±0.03 0.41±0.04 0.295±0.014 0.35±0.03 0.330±0.013 0.38±0.03 

Model Liner fit 

Equation 𝑅 = 𝑐𝑥 

𝑐 4.82±0.31 0.91±0.05 9.01±0.38 1.35±0.13 12.10±1.05 1.38±0.12 
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For automotive and storage security 

applications, the sensitivity to a wider range 

of H2 concentration up to 1000 ppm was 

investigated for the better performing sensor, 

i.e. the STN1.5_650. The sensor showed a 

good sensitivity also at high concentration of 

H2 (Fig. 3.24). However, the response 

variation between 750 and 1000 ppm started 

to decrease, indicating that the sensor was 

likely saturating its active sites for H2 

detection. Therefore, STN1.5_650 should be 

used for H2 concentration monitoring below 

1000 ppm. 

The repeatability of the dynamic response vs. 

H2 was investigated for STN1.5_650. Fig. 

3.25 a shows the dynamical responses in four 

cycles to 0.4 and 100 ppm of H2, i.e. the 

concentrations extreme of the calibration 

curves (Fig. 3.23).  

In Fig. 3.26, the response of STN films vs. 50 

ppm H2 was compared to that of SnO2 650 

and ST30_650 films. The response of pure 

SnO2 was tripled when Ti was incorporated 

into the lattice. The Nb content of the solid 

solution and the calcination temperature both 

had a significant impact on the response. The 

response of the ST30_650 was increased with 

a Nb content of 3.5at% and, in particular, 

1.5at%, which doubled it, while a Nb content 

of 5at% had the opposite effect. Furthermore, 

calcination at 850 °C severely suppressed the 

beneficial effect of Ti and Nb, resulting in 

films with a lower response than SnO2 650. 

The response and recovery times were 

calculated for 50 ppm from Fig. 3.26. Except 

for STN1.5_650, which had slower response 

and faster recovery kinetics (about 5 min 10 

s and 5 min 50 s, respectively), all STN had 

similar response (about 2 min) and recovery 

(about 7 min) times. Response and recovery 

times of minutes have already been observed 

in previous works for traditional SnO2 and 

other materials [90,117,150–152]. Response 

and recovery times were affected by the 

chamber's size and geometry, as well as the 

 
Fig 3.24 Response of the sensor STN1.5_650 to 

50, 200, 500, 750 and 1000 ppm of H2 as a 

function of time. 
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Fig 3.25  Response of the sensor STN1.5_650 to 

four-cycles injection of 0.4 and 100 ppm of H2 as 

a function of time. Figure reprinted from [29]*. 

 

 

 
Fig. 3.26 Comparison between the responses of 

STN, ST30 650 and SnO2 films to 50 ppm of H2 

(sensors performing at their optimal working 

temperature of 450 °C for STN and ST30_650 

and 400 °C for SnO2 650 [89]). [29]*. 



68 

speed of the gas flow [151]. Because the chamber fills in about 1 minute 15 seconds, the 

response times of STN films should be rather fast.  

The response level of the sensors to different relative humidity percentage (RH%) up to 70 

RH% is shown in Fig 3.27 a. It highlighted that both Ti and Nb addition decreased SnO2 film 

response to RH%. Moreover, STN treated at 650 °C achieved remarkable baseline stability, as 

shown in Fig. 3.27 b for STN3.5 650.  

Commonly, a humid environment negatively impacts the response of SMOX-sensors because 

water molecules compete with the analyte for active surface sites. The effect of humidity on H2 

detection was investigated by injecting 50 ppm of H2 into a gas chamber at various relative 

humidity ranging from 1.7% to 55% RH (see Fig. 3.28). Even though water vapor did not 

significantly change the sensor baselines, it did affect the sensor response vs. H2 which 

decreased significantly up to 17 RH%. With increased RH%, the sensor signal to H2 kept rather 

constant, with STN1.5_650 still sensing at high level. The response in Fig 3.28 a was estimated 

as in eq. 2.12 considering Gbaseline equal to the conductance value reached at that specific RH%. 

 

 

 

 

 

 

 

Fig. 3.27 a) Response of STN, ST30 and SnO2_650 films to different RH% and b) influence of 

humidity on the conductance baseline of STN3.5_650. The temperature inside the chamber was 34 

°C in the whole range of RH%. The operating temperature value was set at 400°C for SnO2_650, and 

at 450 °C for ST30 and STN films. Figures reprinted from [12]. 
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Fig. 3.28 a) Response of STN films to 50 ppm of hydrogen at 1.7, 17, 27, 42 and 55 RH% and b) 

conductance variation of STN3.5_650 after injection of 50 ppm of ethanol in different RH% conditions. 

The temperature inside the chamber was 29 °C in the whole range of RH%. Figures reprinted from [12]. 

The sensitivity was investigated also for ethanol by exposing STN films to 5, 10, 20, 35, 50, 

75, and 100 ppm (dynamical responses are in Fig. 3.29 a. The samples calcined at 850 °C 

performed better than their counterparts treated at 650 °C. The response level decreased as the 

Nb content increased from 1.5 to 5. STN1.5_850 film overperformed among the others, 

reaching a response equal to 67 at 100 ppm. Fig. 3.29 b shows the calibration curves for all the 

sensors under study. Calibration curves were fitted with a power law function R=axb, a and b 

parameters are in Table 3.7.  

Table 3.7. Power law function parameters for the calibration curves in Fig. 3.29 b. Figures reprinted 

from [12]. 

Model Power law function 

Equation R=axb 

Plot STN5_650 STN5_850 STN3.5_650 STN3.5_850 STN1.5_650 STN1.5_850 

a 2.64±0.11 4.37±0.56 2.41±0.07 4.21±0.08 2.95±0.16 3.62±0.11 

b 0.45±0.01 0.47±0.04 0.55±0.01 0.55±0.01 0.60±0.02 0.63±0.01 
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Fig. 3.29 a) STN sensors dynamical responses to 5, 10, 20, 35, 50, 75 and 100 ppm of ethanol in dry 

air and b) calibration curves. STN films performed at their optimal working temperature of 450 °C. 

Figures reprinted from [12]. 

Fig. 3.30 displays the repeatability of the dynamic response vs. 35 ppm of ethanol for 

STN1.5_650 and STN1.5_850, which were chosen as representatives of the two heat treatment 

groups because they responded better to ethanol than STN3.5 and STN5. Moreover, 

STN1.5_650 and STN1.5_850 had comparable mean response times calculated over four 

cycles, i.e. 3 min 40 s and 4 min 15 s, respectively. The mean recovery time for STN1.5_650 

was slightly longer than for STN1.5_850, at 15 min 40 s and 13 min, respectively. 

 
Fig. 3.30 Conductance variation of STN1.5_650 and STN1.5_850 during 4-cycles injection of 35 ppm 

of ethanol as a function of time. The sensors operating temperature value was set at 450°C. During the 

measurement, the temperature and humidity inside the chamber were 33°C and 1.7 RH%. Figures 

reprinted from [12]. 

The response levels of SnO2_650 were compared to those of ST30 and STN films. Ti 

incorporation in the SnO2 lattice more than doubled the response to 35 ppm of ethanol, as 

evidenced in Fig. 3.31. On the contrary, the addition of Nb had no noticeable effect on the 

performance of the films treated at 650 °C. The responses of STN3.5 650 and STN5 650 were, 

in fact, similar to those of ST30_650. Only STN1.5_650 response increased when compared to 
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ST30_650. Otherwise, the addition of Nb increased the response of all films treated at 850 °C, 

and STN1.5_850 doubled the response of ST30_850. 

 
Fig. 3.31 Response to 35 ppm of ethanol. During the measurement, the temperature and humidity inside 

the chamber were 33 °C and 1.7 RH%. The films performed at their optimal working temperature of 

450 °C for STN and ST30_650 and 400°C for SnO2_650. 

To study the effect of humidity on the response, 5 ppm of ethanol was fluxed in the gas chamber 

at a relative humidity up to 55 RH%. Fig. 3.32 shows the response at operating temperature of 

400 and 450 °C estimated as in eq. 2.12 considering Gbaseline equal to the conductance value 

reached at that specific RH%. As an example, the conductance variation of STN3.5_650 after 

injection of 5 ppm of ethanol at different RH% conditions at operating temperatures of 400 and 

450 °C is plotted in Fig. 3.32 b and d, respectively. Despite having a higher response at 

operating temperature of 400 °C in dry conditions, the sensors were more influenced by 

humidity than at 450 °C. Indeed, the response of STN sensors operating at 400 °C decreased at 

55 RH% in a range between a 55%, for STN3.5_850, and a 70%, for STN1.5_650. When the 

sensors were operated at 450 °C, instead, STN1.5_850 and STN5_850 reduced their response 

level of 40% and STN3.5_850 of 24% at 55 RH%, while the response level of STN5_650 and 

STN3.5_650 in dry condition was maintained in the whole RH% range investigated, with 

fluctuations of the order of the instrumental reading error (5%). Film selectivity in the working 

atmosphere for the applications in which STN-based sensors are expected to detect hydrogen 

and ethanol was explored by exposing the sensor to 50 ppm of ethanol (C2H5OH), 50 ppm of 

hydrogen (H2), 9000 ppm of carbon dioxide (CO2), 2 ppm of ammonia (NH3), 1 ppm of acetone 

(C3H6O), 1 ppm of nitrogen dioxide (NO2), 25 ppm of methane (CH4) and 5 ppm of 

acetaldehyde (C2H4O). The concentrations of the selected gases were chosen below their 

respective threshold limit values (TLV). Moreover, CO2, NH3, C3H6O and their concentrations 

were chosen accordingly to those commonly detected in human breath [153,154]. The 

investigation of selectivity through CO and CH4 is mandatory because they are both involved 

in steam reforming of methane (SRM), i.e., the predominant industrial process for 

manufacturing hydrogen and syngas. Here, steam endothermically reacts with methane to 

produce H2 and CO [155,156]. 
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Fig. 3.32 a) Response of STN films and b) conductance variation of STN3.5_650 to 5 ppm of ethanol 

at 2, 28, 40 and 55 RH% and operating temperature value of 400 °C. c) Response of STN films and d) 

conductance variation of STN3.5_650 to 5 ppm of ethanol at 2, 28, 40 and 55 RH% and operating 

temperature value of 450 °C. The temperature inside the chamber was 34 °C in the whole range of RH%. 

Hydrogen and ethanol can be present simultaneously in applications such as reaction 

monitoring of ethanol in steam reforming reactors for hydrogen production [157]. In addition, 

the films were probed vs. an aldehyde (C2H4O), and an oxidizing gas (NO2), which are thought 

to be representative of chemical compounds with different functional groups.  

Fig. 3.33 highlighted that the response of STN_650 vs. H2 was much higher than vs. CO2, NH3, 

C3H6O, CO, CH4 and NO2, and approximately doubled that vs. C2H5OH at the same 

concentration. Despite STN_650 were more selective to H2 than to C2H5OH, it is evident that 

applications where the concentration of C2H5OH is lower than that of H2 are preferable to avoid 

cross-sensitivity problems. On the other hand, Fig. 3.44 evidenced that STN_850 were more 

selective to C2H5OH than STN_650 films. Indeed, the response vs. H2 of STN_850 films was 

much smaller than that vs. C2H5OH, and comparable to that of the other interferents tested. 

Ethanol influence on carbon monoxide (CO) response was further investigated because of 

interest for air quality monitoring in domestic environments and workplaces [158]. CO 

exposure is common as a result of industrial accidents, faulty fuel-burning appliances, or 

charcoal burned in homes and other enclosed areas. It is particularly dangerous because it has 

high affinity to haemoglobin and causes tissue hypoxia [158]. Unfortunately, it is known as the 

silent killer because it is colourless, odourless, tasteless, and non-irritating. For these reasons 

CO alarms are used to provide warning as CO levels in the air approach dangerous levels, but 

the high number of interferent can cause false alarms. One of these interferents is ethanol, for 

example in the kitchens. 
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Fig. 3.33 Bar graph of STN film responses (see Eqs. 2.12 and 2.13) to 50 ppm of ethanol, 50 ppm of 

hydrogen, 9000 ppm of carbon dioxide, 2 ppm of ammonia and 1 ppm of acetone, 1 ppm of nitrogen 

dioxide, 25 ppm of methane and 5 ppm of acetaldehyde. The sensors operating temperature value was 

set at 450 °C. 

Fig. 3.34 a shows the response of STN films to 5, 15 and 30 ppm of CO under flux of 5 or 20 

ppm of ethanol. The best way to quantify CO response in presence of a background of 5 or 20 

ppm of ethanol was to define the cross-response as: 

𝑅 =
𝐺𝐶𝑂 − 𝐺𝐸𝑡𝑂𝐻

𝐺𝐸𝑡𝑂𝐻
    𝑒𝑞. 3.1 

where 𝐺𝐸𝑡𝑂𝐻 and 𝐺𝐶𝑂 were the steady-states conductance in ethanol and after addition of CO, 

respectively. STN_850 films did not respond to CO in the presence of ethanol. Conversely, 

STN_650 films can sense CO even in the presence of 20 ppm of ethanol. In summary, one can 

conclude remarkable selectivity to ethanol of STN_850 film, and the sensing of CO even in 

presence of ethanol for STN_650 layers. As an example, the dynamical responses of STN5 650 

and STN5 850 films to 5, 10, and 30 ppm carbon monoxide in dry air and after injection of 5 

and 20 ppm ethanol are plotted in Fig. 3.34 b. 
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Fig. 3.34 a) The responses of STN films to CO in the presence of 5 and 20 ppm ethanol are displayed 

by square and round marks, respectively. To guide the eye, continuous and dashed lines are drawn. b) 

Dynamical ethanol and CO cross-responses of STN5 650 and STN5 850 sensors.  

* "Reprinted with permission from [ACS Sens. 2022, 7, 573−583]. Copyright [2023] American 

Chemical Society." 

3.3 DRIFT STUDY ON THE GAS SENSING MECHANISM OF 

(Sn,Ti,Nb)XO2  

Operando DRIFT spectroscopy was performed to deeply investigate the sensing mechanism of 

the new (Sn,Ti,Nb)xO2 solid solution. The apparent absorbance spectra were acquired on 

STN1.5_650 and STN1.5_850 under exposure to water vapour, 35 ppm of ethanol and 200 ppm 

of hydrogen. These two gases were chosen because they produced the highest sensor response. 

The spectra were compared to those obtained at the same working conditions for SnO2. The 

reception mechanism vs. some reducing gases and the effect of water vapor on the surface states 

composition of this material have already been studied using operando DRIFT spectroscopy 

[32,34,159].  

Firstly, the effect of water vapour on the surface sites composition was investigated because 

(Sn,Ti,Nb)xO2 sensors demonstrated a greater conductance-independence from variations of 

RH% than SnO2_650.  

In the experiments, wet conditions were obtained by fluxing synthetic air through a bubbler 

filled with deionized water. The total flow rate was maintained at 100 sccm, partly consisting 

of dry air and partly of humid air. To vary the RH%, the portion of the total flow passing through 

the bubbler was increased step by step to 3, 15, 30, 60 and 100 sccm. A commercially available 

Sensirion SHT3X sensor monitored the temperature and RH% inside the chamber. To 

determine the change in the material surface composition resulting from reaction with H2O, 

absorbance spectra were calculated as apparent absorbance (AB) using eq. 2.15, in which 

𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑(𝜆) and 𝐼𝑠𝑎𝑚𝑝𝑙𝑒(𝜆) were the spectrum (SC) intensity of the sample recorded during 
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exposure to synthetic air and that measured after exposure to humid air, respectively. When a 

high water vapour content was reached inside the test chamber, the gaseous H2O molecules 

absorbed in large parts of the mid infrared spectrum (between 4000-3300 cm-1 and 2100-1300 

cm-1), resulting in narrow and intense peaks [160]. This may complicate the analysis of the 

species adsorbed on the sample. To avoid absorbance peaks of water vapour, AB spectra were 

obtained in dry conditions after the sensor conductance stabilization in humid air. The graphs 

in Figs. 3.35, 3.36 and 3.38 on the left (a,c,e) depict the RH% and temperature conditions inside 

the chamber. The coloured bars represent the time intervals during which the AB spectra shown 

in the graphs on the right (b,d,f) were acquired. The colour of each spectrum is the same as the 

colour of the bar representing the acquisition period. 

 
Fig. 3.35 The graphs a), c) and e) show the RH% and temperature conditions inside the chamber. The 

coloured bars represent the time intervals during which the AB spectra were acquired. The graphs b), 

d), f) report the evolution of the DRIFT AB spectrum during the increase of RH% on a SnO2_650 sensor. 

The sensor operating temperature in graphs (a-b), (c-d), (e-f) was 350 °C, 400 °C and 450 °C, 

respectively. 
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This method of investigation had the advantage of producing less noisy spectra, but it had the 

disadvantage of collecting data on a surface that was restarting the cleaning process from sites 

that had reacted with H2O. Therefore, the AB spectrum acquired during exposure to 100 sccm 

of humid air is also shown in the graphs on the right.  

DRIFT spectra on SnO2_650 in humid air were measured with the sensor working at 350, 400 

and 450 °C, as operating temperature was observed to have a significant impact on water vapour 

chemisorption on the surfaces of SMOX. 

The AB spectra of SnO2_650 operated at 350 °C in humid conditions (Fig. 3.35 b) displayed 

two upward peaks at 3689 cm-1, 3594 cm-1 and two downward peaks at 1359 cm-1 and 1246 

cm-1. The bands in the wavenumber region between 3000 and 4000 cm-1 indicate the formation 

of new surface hydroxyl groups after exposure to humid air. The band at ~3700 cm-1 can be 

ascribed to isolated terminal hydroxyl groups while that at ~3600 cm-1 was in the region of 

interacting terminal and rooted hydroxyl groups (between 3600 and 3100 cm-1) [32–34]. Fig. 

1.10 illustrates a two-dimensional representation of the SnO2 surface with isolated and 

interacting hydroxyl groups. In addition to the increasing signal of hydroxyl groups, the 

absorbance of the band associated with Sn−O overtone [34] at 1359 cm-1 decreased, indicating 

that the formation of hydroxyl groups was accompanied by a decrease in the content of surface 

metal-oxygen (M−O) bonds. The intensities of the signals enhanced as RH% increased. Two 

reaction mechanisms have been described in the literature to explain such observed changes in 

surface sites [34]. The first mechanism in eq. 4.1 involves the homolytic dissociation of H2O 

and its reaction with one lattice oxygen, O0, to form one terminal hydroxyl group, 

(MM
δ+ − OHδ

−
), at a M site, MM, and one rooted hydroxyl group, (OH)0

+, which acts as a surface 

donor, freeing one electron, e−, to the conduction band and increasing sensor conductance. The 

second mechanism in eq. 4.2 entails the interaction of H2O with lattice oxygen forming two 

terminal hydroxyl groups, MM
δ+ − OHδ

−
, and one oxygen vacancy, V0

++. The formation of V0
++ 

introduces two electrons into the conduction band, resulting in a relatively larger increase in 

sensor conductance. 

H2Ogas + O0 +MM  (MM
δ+ − OHδ

−
)
M
+ (OH)0

+ + e−   eq. 4.1 

H2Ogas + O0 + 2MM  2(MM
δ+ − OHδ

−
)
M
+ V0

++ + 2e−   eq. 4.2 

The presence of both terminal and rooted hydroxyl groups would exclude eq. 4.2 as preferential 

reaction for H2O chemisorption. This could improve the stability of the film in presence of 

water vapor because if eq. 4.1 is preferred over eq. 4.2 only one e− is released to the CB after 

dissociation of each H2O molecule instead of two. 

The peak at 1246 cm-1 was assigned to a Sn−OH deformation mode by Degler et al. [32].   

However, in their observations the absorption peak increased in humid conditions. On the 

contrary, in Fig. 3.35 b the peak was downwards, indicating a decrease of Sn−OH bonds. This 

interpretation appears to contradict the increase in hydroxyl groups demonstrated by the bands 

growth in the 3000-4000 cm-1 region. Therefore, further investigation is required to define the 

chemistry of such bond. In particular, the use of isotopically labeled water (D2O) could provide 

additional insights into the identification of water-related and other surface species [32]. This 

experiment will be the next step for a deeper understanding of pre-existing and new surface 

groups in presence of water vapour.  
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Even when operating temperature was raised to 400°C, the AB spectra after exposure to humid 

air highlighted an increase in hydroxyl groups and a Sn−O overtone band decrease (Fig. 3.35 

d). Interestingly, the band at ~3677 cm-1 was less intense than that at 3526 cm-1, indicating a 

preference for rooted hydroxyl groups formation.  

 

Fig. 3.36 The graphs a), c) and e) show the RH% and temperature conditions inside the chamber. The 

coloured bars represent the time intervals during which the AB spectra were acquired. The graphs b), 

d), f) report the evolution of the DRIFT AB spectrum during the increase of RH% on a STN1.5_650 

sensor. The sensor operating temperature in graphs (a-b), (c-d), (e-f) was 350 °C, 400 °C and 450 °C, 

respectively. 

On the other hand, a similar intensity of the bands at 3678 cm-1 and 3591 cm-1 was observed 

for SnO2_650 operated at 450 °C (Fig. 3.35 f), which suggests that still at high temperature 

different reaction paths were available for H2O adsorption.  
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The AB spectra in Fig. 3.36 b acquired in humid air on 

STN1.5_650 operated at 350 °C showed an upward 

peak at 3650 cm-1, a broad increasing band between 

3523 cm-1 and 3034 cm-1 and two downward peaks at 

1558 and 1357 cm-1. The peak at 3650 cm-1 was 

attributed to isolated terminal hydroxyl groups. The 

broad band in the range 3500-3000 cm-1 was assigned 

to water molecules forming a hydrogen-bonded 

network on the surface [161,162]. This indicates that 

H2O dissociated on (Sn,Ti,Nb)xO2 surface to produce 

OH groups while also adsorbing non-dissociatively 

[163] like in Fig. 3.37. As already observed for SnO2_650, the interaction between water vapour 

and surface oxygen decreased the number of M−O bonds, leading to a decreasing band at 1357 

cm-1. In addition, the AB spectra show a downward band centered at 1558 cm-1. Degler et al. 

[32] observed decreasing peaks in the H2O spectra at 1543, 1520 and 1427 cm-1 which were 

assigned to Sn−O−Sn overtone.  

At increasing operating temperatures of 400 °C and 450 °C (Fig. 3.36 d and f, respectively), 

the changes in the fingerprint region show a lower decrease in surface oxygen species. Indeed, 

the peaks at 1358 cm-1 and 1558 cm-1 were far less intense and could not be distinguished from 

background noise at low humidity.  

The addition of Nb and Ti in the structure of SnO2 slightly changed the chemistry of the newly 

formed surface sites under wet conditions in STN1.5_650. Indeed, in all AB spectra (Fig. 3.35 

and 3.36) the signals of bands associated with M−O bonds (~ 1355 and 1555 cm-1) decreased. 

Moreover, in both SnO2_650 and STN1.5_650 was observed a peak at ~3700 cm-1 characteristic 

of isolated terminal OH groups. Otherwise, in SnO2_650 raised a signal assigned to rooted 

hydroxyl while in STN1.5_650 increased a broad band which contains contributions from both 

hydrogen bonded surface M−OH species and hydrogen-bonded molecular H2O.  

Moreover, useful consideration can be provided from the peaks intensities in the spectra of the 

two sensors. However, when comparing absorption spectra measured on different samples, 

caution is required in drawing conclusions about peak intensities. Although DRIFT 

measurements are extensively used to achieve qualitative insights on surface species, 

quantitative analyses are rather complicated because there is no linear relation between band 

intensity and concentration. Furthermore, the reproducibility of DRIFT signal intensities is 

sensitive to nanoparticle size, compactness, and distribution within the sample [164]. Therefore, 

the intensities of the bands in the AB spectra cannot be used to quantify the formation of 

hydroxyl groups or the decrease in the content of surface M−O bonds. However, the intensity 

of each peak can be compared to that of the other peaks within the same spectrum. Then, 

qualitative considerations can be drawn from the relative intensities of peaks in spectra from 

different samples. For example, the intensity of the peak assigned to M−O bonds in absorbance 

spectra of Fig. 3.35 (SnO2_650 sensor) was equal to or greater than that of the peaks 

characteristic of O−H bonds. On the contrary, the intensity of the peak assigned to M−O bonds 

in absorbance spectra of Fig. 3.36 (STN1.5_650 sensor) was smaller or, in the limit case of high 

operating temperature, not clearly visible compared to the peak and band characteristic of O−H 

bonds. If the chemisorption mechanism in eq. 4.1 and 4.2 were the only reactions, an increase 

in O−H peaks should be always followed by a decrease in M−O peak, as in the case of 

 

Fig. 3.37 Schematic representation as 

an example of H2O molecules 

involved in hydrogen bonds (dotted 

line) with oxygens and hydroxyl 

groups over a metal oxide surface. 
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SnO2_650. This was not observed for STN1.5_650 and much fewer oxygens were involved in 

the reaction with water. Indeed, most species were molecular water attached to surface oxygens 

through hydrogen bonds, whereas the hydroxyls were observed in lesser amounts. This 

beneficially impacted the electrical stability of STN1.5_650 films in humid atmosphere, 

promoting H2O non-redox reactions.  

 

Fig. 3.38 The graphs a), c) and e) show the RH% and temperature conditions inside the chamber. The 

coloured bars represent the time intervals during which the AB spectra were acquired. The graphs b), 

d), f) report the evolution of the DRIFT AB spectrum during the increase of RH% on a STN1.5_850 

sensor. The sensor operating temperature in graphs (a-b), (c-d), (e-f) was 350 °C, 400 °C and 450 °C, 

respectively. 

DRIFT measurements were conducted also on STN1.5_850 under exposure to humid air to 

investigate the effect of sintering temperature at 850°C on the surface reactivity. At a working 

temperature of 350 °C the spectra in Fig. 3.38 b show an upward peak at 3661 cm-1 and a broad 

increasing band between 3558 cm-1 and 3013 cm-1. The same signals were also present in 
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STN1.5_650 (Fig. 3.36 b) and attributed to terminal and hydrogen bonded OH. Unlike the 

spectra in Fig. 3.36 b, already at this temperature no peaks characteristic of M−O bonds were 

visible. The same was observed in the spectra measured at 400 °C and 450 °C in Fig. 3.38 d 

and f, respectively. Likewise to STN1.5_650, the conductance of STN1.5_850 was almost 

completely independent from RH% and the spectra suggested water interaction through non-

redox adsorption.  

Finally, DRIFT spectra were acquired 

on SnO2_650, STN1.5_650 and 

STN1.5_850 under exposure to 35 ppm 

of ethanol and 200 ppm of hydrogen 

(Fig. 3.40). To determine the change in 

the material surface composition 

resulting from reaction with the 

analytes, AB spectra were calculated as 

in eq. 2.15, in which 𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑(𝜆) 

was the spectrum (SC) intensity of the 

sample recorded during exposure to dry 

synthetic air. Three AB spectra were 

collected for each measurement during 

response time, steady state condition 

and recovery time, i.e., the periods of 

time shown in Fig.3.39, taken as 

explicative example. DRIFT spectra on 

SnO2_650 during exposure to ethanol 

presented upwards peaks at 3677 cm-1, 

3526 cm-1, 1533 cm-1 and 1469 cm-1 and 

downwards peaks at 2970 cm-1, 1354 cm-1 and 1159 cm-1 (Fig. 3.51 a). Therefore, the reaction 

produced terminal and rooted hydroxyl groups (3677 cm-1, 3526 cm-1) while decreased the 

content of Sn−O bonds (1354 cm-1). The signal at 1159 cm-1 was also assigned to Sn−O 

overtones in [32]. Furthermore, increasing peaks at 1533 cm-1 and 1469 cm-1 were observed 

due to symmetric and asymmetric COO stretch, which corresponded to acetate species formed 

as intermediates from ethanol reaction [34]. The signal at 2970 cm-1 was in the region of CH 

stretching [165] and interacting OH [32]. More research is needed to determine the chemical 

species which correspond to this peak. During recovery time all the bands disappeared, 

demonstrating complete reversibility of the SnO2_650 surface.  

The AB spectra in Fig. 3.40 b acquired in presence of H2 show characteristic signals of hydroxyl 

groups increase (3677 cm-1 and 3580 cm-1) and Sn−O bons decrease (1352 cm-1 and 1159 cm-

1). Moreover, a weak band at 1533 cm-1 was observed, probably due to residual carbonic species 

at the surface. 

The spectra in Fig. 3.40 c revealed that ethanol interaction with the surface of STN1.5_650 

resulted in the formation of the species also present on SnO2_650, namely hydroxyl (3682 cm-

1 and 3583 cm-1) and COO (1534 cm-1) groups. Meanwhile, the decrease in M−O bonds was 

indicated by the downward peak at 1349 cm-1. The M−O peak at 1366 cm-1 decreased and the 

O−H peak at 3660 cm-1 increased also in the presence of hydrogen (Fig. 3.40 d). In this case, 

however, a single band was observed in the region of the OH groups that, in terms of position 

 
Fig. 3.39 Conductance of SnO2_650 operated at 400°C 

before and after exposure to 35 ppm of ethanol. The 

green bar shows the gaseous composition of the flow 

passing through the chamber. The blue bars evidence 

the periods of time during which the spectra in Fig. 

3.40 a were acquired.  
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and shape, resembled that observed in the presence of H2O (Fig. 3.36 f) more closely than that 

observed in the presence of ethanol. This would suggest that different sites were exploited for 

the reaction of hydrogen and ethanol, mainly generating terminal OH groups in the first case 

and both terminal and rooted OH groups in the second. 

The reaction mechanism of ethanol and hydrogen on the surface of STN1.5_850 only decreased 

M−O bonds content. Indeed, a single downwards peak was observed at 1358 cm-1 in Fig. 3.40 

e and at 1352 cm-1 in Fig. 3.40 f. 

 

Fig. 3.40 AB spectra taken on SnO2_650, STN1.5_650 and STN1.5_850 during (response time and 

steady state) and after (recovery time) exposure to a),c),e) 35 ppm of ethanol and b),d),f) 200 ppm of 

hydrogen. The operating temperatures were 400°C for SnO2_650 and 450 °C for STN1.5_650 and 

STN1.5_850. The temperature inside the chamber was in the range of 36-38 °C and RH was around 

1.5%. 

In conclusion, DRIFT measurements evidenced that exposure to water vapor, ethanol and 

hydrogen modified the surface chemistry differently on SnO2_650, STN1.5_650 and 

STN1.5_850. This implies that different reaction mechanisms occur in the presence of these 

gases, influencing the electrical behavior of the sensor.  
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3.4 WO3 NF AND (Sn,Ti,Nb)XO2-BASED SENSORS COMPARED 

TO OTHER SMOX MATERIALS FROM THE LITERATURE 

This chapter compares the sensors developed during the thesis work and characterized in 

sections 3.1 and 3.2 with sensors previously studied in the literature. The purpose is to see if 

the changes to the structural parameters chosen for the reasons stated in section 2.1 improved 

the materials based on WO3 and SnO2 enough to make them competitive with other gas sensors 

based on metal oxides. This evaluation is limited to sensors that have the same selectivity for 

ethanol, as WO3 NF and STN_850, and for H2, as STN_650. All the SMOX materials in Table 

3.8 and 3.9 employ one or more techniques for structural parameter engineering, such as 

morphology control, chemical composition, and surface structure modification.  

In Table 3.8, the WO3 in nanoflake morphology (WO3 NF) and the solid solution of tin, 

titanium and niobium oxides (STN) are compared to other SMOX-based sensor for ethanol 

detection. The sensors are evaluated for their level of response to the analyte, best operating 

temperature, and percentage of response decrease at 60% RH. Indeed, even though the response 

level is an important criterion for evaluating the sensor's performance, additional relevant 

factors must be considered. In particular, the low operating temperature is a desirable feature 

that can have a favourable impact on heating power consumption, convenient characteristic 

especially for portable applications of SMOXs-based gas sensors [166]. Moreover, humidity 

can be adverse to film performance, causing the sensor response to decrease when operating 

under environmental conditions. Low or no dependence of sensor baseline and response to 

significant relative humidity changes is a strong selling point for making the device more robust 

and easier to calibrate.  

Firstly, the response of the WO3 NF film to ethanol is compared to other sensing films based 

on WO3 with different morphologies. WO3 NF outperformed WO3 films in Refs [138,167,168], 

whereas it had a slightly lower response than WO3 films in Refs [139,169,170]. It is worthy to 

note that the 3D flower-like WO3 film in Ref. [171] demonstrated an exceptionally high 

response due to surface effect magnification. In this respect, the WO3 NF films were worked at 

250 °C, while the others were operated at higher temperatures. The material that comes closest 

to WO3 NF in terms of performance is the WO3 nanolamella [44], with a high response at a low 

operating temperature. Nevertheless, the low number of interferents tested and the poor control 

of the environment in the chamber (T and RH%) make comparing the two sensors for practical 

uses difficult. However, Tie Liu et. al. [44], contributed to demonstrating that 2D morphology 

is likely the most promising for the development of ethanol sensors. WO3 NF film is also 

competitive with sensors based on various n-type (SnO2 [172,173], ZnO [174]) and p-type 

(CuO [175]) metal oxides synthetized in different shapes, as it had a better response or worked 

at a lower temperature, or both. Furthermore, despite the scarcity of data in the literature, the 

WO3 NF films proved to be less affected by humidity. 

Secondly, the response of the STN1.5_650 and 850 films is compared to WO3-based films, 

other n-type (SnO2 [172,173], ZnO [174]) and p-type (CuO  [175]) metal oxides as well as 

composite materials based on SnO2 [176–180] Most devices have a lower response level than 

STN-based sensors. However, STN operated at a higher temperature than all of the sensors 

listed in Table 3.8. Despite the higher energy consumption, STN materials may be preferred 

over others in humid environments due to their low dependence of sensor baseline and response 

on the presence of water vapour.  



83 

Table 3.8. The ethanol-sensing performance of the WO3 NF film in this work is compared to that of 

other WO3 sensors with different morphologies, as well as several commonly used metal oxide sensors 

in the literature [138,139,175,181,167–174]. 

Material  Concentration  Response Optimal 
operating 
temp. (°C)  

Response% 
decrease at 
60% RH 

Reference  

WO3 nanoflakes 50 ppm  20.5 a 250 25 % This work 

STN1.5_850 
nanoparticles 

50 ppm  41.5 a 450 33% This work 

STN1.5_650 
nanoparticles 

50 ppm  31.1 a 450 15% This work 

WO3 nanolamella 10 ppm  11.3 b 200 – [44] 

Flower-like WO3 100 ppm  7.6 b 320 – [167] 

WO3 nanotube 300 ppm  16.9 b 350 – [138] 

Urchinlike WO3 
microspheres 

400 ppm  ~17 c 300 – [168] 

WO3•H2O 
nanoplates 

50 ppm  23.1 b 300 – [169] 

flower-like WO3 50 ppm  29.7 b 300 – [139] 

h-WO3 nanowires 50 ppm  ~ 22 b 300 – [170] 

3D flower-like WO3  35 ppm  96 b 350 57% [171] 

SnO2 nanowires 100 ppm  17 b 380 – [172] 

SnO2 microspheres 100 ppm  24.9 b 230 30% [173] 

ZnO nanorods 100 ppm  44.9 b 300 25% [174] 

CuO nanowires 100 ppm  4.4 b 190 – [175] 

Au/SnO2 
hierarchical  
hollow 
microspheres 

100 ppm  23.9 b 240 – [176] 

2%Ce-SnO2 
nanoparticles 

50 ppm  69.5 b 265 – [177] 

SnO2/Zn2SnO4 
porous sphere 

100 ppm  30.5 b 250 – [178] 

ZnO/SnO2 hollow 
spheres 

30 ppm  34.8 b 225 – [179] 

hierarchical nano 
Pt/SnO2 

100 ppm  27 b 240 – [180] 

a Gas response 𝑆 =
𝐺𝑔𝑎𝑠−𝐺𝑎𝑖𝑟

𝐺𝑎𝑖𝑟
, b Gas response 𝑆 =

𝑅𝑎𝑖𝑟

𝑅𝑔𝑎𝑠
, c Gas response 𝑆 =

𝑉𝑔𝑎𝑠

𝑉𝑎𝑖𝑟
, d Gas response 𝑆 =

[(𝑅𝑎𝑖𝑟−𝑅𝑔𝑎𝑠)×100]

𝑅𝑎𝑖𝑟
, where 𝐺 is the conductance, 𝑅 is the resistance and 𝑉 is the voltage. Hyphen “ – “ is 

used when data are not available from the reference.  

 

The response of STN1.5_650 to H2 and that of other sensing films based on different metal-

oxide semiconductors from literature are reported in Table 3.9.  

STN 1.5 650 performed better than several semiconductors, including SnO2 and Pd-decorated 

and Co-doped SnO2 [182–184], WO3 [185], CuO [186], WO3 and CuO junction [185], ZnO 

and Ag doped ZnO [187]. Moreover, its experimental LOD of 0.4 ppm was far lower than that 

reported in some recently accredited works [186,187]. On the other hand, the best experimental 

result about H2 sensing was performed by Wang et al. [183], recording a LOD of 0.25 ppm at 

𝑅𝑎𝑖𝑟 𝑅𝑔𝑎𝑠⁄ = 3. However, the LOD for STN1.5_650 was 0.4 ppm, but with a response of 5.6. 

Based on this experimental result, it is concluded that STN1.5_650 highlights remarkable, still 

experimentally unexplored, potential for detecting extra-low concentrations of H2. The method 

described by Huang and Wan [174] was used to assess such a limit. The theoretical LOD turned 
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out to be as low as 5 ppb, i.e. the lowest theoretical LOD obtained so far by metal-oxide gas 

sensors. 

Table 3.9. Comparison of the hydrogen-sensing performance of STN1.5_650 films to recently achieved 

frequently used metal-oxide sensors in the literature [29,182–187].  

Material Concentration Response 
Optimal operating 
temperature (°C) 

LOD  Reference 

STN 1.5 650  100 ppm 80 a 450 0.4 ppm/5 ppb* This work 

SnO2  100 ppm 15 c 400 - [182] 
Pd/SnO2  100 ppm  28.5 c 160 0.25 ppm [183] 
Co/SnO2  100 ppm  23 c 330 - [184] 
WO3  100 ppm  4.8 250 0.25 ppm * [185] 
WO3-CuO 100 ppm 39 250 0.31 ppm * [185] 
CuO 100 ppm 1.7 d  200 2 ppm [186] 

ZnO 100 ppm 0.95 e 250 - [187] 

Ag/ZnO 300 ppm 4.79 e 250 5 ppm [187] 

a Gas response 𝑆 =
𝐺𝑔𝑎𝑠−𝐺𝑎𝑖𝑟

𝐺𝑎𝑖𝑟
, b Gas response 𝑆 =

𝐺𝑔𝑎𝑠

𝐺𝑎𝑖𝑟
, c Gas response 𝑆 =

𝑅𝑎𝑖𝑟

𝑅𝑔𝑎𝑠
, d Gas response 𝑆 =

𝑅𝑎𝑖𝑟−𝑅𝑔𝑎𝑠

𝑅𝑎𝑖𝑟
, e Gas response 𝑆 =

𝑅𝑔𝑎𝑠−𝑅𝑎𝑖𝑟

𝑅𝑔𝑎𝑠
, where 𝐺 is the conductance, 𝑅 is the resistance and 𝑉 is the 

voltage. The symbol “*” indicates theoretical LOD. 
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Chapter 4- GAS SENSING MECHANISM 

4.1 WO3 NF- BASED SENSORS 

The reaction mechanisms that occur at the surface of WO3-based films as a result of interaction 

with the gaseous environment are here reviewed. When exposed to air, oxygen molecules 

chemisorbed at the surface, and active oxygen ions (such as O2
-, O-, and O2-) are formed at 

various temperatures by trapping electrons from the CB. According to the literature [17], O- 

should be preferentially formed at the best working temperature for WO3 NF operation, which 

is 250 °C.  

Under exposure to reducing gases (such as alcohols) at a temperature that provides enough 

thermal energy for surface reactions, oxygen ions oxidize the gas and the trapped electrons are 

released to the conduction band, resulting in a decrease in film resistivity. Since WO3 is an 

acidic oxide [188,189] the sensing mechanism for ethanol detection would proceed through its 

chemisorption (eq.4.1), dehydration (eq. 4.2) [190,191] and decomposition to form H2O and 

CO2 (eq. 4.3) [192].  

 C2H5OH → (C2H5OH)ads eq. 4.1 

(C2H5OH)ads →  C2H4 +H2O  eq. 4.2  

(C2H4)ads  + 6O
−
ads  → 2CO2 +  2H2O +  6e

− eq. 4.3 

Methanol and butanol react very similarly [193–195]: 

(CH3OH)ads  + 3O
−
ads  → CO2 +  2H2O +  3e

− eq. 4.4 

(C4H9OH)ads  + 12O
−
ads  → 4CO2 +  5H2O +  12e

− eq. 4.5 

A deeper examination at the responses vs. alcohols reveals different response levels (Fig. 3.18) 

and kinetics (Fig. 3.19) for methanol, ethanol and butanol.  

Similar evidence has previously been reported in the literature [192,193,196], and various 

hypotheses have been proposed to shed light on it. In [90] a hypothesis correlating the film 

response to two counteracting effects bound up to the length of the alkyl was presented.  

Firstly, the complete decomposition of an alcohol with a longer alkyl chain to CO2 and H2O 

involves a higher number of adsorbed O− surface sites, e.g., 3O−ads for methanol (eq. 4.4), 

6O−ads for ethanol (eq. 4.3) and 12O−ads for butanol (eq. 4.5). Consequently, the number of 

electrons e− which can be released to the CB increases from methanol to butanol, resulting in 

a higher response vs. ethanol than that vs. methanol. This effect, however, does not explain why 

the response to butanol is lower than that to ethanol. 

Secondly, according to the pore-size distribution curve in Fig. 3.3 b, the sample shows a meso-

macroporous structure which influences the diffusion of the analyte through the sensing layer. 

At constant operation conditions, physical quantities 𝑑 (pore diameter) and 𝑇 (temperature) are 

constant, whereas 𝑚 (molecular mass) and 𝑑𝑔 (molecular diameter) depend on the analyte. Both 

of these latter decrease the diffusion through the pore (𝐷𝑝𝑜𝑟𝑒) according to eq.1.18 by increasing 

the alkyl length from methanol to butanol. Sakintuna et al. [197] reached a similar conclusion 

for the diffusion of volatile organic compounds in porous media. Then, a lower diffusion would 

reduce the response to butanol by limiting its interactions with the active surface area of the 

WO3 NF film and would increase the time to attain equilibrium [197].  
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In summary, the greater response to ethanol can be explained satisfactorily as a trade-off 

between the number of electrons released after its decomposition on the WO3 NF surface and 

molecule diffusivity in the pores of the sensing material. 

4.2 (Sn,Ti,Nb)XO2-BASED SENSORS 

As its parent oxides, the solid solution of (Sn,Ti,Nb)xO2 behaves like an n-type semiconductor 

material and the film conductance increases when the sensor is exposed to reducing gases such 

as ethanol and hydrogen. Operando DRIFT measurements demonstrated that the sensing 

mechanism always involves surface oxygens consumption. According to the literature [17], 

oxygen active sites should be mainly O− and O2− over the surface of SMOX films operated 

between 350 and 450 °C. Under exposure to H2, adsorbed oxygen species oxidize the reactive 

gas generating water and free electrons as in eq. 4.6 and 4.7 [198]. Then, water vapor may 

interact with the surface as hydroxyl ions.  

H2 + O
− → H2O + e

−   eq. 4.6 

H2 + O
2− → H2O + 2e

−   eq. 4.7 

Ethanol decomposition undergoes through dehydration (eq. 4.2) or dehydrogenation (eq. 4.8) 

routes depending on the acid-basic properties of the solid solution, followed by consecutive 

reactions of the intermediate states which consume the adsorbed oxygens and release free 

electrons as in eq. 4.3 and 4.9 [191].  

(C2H5OH)ads →   CH3CHO +H2 eq. 4.8  

(CH3CHO)ads  + 5O
−
ads  → 2CO2 +  2H2O +  5e

− eq. 4.9 

By increasing the concentration of free charge carriers and decreasing the Schottky barrier 

height at the inter-crystallite boundary, the reactions between the analytes and the active sites 

on the (Sn,Ti,Nb)xO2 surface increase the overall conductance of the nanostructured film. 

The response of (Sn,Ti,Nb)xO2 films, as well as their sensitivity and selectivity, were clearly 

influenced by the Nb content and sintering temperature.  

First, STN 650 films responded better to H2 than STN 850 films. This can be interpreted in 

terms of a larger surface area of the former compared to the latter, as highlighted by BET 

measurements in Table 3.2. Furthermore, operando DRIFT spectra revealed that H2 increased 

the content of OH groups in STN1.5_650 but not in STN1.5_850. The second step reaction of 

H2O (coming from eq. 4.6 or 4.7) to form hydroxyl groups may contribute to the conductance 

increase, thereby further enhancing the response.  

Second, it was demonstrated that STN1.5_650 and STN3.5_650 improved the response vs. H2 

of ST30_650 while STN5_650 had the opposite effect. All the samples treated at 650 °C had 

similar textural properties, therefore a larger surface-to-volume ratio in contact with the gases 

cannot be called forward. However, XPS analyses revealed that the films' surface relative 

composition of Sn, Ti, and Nb differed, namely, the Nb content in STN1.5_650 was lower than 

that in STN3.5_650 and STN5_650. Because Nb2O5 do not have qualified properties for H2 

detection [199], the presence of Nb evidently increases the reactivity of neighbouring sites by 

creation of cation vacancies and trivalent cations. This would explain the improved sensitivity 

of STN1.5_650 than that of ST30_650. On the contrary, a high superficial proportion of Nb 

would produce an excess of low reactive sites, resulting in a reduced response of STN3.5_650 
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and STN5_650. Further measurements on samples containing different Nb concentrations may 

help to confirm this hypothesis.  

Third, STN_650 and STN_850 films had different selectivity, namely the former for hydrogen 

and the latter for ethanol. The main differences between the STN 850 films and STN 650 ones 

were the specific surface area and the pore size. The specific surface area would only affect the 

magnitude of the response and not influence the selectivity. Instead, the pore size may play a 

significant role as the main free path of the molecules is comparable to the length of the pores 

[21,29,90]. Indeed, the pore size may affect the selectivity as it is small enough to make the 

diffusion properties of the gases in the film dependent on their molecular diameter and mass 

[29]. The mean pore size of the STN_650 samples was smaller than that of the STN_850 ones, 

e.g., 16.7 nm for STN1.5_650 and 24.0 nm for STN1.5_850. In this way, the STN_650 films 

would become more selective to hydrogen because H2 molecules diffuse deeper into the films 

than much larger molecules such as C2H5OH, thereby enabling a relatively wide surface for its 

sensing. On the other hand, STN_850 films were better suited for ethanol detection because of 

a more advantageous trade-off between mesoporous structure and specific surface area [12]. 

Moreover, the cross-response of the sensors in the presence of ethanol and carbon monoxide 

(CO) provided additional evidence for the influence of pore size distribution on the selectivity 

of the films (see Fig. 3.45). Because CO, due to its smaller size, can diffuse through smaller 

pores and reach unreacted active sites without competing with ethanol, only the STN 650 films 

detected CO in the presence of ethanol. 

Finally, the effect of humidity on the electrical properties of the films was taken into account 

because adsorption/desorption processes of H2O molecules on the surface may affect the 

conductance of the sensor as a result of redox reactions and may compete with the analyte for 

surface-active sites. In particular, it should be explained the negligible influence of water to the 

baseline conductance of (Sn,Ti,Nb)xO2 films. Operando DRIFT apparent absorbance spectra 

demonstrated that most species were molecular water attached to the surface through hydrogen 

bonds, whereas the hydroxyls were observed in lesser amounts. This beneficially impacted the 

electrical stability of the films in the humid atmosphere, promoting H2O non-redox reactions. 

The different adsorption properties of the solid solution were promoted by substitution of Ti in 

Sn sites. Already in 1981, Egashira et al. studied the difference of water adsorption properties 

between SnO2 and TiO2 [200]. They disclosed that most of the surface oxygens were 

hydroxylated upon water adsorption on SnO2 while on the TiO2 surface most species were 

molecular water attached to surface oxygens. The reasons behind this experimental evidence 

were the greater difectivity of SnO2, which made its surface more reactive than that of TiO2. 

Density Functional Theory calculations by Bandura et al. also concluded that monolayers of 

water prefer to be in molecular form on the TiO2 surface while the fraction of the dissociated 

molecules on the SnO2 surface is larger [201]. Although the humidity-independent conductance 

of TiO2 is a significant advantage for gas sensors, the material poor surface reactivity reduces 

the device's sensitivity to most analytes. Then, the substitutional solid solution (Sn,Ti)xO2 

exploits the good sensitivity of SnO2 towards most analytes and low cross-sensitivity of TiO2 

to humidity. On the other hand, the film conductance decreased significantly with the increase 

of the Ti concentration, going from µS for SnO2 to nS for Sn70Ti30O2 in synthetic air under 

termo-activation. This forces the ST30_650 sensor to operate only at high working temperatures 

up to 450 °C. Unfortunately, at these operating temperatures, the nanostructured film may suffer 

from grains coalescence and anatase-to-rutile phase transition [81,83,93]. Then, addition of Nb 

improved the structural stability of the material, thereby enabling long term operation at 450 °C 
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(as suggested by Fig.3.7) , i.e. the best operating temperature for low influence of humidity and 

better sensing performance for STN_650 and STN_850.  
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Chapter 5- CONCLUSIONS AND FUTURE 

PROSPECTIVES 
 

The results presented in this work demonstrated the potential of morphological control and 

chemical composition and structure modifications for the optimization of well-known metal 

oxides (WO3 and SnO2) for the detection of ethanol and hydrogen. Metal oxide semiconductor 

gas sensors have been extensively researched since in the late 1980s. Then, the vast literature 

in this field finally allows us to rely on consolidated methodologies and take the next step in 

controlled optimization of nanomaterials for specific gas sensing applications.  

The first strategy aimed to control the size and shape of WO3 to obtain 2D nanostructured 

powders and optimize the semiconducting film active surface area and porosity. WO3 

nanoflakes powders have been synthetized through a simple and time effective solvothermal 

method and then used to produce thick films. The sensors exhibited a higher response to ethanol 

than they did to gaseous molecules belonging to different chemical species, as well as to 

alcohols with different alkyl lengths, namely methanol and butanol. The sensor selectivity for 

ethanol was driven by its peculiar surface reactivity, probably induced by low concentrations 

of oxygen vacancies, as well as its meso-macro porosity, which influenced the diffusion of the 

analytes through the sensing layer. Currently, the proposed mechanism for ethanol detection is 

based mostly on a jigsaw of comprehensive literature searches that demonstrated chemisorption 

on WO3 via dehydration to form H2O and CO2 and modeled gas diffusion in transition regimes 

along well-defined, mesoporous films. However, WO3 NF can also promote different reaction 

paths, such as dehydrogenation, and be poorly reactive with specific functional groups or 

reaction intermediates. Therefore, operando DRIFT spectroscopy should confirm the 

hypotheses based on the literature. While surface composition can be experimentally 

investigated, it is more challenging to make precise consideration on gas diffusion in films with 

inhomogeneous pore size. On the other hand, the porosity of the layer could be varied by 

changing the thickness and elongation of the 2D nanostructures. By setting up several 

experiments to vary the pore size it might be possible to define a trend between diffusion of 

molecules with different mass and dimension and sensor response. This study would be 

interesting but requires several attempts, then being time-consuming.  

The second approach tuned the chemical composition and structure of SnO2 through 

substitution of Sn sites with Ti and Nb in different contents. Three sol-gel syntheses with Nb 

concentration of 1.5, 3.5 and 5 % and Sn-Ti ratio constant to 70:30 mol/mol resulted in 

nanogranular powders with different composition. A further variability was given by two 

thermal treatments at 650 °C or 850 °C. The samples were characterized with several methods 

to retrieve the morphology, structure and bulk and surface chemistry of these new materials. 

The syntheses did not account for complete transfer of the atomic proportion of the starting 

stoichiometry into the powders, although a dependence between precursor concentrations and 

Sn/Ti/Nb content in the final sample was evident. Moreover, the nanograins were characterized 

by a thin (≈ 1 nm) amorphous layer with a higher Ti and Nb content than the bulk. Ti and Sn 

were reported to be totally miscible at any ratio, resulting in a substitutional solid solution. 

Then, the addition of Nb destabilizes the lattice making Ti and Nb segregated over the surface. 

It is still unclear if the amorphous shell and the inhomogeneous bulk-surface composition 

benefits or limits the sensing capabilities of (Sn,Ti,Nb)xO2 nanoparticles. To reduce the 
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difference in Sn/Ti/Nb proportion between the bulk and the surface of the nanograins, the 

concentration of Ti and Nb precursors in the synthesis batch should be decreased. In this way, 

lowering the Ti content is probably the most effective strategy to optimize the solid solution 

because Nb is already in low concentrations and reducing its content could nullify its beneficial 

effects. 

Indeed, what emerges from this work is that the incorporation of Nb offers a number of 

advantages. Firstly, addition of a low concentration of Nb (e.g. 1.5%) enhances the surface 

reactivity by creation of cation vacancies and trivalent cations (Ti3+) which improved the 

sensitivity to some gases, such as hydrogen and ethanol. Secondly, Nb avoided grain 

coalescence up to 650 °C, namely well above the operating temperature of the films. On the 

other hand, while grain coalescence has always been considered to adverse the gas response 

since the specific surface area scales as the inverse of the grain radius, it must also be stated 

that an increase in grain size affects porosity too. A change in porosity would then have an 

effect on the nature of the molecules that can be sensed, i.e. it might modify the selectivity. 

Indeed, the films obtained from the powders treated at 650 °C have smaller pores and a higher 

surface area. This makes them ideal for sensing small molecules, such as H2 or CO. The films 

obtained from the powders treated at 850 °C, instead, have larger pores and a smaller surface 

area. As a result, they are well suited for sensing highly reactive and large molecules, such as 

ethanol. Finally, in humid environments, Ti promoted non-dissociative adsorption of H2O 

through hydrogen bonds rather than redox reactions and consequently hydroxyl groups 

formation. The negligible influence of water vapour on the conductance of the (Sn,Ti,Nb)xO2 

films is a significant advantage because the effect of ambient humidity on the baseline and 

sensitivity often reduces sensor accuracy and complicates calibrations. Unfortunately, with the 

increase in Ti concentration, the conductance of the film decreased significantly, forcing to 

operate the sensor at high working temperature. Then, addition of Nb both increased the 

conductance of the film based on (Sn,Ti)xO2 and improved the structural stability of the 

material, thereby enabling long-term operation at 450 °C, i.e. the best operating temperature for 

low influence of humidity and better sensing performance for STN_650 and STN_850.  

Future perspectives on optimization of WO3 and SnO2 will involve their engineering through 

different combinations of strategies for structural parameter control. For example, the 

sensitivity of WO3 nanoflakes can be further enhanced through functionalization of its specific 

surface area with metal particles, foreign metal oxides or ions. On the other hand, the solid 

solution of (Sn,Ti,Nb)xO2 could be synthetized in different shapes (1D or 2D) by solvothermal 

technique.  
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During my Doctorate, I focused on the synthesis of nanostructured metal-oxide semiconductors 

for the fabrication of chemoresistive gas sensors. I dealt with the synthesis of the materials, the 

production of the sensitive films as well as their electrical characterization and sensing 

measurements. After the selection of the most promising samples, I followed their chemical-

physical characterization in collaboration with experts in techniques for morphological, 

chemical and structural investigations. Then, I used all of the information to build an overview 

for understanding the sensor’s features.  

The research of the first year concerned the production of nanostructured films based on 1D 

and 2D WO3 synthetized through solvothermal techniques. The performances of these sensors 

have been compared with nanograined-based WO3 for internal laboratory evaluations. 

Unfortunately, WO3 nanowires-based sensors were highly unstable and failed to complete 

electrical characterizations. Therefore, only the research on WO3 nanoflakes-based sensors has 

been accomplished.  

During the second and third year, I concentrated on the optimization of the solid solution based 

on (Sn,Ti,Nb)xO2 for gas sensing. This was compared to previous materials accessible in our 

groups, i.e. SnO2 and Sn70Ti30O2. Work on this material took longer since several tests were 

performed to better grasp its potential. Additionally, the comprehension of its chemical-

physical properties and surface reactivity required the application of many techniques, 

including operando DRIFT spectroscopy.  
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