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ABSTRACT

Issuing a mid-air gesture in a three-dimensional space intrinsically suffers for the lack of explicit direct
representation of the gesture with which guidance and feedback can be offered. To address this
challenge, we decompose the feedback problem into three components: feedup to constantly represent
the goal of the gestural task, feedback to respond to what the end user already did related to the initial
goal, and feedforward to modify the representation towards the ultimate goal before terminating the
gesture production. We exemplify these three components with case studies representing three levels of
complexity of Curve Mid-Air 3D Gestures produced in three environments.
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Feedup, Feedback, and Feedforward in 
Curve Mid-Air 3D Gestures

 
 

Abstract 
Issuing a mid-air gesture in a three-dimensional space 
intrinsically suffers for the lack of explicit direct repre-
sentation of the gesture with which guidance and feed-
back can be offered. To address this challenge, we de-
compose the feedback problem into three components: 
feedup to constantly represent the goal of the gestural 
task, feedback to respond to what the end user already 
did related to the initial goal, and feedforward to modify 
the representation towards the ultimate goal before 
terminating the gesture production. We exemplify these 
three components with case studies representing three 
levels of complexity of Curve Mid-Air 3D Gestures pro-
duced in three environments. 
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Introduction 
We are interested in the use of curve mid-air 3D ges-
ture in gesture interaction, which are single-path, sin-
gle stroke continuous gestures produced in mid-air by 
tracking a particular point (e.g., a finger, the tip of a 
pointer of an object) with contact sensor (e.g., a 3D 
trackpad) or without (e.g., by camera-based computer 
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vision). Three levels of gesture complexity are distin-
guished depending on the curve complexity: 

1. Simple gestures: gestures having only straight 
lines in one or two directions. For example, Bou-
quetMenu (Fig. 1) consists of a marking menu of-
fering flicks and marks from an origin towards the 
directions of the eights octants of a cube. As such, 
it generalizes into three dimensions the Flower-
Menu [1], a marking menu which offers straight 
marks as gestures into the eight cardinal directions 
of a compass and which can optionally be termi-
nated by bended, cusped, and pigtail endings.  

2. Medium gestures: gestures with a given shape rep-
resenting a defined meaning. For example, a helical 
spiral represents an air wheel gesture for dimming 
up or down the light of a room (Fig. 2). 

3. Complex gestures: gestures which do not have any 
recognizable shapes or patterns, but represent a 
curve to be acquired and reproduced. For example, 
a curve determines how to operat a patient in max-
illo-facial surgery after an accident. The system has 
determined the optimal curve to cut in the jaw of a 
patient and the surgeon has to exercise to repro-
duce this gesture until a precision threshold is ob-
tained to minimize invasive surgery (Fig. 3). When 
reached, the operation can take place either in a 
collocated room or in teleoperation. 

While 3D gesture recognition is now affordable and effi-
cient enough to be incorporated in real-time applica-
tions [14], it suffers from an intrinsic problem: there is 
no 3D representation that would be subject to a direct 
manipulation for satisfying usual usability heuristics. 
One such heuristic is “the UI should provide continuous 
guidance” [2] by answering three questions: where am 
I?, where do I come from?, and where could I go?. A 

second equally important heuristic is “Provide immedi-
ate feedback” [2,3]: as soon as a gesture has been ini-
tiated, the user interface should provide the end user 
with some visible result indicating that the gesture has 
been properly recorded so far and that it will undertake 
the required actions associated to its recognition. 

This paper contributes to addressing this problem by 
decomposing the feedback problem into three compo-
nents, i.e. feedup, feedback, and feedforward, and ex-
emplifies how to apply them on curve 3D mid-air ges-
tures. 

Related work 
Regarding a 2D gesture, e.g., a finger on a touch 
screen (direct representation because the input device 
equals the output device) or a pen on a remote tablet 
(indirect representation), it is always possible to graph-
ically represent the gesture path by plotting a trace and 
to rely on this representation to satisfy the two afore-
mentioned usability heuristics [4] while recognizing 
such gestures [1,3]. Teaching the motion of a 2D ges-
ture by providing immediate feedback from the recog-
nizer has been revealed effective and efficient [7]. For 
instance, Octopus [3] graphically suggests completed 
gestures while the end user is issuing any arbitrary 
gesture so as to facilitate guidance and feedback and 
the help end users to learn and remember gestures. 

Regarding a 3D gesture, a 3D plotting of the curve cap-
tured in mid-air is still possible but this representation 
will always remain indirect: the end user cannot benefit 
from direct manipulation of this curve since it is often 
represented as a 3D scene in 2D or a projection on a 
2D surface. Because of this lack of guidance and feed-
back, Octopodus3D [5] generalizes the Octopus [3] 
idea from 2D to 3D by representing pipes in which 3D 

 
Figure 1. A simple 3D gesture 
made up of a mark and a cusped 
ending for selecting a cube oc-
tant in BouquetMenu. 

Figure 2. A medium 3D gesture 
captured by webcam object 
tracking. 

 
Figure 3. A complex 3D gesture 
representing a 3D curve for 
mandible operation in maxilla-
facial surgery. 



 

gestures can be also terminated. This lack of guidance 
and feedback can be compensated in various ways, 
such as haptic feedback for mid-air gestures by ultra-
sound [9]. For example, AIREAL [11] is a haptic device 
delivering tactile sensations in mid-air by generating air 
vortex, thus no longer requiring the user to wear any 
physical device. Providing such a tactile feedback to 
mid-air gestures can significantly improve the corre-
sponding gesture interaction [11]. A touchable 3D rep-
resentation can also be produced in mid-air by combin-
ing mixed-reality smart glasses with a haptic device 
consisting of an array of 16x16 ultrasonic transducers 
[8]. In conclusion, in order to provide a direct 3D rep-
resentation of a mid-air gesture that would support 
guidance and feedback, two options are considered: 

1. Keep the constraint of 2D representation of a 3D 
gesture: in this case, this representation should be 
augmented with other modalities and/or interaction 
techniques, such as thermal and vibrotactile feed-
back in Multi-emoji [16]. 

2. Relax the constraint of a 2D projection and come 
up with a direct 3D representation, which can also 
be augmented with the modalities and interaction 
techniques that have been positively identified for 
2D representations. 

The Three Components of Feedback 
The power of feedback has been analyzed [6] by de-
composing it into three components: 

1. Feedup: should clarify the goal of a task and estab-
lish a clear purpose. When people understand the 
ultimate goal, they are more likely to focus on the 
task at hand. 

2. Feedback: should directly relate to the goal by ex-
pressing to what extent any progress has been 
made with respect to it. 

3. Feedforward: should modify the goal representa-
tion and instructions to plan any future action. 

Feedback is certainly the most commonly recognized 
and extensively researched component in general and 
for gesture interaction [1,2,5,13], whereas feedforward 
[15] has been recently introduced successfully [3]. 
Based on this definition, we revisit these three compo-
nents by referring to gesture feedback as follows. 

Feedup 
Feedup should convey the goal of gesture acquisition, 
based on the three levels of complexity by presenting 
any relevant information towards this goal. While the 
end user is issuing any gesture, it could convey infor-
mation regarding its position in space, its velocity (the 
first derivative of the position with respect to time), its 
acceleration (the second derivate of the position with 
respect to time), its jerk (the third derivate of the posi-
tion with respect to time),… Higher order derivatives or 
other features, e.g., tangential acceleration, angular 
momentum, could also be considered but become 
harder to geometrically interpret together. For a simple 
gesture, only the direction matters and the feedup 
could therefore be limited to indicting this direction. But 
for a complex gesture, such as in maxilla-facial surgery, 
velocity matters as well as precision. Velocity can be 
considered as a vector with its magnitude and direction. 
Velocity can be computed either instantaneously, which 
is relevant for feedup, but also on the average, which 
will be more relevant for feedback. 

 

 
Figure 4: 2D gesture guid-
ance in Octopus [3]. 

 
Figure 5: 3D gesture guid-
ance in OctoPodus 3D [5]. 



 

Feedback 
Feedback should convey what the end user has already 
performed with respect to reaching the final goal. Re-
garding gesture recognition, the feedback can be 
simply ensured by plotting the gesture, although this 
process is subject to the lag problem [10], which may 
impediment the perception of immediate feedback. 
Feedback can be ensured by denoting the starting point 
of the gesture (e.g., initial point, plane, or volume), 
emphasizing salient portions of the gesture (e.g., sub-
ject to special attention) while de-emphasizing portions 
that are no longer of central attention. 

Feedforward 
Feedforward should convey what the end user should 
still perform with respect to reacting the initial goal by 
presenting any information relevant to this goal. For 
simple and medium gestures, feedforward can be en-
sured by representing the potential full gestures that 
can be finished while the end user is issuing one [3,5]. 
It therefore provides the end user with guidance on 
how the currently being issued gesture can be termi-
nated in one or many directions. Information presented 
in the feedup component can also be here subject to 
more guidance by presenting to what extent these data 
are on the right track or to what extent they deviate 
from reference value (e.g., beyond a certain threshold) 
or reference interval (e.g., entering or leaving a 
bounded interval). For example, the average velocity 
can be displayed by suggesting the user to slow down 
the instantaneous velocity to increase precision, the in-
stantaneous curvature can indicate a certain deviation 
with respect to a reference value. Special events, such 
as entering a zone, leaving a zone, pointing at to a cer-
tain element, can also be denoted. 

Feedforward Experiment 
For the purpose of the feedforward component, a con-
trolled experiment was conducted in the context of 
maxilla-facial surgery to compare three feedforward 
scenarios with respect to a scenario without any feed-
forward serving as the baseline condition [12]: 

1. No feedforward scenario (Fig. 6): the surgeon 
should cut a mandible by issuing a 3D gesture 
without any feedforward, but with feedback on the 
current gesture already issued so far. 

2. A virtual feedforward scenario (Fig. 7): when the 
surgeon adopts the right gesture, a green sphere 
is presented on a separate screen to denote that 
the surgeon is on the right curve. Another sphere 
indicates the distance from the pointer tip to the 
internal structure as a continuous feedup. 

3. A partially augmented feedforward scenario with 
gesture visualization and distance indicator with 
respect to the reference curve (Fig. 8): the feed-
forward is similar to Fig. 7 but presented on the 
real object by augmented reality and the sphere 
becomes translucent when the gesture pointer is 
occluded by the object. The gesture curve is also 
presented in translucency in case of occlusion. 

4. A totally augmented feedforward scenario with 
gesture and nerve visualization and distance indi-
cator for both gesture and nerve (Fig. 9): the 
feedforward is similar to Fig. 8, but with a second 
sphere associated with three colors: grey means 
“go ahead with the gesture”, blue warns the sur-
geon when the gesture is less than 3mm from the 
reference gesture, and red means “a sensitive re-
gion, like a nerve, is intersected”. 

 
Figure 6: No feedforward. 

 
Figure 7: Virtual feedfor-
ward. 

 
Figure 8: Partially aug-
mented feedforward. 

 
Figure 9: Totally aug-
mented feedforward. 



 

Task. The goal of this experiment was to issue a com-
plex curve 3D mid-air gesture that is as close as possi-
ble to the (ideal) reference gesture computed by the 
system before operation. The apparatus consists of a 
pair of augmented reality glasses coupled to a 3D ob-
ject tracker with image fusion on a screen (Fig. 10). 

Results and Discussion. Fig. 11 graphically depicts the 
precision measured as the average distance between 
the two gestures in the scenarios. The smaller the dis-
tance between gestures is, the better precision is ob-
tained. The results suggest that the second scenario 
was the best in terms of average precision with its 
standard deviation and in terms of the ratio average/ 
time. Scenarios 3 and 4 produced larger distances 
than Scenario 2 both in average and in standard devi-
ations, but the ratio remains comparable. Scenarios 2, 
3, and 4 are all significantly more precise that Scen. 1.  

Fig. 12 graphically depicts the perceived precision be-
tween the gestures in the four scenarios based on 
questionnaires and NASA-TLX forms regarding three 
variables: visualization, feedforward, and workload. 
Scenario 1 obviously has no visualization and no feed-
forward. The gain given by the visualization in scenar-
ios 2-4 can be deduced from the assessed perception 
calibration task. We assume that the remaining perfor-
mance gain is divided between user motor perfor-
mance and feedforward. User motor performance was 
assessed during the motor calibration tests and we as-
sume it as a constant for all scenarios. We found an 
average of 1.31mm with a standard deviation of 0.47 
mm [12]. Regarding the workload, we tried to verify 
its relation with the visualization and feedforward vari-
ations. The highest workload rating coincide with the 
feedforward in Scenario 4, where the user has more 
information. Scenario 3 obtained the best workload. 

3D Gesture Representations and Modalities 
Representations. The aforementioned experiment in-
volved only an indirect graphical gesture 2D represen-
tation. In order to involve a genuine 3D gesture repre-
sentation instead, several devices are candidates: 

 A fog screen, but the convex envelope in which the 
3D gesture can be captured and represented is al-
ways large in length and height (e.g., 1 m), but not 
in depth (some cm.) and it only works as a vertical 
interaction surface, which may induce physical fa-
tigue and deformation. 

 A volumetric display may offer different types and 
sizes of a volume, but the 3D gesture will inevitably 
be physically constrained by the external surface of 
the device with limited depth (the gesture could be 
limited to only the immediate surface) 

 A holographic display may offer a genuine 3D ges-
ture representation that is subject to direct manip-
ulation in space (e.g., Holovect, a holographic vec-
tor display capable of displaying images in 3D with 
light – Fig. 13), but manipulating gesture interac-
tion points lacks precision. The touch hologram in 
mid-air [8] represents a better alternative for pre-
cision, but still requires augmented reality glasses. 

Modalities. The above experiment also reveals that, alt-
hough feedforward is delivered, the graphical channel 
becomes overloaded and could therefore benefit from a 
transposition into any other modality, such as sound, 
tactile, and haptic modalities. Here are two examples: 

1. Entering a 3D zone: when a gesture is approaching 
a nerve zone, some feedup should indicate the 
probability of touching the nerve and deliver feed-
forward to avoid this zone. For instance, a vibration 
could be produced when approaching a sensible 
zone until a barrier is haptically felt and exceeded 

 
Figure 10: Design setup and ap-
paratus. 

 
Figure 11: Measured precision. 

 
Figure 12: Perceived precision. 

 
Figure 13: Holographic display. 



 

after once the gesture has been pushed too far. 
2. Indicating an appropriate direction: when a gesture 

produces a velocity towards an (in)appropriate di-
rection, feedforward should warn the end user of 
this risk and suggest a correction while gesturing.  

If the sound modality is used, sonic variables, such as 
location, loudness, pitch, timbre, rate of change, should 
convey feedup and feedforward. If the haptic modality 
is used, haptic variables, such as shape, hardness, 
temperature, weight, vibration, could be used. 

Conclusion 
This paper has introduced a decomposition of the feed-
back problem into three components, i.e. feedup, feed-
back, and feedforward, for curve 3D mid-air gestures. 
Gestures were only single-path (one path at a time) 
and single-stroke (no multistroke and therefore no seg-
mentation problem). Future work will investigate how 
this same problem can be solved for multi-stroke ges-
tures and different gestures in the same vocabulary. 
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