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A B S T R A C T 

We e v aluate the consistency between lensing and clustering based on measurements from Baryon Oscillation Spectroscopic 
Surv e y combined with g alaxy–g alaxy lensing from Dark Energy Surv e y (DES) Year 3, Hyper Suprime-Cam Subaru Strategic 
Program (HSC) Year 1, and Kilo-Degree Survey (KiDS)-1000. We find good agreement between these lensing data sets. We 
model the observations using the DARK EMULATOR and fit the data at two fixed cosmologies: Planck ( S 8 = 0.83), and a Lensing 

cosmology ( S 8 = 0.76). For a joint analysis limited to large scales, we find that both cosmologies provide an acceptable fit 
to the data. Full utilization of the higher signal-to-noise small-scale measurements is hindered by uncertainty in the impact of 
baryon feedback and assembly bias, which we account for with a reasoned theoretical error budget. We incorporate a systematic 
inconsistency parameter for each redshift bin, A , that decouples the lensing and clustering. With a wide range of scales, we find 

different results for the consistency between the two cosmologies. Limiting the analysis to the bins for which the impact of 
the lens sample selection is expected to be minimal, for the Lensing cosmology, the measurements are consistent with A = 1; 
A = 0.91 ± 0.04 ( A = 0.97 ± 0.06) using DES + KiDS (HSC). For the Planck case, we find a discrepancy: A = 0.79 ± 0.03 

( A = 0.84 ± 0.05) using DES + KiDS (HSC). We demonstrate that a kinematic Sun yaev–Zeldo vich-based estimate for baryonic 
ef fects alle viates some of the discrepancy in the Planck cosmology. This analysis demonstrates the statistical power of small-scale 
measurements; ho we ver, caution is still warranted gi v en modelling uncertainties and fore ground sample selection effects. 

Key words: gravitational lensing: weak – large-scale structure of Universe – cosmology: observations. 
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 I N T RO D U C T I O N  

he cold dark matter (CDM) model makes precise predictions about 
he large-scale structure properties of the Universe. In our modern 
nderstanding of galaxy formation, every galaxy forms within a 
ark matter halo. The formation and growth of galaxies o v er time is
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onnected to the growth of the haloes in which they form. Therefore,
n understanding of the statistical relationship between galaxies
nd haloes, the galaxy–halo connection, is essential in forming a
omprehensive interpretation of the observed Universe (for a re vie w,
ee Wechsler & Tinker 2018 ). The advent of large galaxy surveys
rovides a new window into both cosmological and galaxy formation
tudies (Weinberg et al. 2013 ), and these two are intertwined. Thus, in
rder to glean maximal cosmological information from these surv e ys,
t is critical to correctly model the connection between galaxies and
heir underlying dark matter haloes. 

Weak gravitational lensing measures the deflection of light from
istant source galaxies due to the gravitational potential of matter
long the line of sight. More specifically, the weak lensing signal
f background galaxies by the intervening matter surrounding fore-
round lens galaxies is known as ‘ galaxy–galaxy lensing ’, hereafter,
GL. This signal is therefore correlated with the properties of the

lens’ sample and the underlying dark matter large-scale structure it
races. Since its first detection (Brainerd, Blandford & Smail 1996 ),
his measurement has matured in methodology and signal-to-noise,
wing to the wealth of data in the last decade. In particular, the
aryon Oscillation Spectroscopic Surv e y (BOSS; Alam et al. 2021 )
nd on-going lensing surv e ys: the Dark Energy Surv e y 1 (DES; Dark
nergy Surv e y Collaboration et al. 2016 ), the ESO Kilo-De gree
urv e y 2 (KiDS; K uijken et al. 2015 ), and the Hyper Suprime-Cam
ubaru Strategic Program 

3 (HSC; Aihara et al. 2018a ), have made
trides in getting a handle on data calibration, systematics control,
nd analysis methodology since the first lensing surv e ys. 

A clustering analysis of galaxies and their redshift-space distor-
ions (RSDs) infers masses indirectly from a combination of density
nd velocity fields, as well as the constraints on the abundance
f haloes in a given cosmological model. Complementary to this,
GL measures the mass of the dark matter haloes around galaxies,

ying the galaxies to the underlying dark matter distribution. As
uch, joint analyses of these two probes have been used to constrain
osmological parameters in the late-time Universe (e.g. Seljak et al.
005 ; Cacciato et al. 2009 , 2013 ; Mandelbaum et al. 2013 ; Coupon
t al. 2015 ; More et al. 2015 ; Kwan et al. 2017 ; Dvornik et al.
018 ; Singh et al. 2020 ) and understand the galaxy–halo connection
e.g. Mandelbaum et al. 2006b ; Cacciato et al. 2009 , 2013 ; Baldauf
t al. 2010 ; Leauthaud et al. 2012 ; van den Bosch et al. 2013 ; Zu &
andelbaum 2015 ). With the onset of surv e ys like the Dark Energy

pectroscopic Instrument 4 (DESI; Levi et al. 2013 ) and Prime Focus
pectrograph 5 (PFS; Takada et al. 2014 ), in tandem with Vera C.
ubin Observatory’s Le gac y Surv e y of Space and Time, 6 the ESA’s
uclid mission, 7 and the Roman Space Telescope , 8 joint analyses
ith GGL are poised to play an important role in cosmological

nd galaxy formation studies in the coming decade. These analyses
ave wide-reaching potential to pin down theoretical systematic
ncertainties and to have further constraining power when combined
ith analyses with the cosmic shear two-point correlation (Heymans

t al. 2021 ; DES Collaboration et al. 2022 ). 
There has been much discussion in the literature about an

ntriguing tension between the measurements of the parameter
NRAS 518, 477–503 (2023) 
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 8 ≡ σ 8 ( �m 

/0.3) 0.5 , which corresponds to σ 8 , the linear-theory
tandard deviation of matter density fluctuations in spheres of radius
 h −1 Mpc, scaled by the square root of the matter density parameter,
m 

, at low and high redshift. This quantity is persistently measured
o be nearly 10 per cent lower in low-redshift data than that from
rimary anisotropies cosmic microwave background (CMB) Planck
ollaboration VI ( 2020 ) data, derived as 

 8 = 0 . 834 + 0 . 016 
−0 . 016 P lanck. (1) 

ypically, the low-redshift analyses either limit to large scales only, or
onserv ati vely account for theoretical uncertainties at small scales,
hich are difficult to model. The effect has been apparent when

onsidering cosmic shear only, with measurements from the Canada–
rance–Hawaii Telescope Lensing Survey (CFHTLenS; Heymans
t al. 2013 ), and in the most recent constraints from the cosmic shear
easurement of HSC (Hikage et al. 2019 ), KiDS-1000 (Asgari et al.

021 ), and DES Year 3 (Y3, Amon et al. 2022 ; Secco et al. 2022 )
hich found 

 8 = 0 . 800 + 0 . 029 
−0 . 028 HSC Y1 

 8 = 0 . 759 + 0 . 024 
−0 . 021 KiDS − 1000 

 8 = 0 . 772 + 0 . 018 
−0 . 017 DES Y3 . (2) 

his ‘low- S 8 ’ has also been evident in joint GGL and clustering
ork (Cacciato et al. 2013 ; Mandelbaum et al. 2013 ; Miyatake

t al. 2021 , for More et al. 2015 , this was not the case), including
hose where small-scale systematics are remo v ed by using modified
tatistics (e.g. Reyes et al. 2010 ; Blake et al. 2016 , 2020 ; Amon et al.
018b ; Wibking et al. 2019 ; Singh et al. 2020 ) and in findings from
 joint analysis of cosmic shear, GGL, and clustering measurements
DES Collaboration et al. 2018 , 2022 ; Joudaki et al. 2018 ; van Uitert
t al. 2018 ; Heymans et al. 2021 ). In addition to constraints from
alaxy weak lensing, tension with the primary CMB constraints has
ecently been found through analyses using Planck CMB lensing
ross-correlation measurements, using photometry from unWISE
Krolewski, Ferraro & White 2021 ) and the DESI Le gac y Surv e y
Hang et al. 2021 ; Kitanidis & White 2021 ; White et al. 2022 ). At the
ame time, there are hints of a lower than expected amplitude of low-
edshift fluctuations in analyses of the redshift space galaxy power
pectrum using BOSS (d’Amico et al. 2020 ; Ivano v, Simono vi ́c &
aldarriaga 2020 ; Tr ̈oster et al. 2020 ; Chen, Vlah & White 2022 ;
obayashi et al. 2022 ; Philcox & Ivanov 2022 ). 
Recent analyses that compare the observed small-scale GGL

ignal to the prediction based on model fits to projected clustering
easurements, when adopting a Planck cosmology, have found this

onsistency test to fail, often referred to as ‘ lensing is low ’. Leauthaud
t al. ( 2017 ) found the Planck -prediction from the clustering is
arger than the observed CFHTLenS and Canada–France–Hawaii
elescope Stripe 82 Surv e y (CS82) lensing signal around BOSS
MASS luminous red galaxy (LRG) sample by up to 40 per cent.
ange et al. ( 2019 ) confirmed this with the CFHTLenS data and
xtended the finding to include the BOSS LOWZ LRG sample.
imilarly, the effect was found to be present with Sloan Digital Sky
urv e y (SDSS) lensing data and LOWZ and shown to be relatively

ndependent of galaxy halo mass (Wibking et al. 2019 ; Lange et al.
021 ). There have been attempts to resolve this discrepancy with
lternative small-scale bias modelling (Yuan, Eisenstein & Leau-
haud 2020 ; Yuan et al. 2022 ). One avenue that has been explored
s whether conducting the analysis with lower values for �m 

and σ 8 

ould resolve this discrepancy. Leauthaud et al. ( 2017 ) have shown
hat using cosmological parameters that are 2 σ–3 σ lower than Planck
ollaboration XIII ( 2016 ) would bring the GGL and clustering
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redictions into agreement, but also highlight the importance of 
aryonic effects and assembly bias on scales below a few Mpc, 
hich incur large modelling uncertainties that are unaccounted for. 
ange et al. ( 2021 ) used SDSS lensing extending to > 50 h −1 Mpc to
how the amplitude offset between lensing and clustering to be scale- 
ndependent, and concluded that neither a ‘Lensing cosmology’ nor 
aryonic effects and assembly bias can fully explain the data on both
mall and large scales. 

The reliability of cosmological conclusions based on GGL and 
lustering measurements at small scales ( < 5 h −1 Mpc) has been
imited by the challenges faced when modelling these measurements. 
he most popular model of the galaxy–halo connection used in 
osmological studies is the halo occupation distribution (HOD) 
odel (e.g. Peacock & Smith 2000 ; Seljak 2000 ; Berlind & Weinberg

002 ), which, when combined with the halo model, describes the 
on-linear matter distribution (Seljak 2000 ; Cooray & Sheth 2002 ). 
hese models have been used as physically informative descriptions 
f galaxy bias (see e.g. Desjacques, Jeong & Schmidt 2018 ) that
ssume all galaxies inhabit dark matter haloes in a manner that 
epends only on a few specific halo properties, even when baryonic 
mpact is considered (e.g. Acuto et al. 2021 ). 

Typically, the HOD model used is simple; e.g. it assumes that 
alaxy occupation is determined solely by halo mass. Ho we ver, 
everal factors play a role at smaller scales and the combination 
f these effects must be accounted for. First, the galaxy clustering 
bservable is the true cosmological signal modulated by an uncertain 
alaxy bias function that maps how galaxies trace the underlying total 
atter distribution; this can be non-linear, non-local, and redshift- 

ependent. Furthermore, we need to consider galaxy assembly bias , 
he effect that the clustering amplitudes of dark matter haloes depend 
n halo properties besides mass, as well as baryonic effects on 
he matter distribution on small scales (Gao, Springel & White 
005 ; Wechsler et al. 2006 ). In addition, even at larger scales,
ydrodynamical simulations have recently been used to test simple 
OD models and have found the need for more sophisticated HOD 

odels (Hadzhiyska et al. 2021 ). One hurdle is that cosmological 
lustering needs to be accurately distinguished from artificial clus- 
ering in the galaxy sample, arising from potentially uncharacterized 
nhomogeneities in the target selection (e.g. Ross et al. 2012 ). 
n addition, many of the galaxy samples available have complex 
olour selections, which may require very flexible HOD forms to 
odel. While each of these systematic effects has failed to resolve 

he reported 20–40 per cent discrepancy between the lensing and 
lustering independently (Leauthaud et al. 2017 ; Lange et al. 2019 ,
021 ; Amodeo et al. 2021 ; Yuan et al. 2022 ), they have not been
onsidered in combination. 

In this work, we assess the consistency of lensing and clustering, 
reviously studied with data from CFHTLenS, CS82, and SDSS 

ensing surv e ys, now using the state-of-the-art DES Y3, KiDS- 
000, and HSC lensing data. These new shear data benefit from
 significant development in data calibration techniques and include 
igorous estimates of the systematic uncertainty associated with 
hear and redshift estimates, which we account for. We enhance 
he investigation by using an emulator-based approach for the halo 

odelling, the DARK EMULATOR (Nishimichi et al. 2019 ). This has 
een previously assessed to be more accurate than analytical models 
ince the emulating process naturally takes into account effects such 
s non-linear clustering, non-linear halo bias, and halo exclusion. The 
alo model based on DARK EMULATOR (Miyatake et al. 2020 ) enables
exibility to account for complexities related to the small-scale 
istribution of galaxies, such as incompleteness and miscentring. 
urthermore, with the enhanced surv e y volume afforded by these 
ata, we consider four lens redshift bins and extend measurements 
o large scales, allowing us to separately fit and assess the scale-
ependence of the consistency. This is important to delineate between 
he more robust linear scales, and the modelling error associated with
mall-scale signals. 

Alongside the comparison to clustering-based predictions, this 
ork builds upon ‘ Lensing without borders ’, an inter-surv e y col-

aboration (Leauthaud et al. 2022 ). This effort exploits the on-sky
 v erlap of existing lensing surveys with BOSS to perform empirically
oti v ated tests for the consistency of lensing surv e ys using GGL,

ased upon the framework in Amon et al. ( 2018a ). Here, we present
ew measurements from DES Y3 and KiDS-1000 and assess their 
onsistency, as well as with measurements using HSC, that were 
ublished in Leauthaud et al. ( 2022 ). 
The structure of this paper is as follows. Section 2 summarizes

he data used in this analysis: spectroscopy from BOSS and lensing
hotometry from DES, KiDS, and HSC. In Section 3 , we briefly
e vie w the cosmological interpretation for the projected galaxy 
lustering, w p , and GGL observables, ��, and the connection 
o the halo model. In Section 4 , we investigate the systematic
heoretical errors that impact the small-scale modelling. Section 5 
resents the estimators and measurement methodology for w p and 
�, including the combined DES + KiDS result. Section 6 assesses
 joint analysis of the clustering and lensing results, considering 
nly the easier-to-model larger scales and discusses the implications 
f our findings, particularly in the cosmological context. Section 7 
onsiders the consistency of clustering and lensing measurements, 
nvestigating the scale-dependence and the S 8 tension, and small- 
cale galaxy–halo connection effects. Finally, Section 8 explores 
ow these measurements might be combined with other data to learn
bout the galaxy–halo connection. In the appendices, A : We revisit
ensing without borders I, and assess the consistency of KiDS, DES,
nd HSC lensing measurements, B : We describe the magnification 
orrections to the lensing measurements, C : We assess variations to
he HOD modelling used in this work, and D : We show the joint
ts to the data including an additional parameter that captures any

nconsistency. 

 DATA  

n this work, the projected galaxy clustering is computed with a
oreground spectroscopic ‘lens’ sample, from the SDSS BOSS data. 
he GGL is measured by stacking shapes of background galaxies 
round the foreground lenses, in the region where imaging lensing 
ata o v erlap on the sk y with BOSS. The imaging for the background
alaxies is from DES, HSC, and KiDS. The footprints of KiDS-1000,
ES Y3, and HSC Year 1 (Y1) are illustrated in Fig. 1 , o v erplotted on

he footprint of the BOSS surv e y. Their properties are summarized
n Table 1 and their redshift distributions shown in Fig. 2 . This
ection provides brief descriptions on the various data used in this
aper; ho we ver, readers are referred to the original survey papers for
ore details. 

.1 Baryon Oscillation Spectroscopic Sur v ey 

OSS is a spectroscopic surv e y of 1.5 million galaxies o v er
0 000 de g 2 (Da wson et al. 2013 ) that was conducted as part of
he SDSS-III programme (Eisenstein et al. 2011 ) on the Sloan
oundation Telescope (2.5-m aperture) at Apache Point Observatory 
Gunn et al. 1998 , 2006 ). BOSS galaxies were selected from Data
elease 8 (Aihara et al. 2011 ) ugriz imaging (Fukugita et al. 1996 )
sing a series of colour–magnitude cuts. 
MNRAS 518, 477–503 (2023) 
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M

Figure 1. The on-sky footprints of the weak lensing surveys considered here: KiDS-1000 (blue), DES Y3 (red), and HSC Y1 (yellow), and their o v erlap with 
the BOSS redshift surv e y (gre y), which is estimated for each surv e y as 409, 771, and 137 de g 2 , respectiv ely. 

Table 1. Properties of weak lensing surv e ys used in this paper. We quote the 
surv e y area (deg 2 ; after masking), the o v erlap area with BOSS, the number 
of lenses in the o v erlap area for the two LOWZ samples (L1 and L2) and 
the two CMASS samples (C1 and C2), the median unweighted redshifts of 
the source distribution, and the ef fecti ve weighted galaxy number density 
measured in galaxies per square arcmin (see equation 1 in Heymans et al. 
2012 ) after photometric redshift quality cuts. 

HSC Y1 DES Y3 KiDS-1000 

Area (deg 2 ) 137 4143 777 
BOSS o v erlap area 137 771 409 
Num. LOWZ (L1/L2) 3170/3251 16 285/17 661 4701/5431 
Num. CMASS (C1/C2) 8409/8943 30 613/34 223 17 501/18 509 
z med 0.80 0.63 0.67 
n eff 21.8 5.59 6.22 
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BOSS targeted two primary galaxy samples, both of which are
sed here: the LOWZ sample at 0.15 < z < 0.43 and the CMASS
ample at 0.43 < z < 0.7. 

Following Lensing without borders (Leauthaud et al. 2022 ), we
se Data Release 12 (Alam et al. 2015 ) and the large-scale structure
atalogues described in Reid et al. ( 2016 ) in this work. We divide
ach of LOWZ and CMASS data into two distinct lens samples by
edshift, with bounds 

L1 : LOWZ z = 0 . 15 − 0 . 31 

L2 : LOWZ z = 0 . 31 − 0 . 43 

1 : CMASS z = 0 . 43 − 0 . 54 

2 : CMASS z = 0 . 54 − 0 . 70 . 

he redshift distributions, n ( z), for these four samples are shown in
he upper panel of Fig. 2 . We incorporate weights for each BOSS
alaxy designed to minimize the impact of artificial observational
ffects that can bias estimates of the true galaxy o v erdensity field.
his ensures that the distribution of the randoms traces the variations

n the lens samples. Following Reid et al. ( 2016 ), for LOWZ, this
NRAS 518, 477–503 (2023) 
eight is w z = w cp + w noz − 1, where w cp accounts for galaxies
hat did not obtain redshifts due to fibre collisions by up-weighting
he nearest galaxy from the same target class and w noz is designed
o account for galaxies for which the spectroscopic pipeline failed
o obtain a redshift and up-weights in the same manner as w cp . For
MASS, we incorporate additional weights to account for variations

n the stellar density and seeing, employed as, w systot w z , where
 systot = w star w see , such that w star accounts for variations in the
MASS number density with stellar density and w see corrects for
ariations in the CMASS sample in the seeing (Ross et al. 2012 ).
ote that for the CMASS measurements of projected clustering,
e use only the w systot weight and a correction that accounts for
oth fibre collision and redshift failure (Guo, Zehavi & Zheng 2012 ;
uo, Yang & Lu 2018 ) is employed. Similarly, the LOWZ clustering
easurements use no weights. 
The BOSS LOWZ and CMASS galaxy samples are colour se-

ected: The LOWZ sample primarily selects red galaxies and the
MASS sample targets galaxies at higher redshifts with a surface
ensity of roughly 120 deg −2 (Reid et al. 2016 ). Our model described
n Section 3.4 can account for stellar mass incompleteness if it is
olely dependent on the halo mass (More et al. 2015 ). Ho we ver, it
ssumes that any other sample selection criteria do not correlate
ith the large-scale environment at fixed halo mass. Thus our
odel may not be an entirely accurate description in the presence

f colour-based galaxy assembly bias coupled with colour-based
election ef fects. To wards the lo wer end of the redshift range, the
olour cuts remo v e star-forming galaxies and have a bigger impact
n the n ( z) of the sample, whereas the higher redshift samples,
2 and L2, are closer to being flux-limited and includes a larger

ange of galaxy colours at fixed magnitude (Reid et al. 2016 ).
e show in Fig. 3 that this is especially true for the C1 sample,
hich increases in number density as a function of redshift. As

imple mass-dependent HODs are designed for complete galaxy
amples, this brings into question whether a simple HOD is sufficient
or modelling these lower redshift L1 and C1 samples. Although
e divide the BOSS galaxies into four redshift bins, the target

art/stac2938_f1.eps
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Figure 2. The redshift distributions for the BOSS LOWZ and CMASS 
lenses (upper panel), divided into four distinct samples – L1: z = 0.15–0.31, 
L2: z = 0.15–0.31, C1: z = 0.31–0.54, and C2: z = 0.54–0.7 with median 
redshifts of [0.240, 0.364, 0.496, and 0.592]. These are the histograms of the 
samples’ redshifts, scaled by × 10 3 . The lower panels show the normalized 
calibrated n ( z) for each of KiDS, DES, and HSC sources, with the colours 
corresponding to the subsample used in the measurements with each lens 
bin, selected to be sufficiently behind the BOSS lenses. For KiDS and 
HSC, these selections are made using estimates of per-galaxy photometric 
redshifts, z KiDS/HSC , such that z KiDS/HSC > z l + 0.1. For DES, the redshift 
distributions shown are a weighted combination of the calibrated Y3 fiducial 
source bins. Only those bins that are sufficiently behind the lens bin, i.e. for 
which the mean redshift of the bin, z DES , satisfies z DES > z l,max + 0.2 are 
used. 

Figure 3. The LOWZ and CMASS galaxy samples in the plane of redshift, 
divided into four distinct samples: L1, L2, C1, and C2 by redshift. The 
solid lines show the redshift dependence of the comoving number density 
of galaxies in each of our galaxy samples, obtained assuming the Planck 
cosmology. The number density depends on redshift within each sample, with 
the C1 sample showing somewhat stronger redshift dependence, uniquely 
with a number density that increases with redshift, as a consequence of that 
bin’s particular selection effects. 
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election is such that the samples are likely still evolving across
he redshift range that they span. In this case, a fixed HOD model is
 simplification. 

.2 DES Y3 

or this analysis, we use DES data taken during the survey’s first 3 yr
f surv e y operation (Y3), between 2013 and 2016 (Sevilla-Noarbe
t al. 2021 ), from the 4-m Blanco Telescope and using the Dark
nergy Camera (Flaugher et al. 2015 ). The DES Y3 footprint co v ers
143 deg 2 in five broad-band filters ( grizY ). The number density of
he DES Y3 data is 5.59 arcmin −2 , as summarized in Table 1 , and
he data set has 771 de g 2 sk y area in common with BOSS. 

The shape catalogue is created with METACALIBRATION (Huff & 

andelbaum 2017 ; Sheldon & Huff 2017 ) to give over 100 million
alaxies that have passed a raft of validation tests (Gatti et al. 2021 ).
he source sample has been divided into four redshift bins and the

edshift distributions and associated uncertainty are calibrated pri- 
arily using a machine-learning technique, ‘self-organizing maps’ 

SOM; Buchs et al. 2019 ), which exploits DES deep field data with
ear-infrared o v erlap (Hartle y et al. 2022 ). Remaining biases in
he shape measurement and redshift distributions, primarily due to 
lending, are calibrated using image simulations, and the associated 
orrections for each redshift bin are reported in MacCrann et al.
 2022 ). The outcome of these two methods combined is a set of
ealizations of the source redshift distributions, for the four redshift 
ins, which span the uncertainty in the calibration. These include 
he contribution to the uncertainty arising due to the redshift-mixing 
mpact of blending. For the measurements with each BOSS redshift 
in, we use only the DES redshift bins that are sufficiently behind
he lens sample along the line-of-sight, defined such that the mean
edshift of the DES bin, z DES , satisfies z DES > z l,max + 0.2. For lens
ins L1, L2, C1, and C2, that corresponds to using the DES Y3
omographic bins [2,3,4], [3,4], [3,4], and [4], respectively, which 
re combined using an inverse-variance weighted average. 

.3 KiDS-1000 

he KiDS is an optical wide-field surv e y using the OmegaCam
amera mounted on the VLT surv e y telescope located at the Paranal
bserv atory. Observ ations are made in four bands ( ugri ); the VISTA
ilo-degree Infrared Galaxy survey has, by design, observed the 

ame area of sky in an additional five bands ( ZYJHK s ; Edge et al.
013 ), making KiDS a deep and wide nine-band imaging data set
Wright et al. 2020a ). In this work, we use the KiDS Data Release
 (Kuijken et al. 2019 , hereafter KiDS-1000), which consists of
006 deg 2 of galaxy lensing data. The number density of the KiDS-
000 sample is 6.22 arcmin −2 , o v er a net masked area of 777 deg 2 ,
f which 409 de g 2 co v ers the BOSS footprint. 
The source galaxies are selected using the best-fitting photometric 

edshift, z B , determined from the nine-band imaging for each source
sing the Bayesian code BPZ (Ben ́ıtez 2000 ). In this analysis, the
edshift distributions are calibrated following the same approach 
dopted in the KiDS-1000 cosmology analyses (Asgari et al. 2021 ;
eymans et al. 2021 ), which uses a SOM (Wright et al. 2020b )

o define a source sample of only those galaxies whose redshift is
ccurately calibrated using spectroscopy (Hildebrandt et al. 2021 ). 
lthough using the SOM method leads to a reduction in the galaxy
umber density and therefore a small increase in the statistical error
 v er the same area, here we prioritize minimizing the systematic error 
ssociated with a photometric redshift distribution. Source galaxies 
re selected to be behind the lens, such that z B > z l + 0.1, following
MNRAS 518, 477–503 (2023) 
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ests in Amon et al. ( 2018a ), designed to reduce the boost correction.
he redshift distribution of the source galaxies behind each lens is

hen re-estimated and calibrated following the procedure described in
ection 2.3 . The shape measurements are computed with the lens fit
ipeline (Miller et al. 2013 ), calibrated on simulations presented in
annawadi et al. ( 2019 ) and Giblin et al. ( 2021 ). 

.4 Hyper Suprime-Cam Subaru Strategic Program 

he HSC aims to co v er 1400 deg 2 of the sky in bands ( grizY ) using
he Hyper Suprime-Cam (Komiyama et al. 2018 ; Miyazaki et al.
018 ) on the Subaru 8.2-m telescope. The surv e y design is described
n Aihara et al. ( 2018a ), the analysis pipeline in Bosch et al. ( 2018 ),
nd validation tests of the pipeline photometry in Huang et al. ( 2018 ).
he Data Release 1 (Aihara et al. 2018b ), used in this work, maps an
rea of 136.9 deg 2 (with complete BOSS o v erlap) split into six fields
nd has a mean i -band seeing of 0.58 arcsec and a 5 σ point-source
epth of i ∼ 26. 
For HSC Y1, the galaxy-shape estimation is derived from i -

and images using a moments-based method, with details given
n Mandelbaum et al. ( 2018a ) and shear calibration described in

andelbaum et al. ( 2018b ). The HSC Y1 shear catalogue uses a
onserv ati ve source galaxy selection including a magnitude cut of
 < 24.5. The weighted source number density is 21.8 arcmin −2 .
imilar to the case for KiDS, source galaxies are selected to be
ehind the lens, such that z B > z l + 0.1 to reduce the source-
ens o v erlap. Photometric redshifts hav e been computed with the
rankenz hybrid method described in Speagle et al. ( 2019 ), that
ombines Bayesian inference with machine learning and trains on
 catalogue of sources including a combination of spectroscopic,
rism, prism, and many-band photometric redshifts. Using the best
hoto- z value from Speagle et al. ( 2019 ), the source distribution in
his paper has a mean redshift of z s = 0.95 and a median of z s = 0.8.

 T H E O RY  

his section briefly re vie ws the theoretical expressions for the
bservables that form the basis of the study. These comprise the
uto and cross-correlations between weak gravitational lensing and
alaxy o v erdensity, that is, the GGL and projected clustering signals.

.1 Differential surface density 

GL can be expressed in terms of the cross-correlation of a galaxy
 v erdensity, δg , and the underlying matter density field, δm 

: for a
xed redshift, is given by ξ gm 

( | r | ) = 〈 δg ( x ) δm 

( x + r ) 〉 x . The lensing
alaxy–matter cross-correlation function, ξ gm 

, can be expressed
n terms of its Fourier-transformed counterpart, the galaxy–matter
ross-power spectrum, P gm 

( k ), as 

gm 

( r, z l ) ≡
∫ ∞ 

0 

k 2 d k 

2 π
P gm 

( k , z l ) j 2 ( k r) , (3) 

here j 2 ( kr ) is the second order spherical Bessel function. In order to
easure ξ gm 

, one can first determine the comoving projected surface
ass density, � com 

, around a foreground lens at redshift z l , using a
ackground galaxy at redshift z s and at a comoving projected radial
istance from the lens, R . This is given as 

 com 

( R, z l ) = ρm 

∫ χ( z s ) 

0 
ξgm 

(√ 

R 

2 + [ χ − χ ( z l )] 2 
)

d χ, (4) 

here ρm 

is the mean matter density of the Universe, χ is the co-
oving line-of-sight distance, and χ ( z l ) and χ ( z s ) are the comoving
NRAS 518, 477–503 (2023) 
ine-of-sight distances to the lens and source galaxy , respectively .
he shear is sensitive to the density contrast; therefore, it is a
easure of the excess or differential surface mass density, �� com 

( R )
Mandelbaum et al. 2005 ). This is defined in terms of � com 

( R ) as 

� com 

( R) = � com 

( ≤ R) − � com 

( R) , (5) 

here the average projected mass density within a circle is 

 com 

( ≤ R) = 

2 

R 

2 

∫ R 

0 
� com 

( R 

′ ) R 

′ d R 

′ . (6) 

.2 Galaxy clustering: projected correlation function 

he three-dimensional (3D) galaxy correlation function, ξ gg ( r ), is
elated to the autopower spectrum of the galaxy number density
eld, P gg , by 

gg ( r, z l ) = 

∫ +∞ 

0 

k 2 d k 

2 π
P gg ( k , z l ) j 0 ( k r) . (7) 

alaxy clustering, which is mostly independent of the RSD effect due
o the peculiar velocities of galaxies measurements, can be analysed
n terms of the projected separation of galaxies on the sky. We call the
ssociated two-point function in real space the ‘projected correlation
unction’, w p ( R ), and it is formulated from the integral of the 3D
alaxy correlation function, ξ gg ( r ), along the line of sight as 

 p ( R) ≡ 2 
∫ Z max 

0 
ξgg ( r = 

√ 

R 

2 + Z 

2 ) d z , (8) 

here Z is the comoving separation along the line-of-sight. Note
hat throughout this paper, Z max = 100 h −1 Mpc and the projected
orrelation function has units of h −1 Mpc. 

Although the clustering signal becomes less sensitive to RSD
fter the line-of-sight integration, it is a non-negligible effect. It
an be corrected for following Miyatake et al. ( 2020 ), based upon
he prescription derived by van den Bosch et al. ( 2013 ), as a

ultiplicative correction factor f RSD ( R ; Z max , β). Here, β is the
inear Kaiser factor at redshift z, given in terms of the growth rate
f structure, f ( z) as β( z) ≡ ( f ( z)/ b ( z)), and Miyatake et al. ( 2020 )
pproximated the bias factor b as an ef fecti ve bias for a sample
f galaxies derived from the DARK EMULATOR output. The RSD
orrection increases as a function of the projected separation, and
he size of correction is typically a few per cent at R ∼ 1 h −1 Mpc
van den Bosch et al. 2013 ). 

.3 The galaxy–halo connection 

e assume that all galaxies are hosted by dark matter haloes, such
hat a central galaxy is the large, luminous galaxy that resides at the
entre of the halo and many smaller, less-luminous satellite galaxies
xist around it and comprise the non-central part of the GGL signal.
he correlation function of matter is given by the contributions

rom particles in the same halo, the one-halo term, and those in
wo different haloes, the two-halo term. Furthermore, the occupation
f haloes with galaxies is assumed to depend on the halo mass M h 

nly. To connect haloes to galaxies, the HOD is employed (Jing 1998 ;
eacock & Smith 2000 ; Scoccimarro et al. 2001 ). This defines the

otal occupation of galaxies, 〈 N | M h 〉 , in a given halo of mass, M , in
erms of the mean number of central, N c and satellite, N s galaxies,
s 

 N | M h 〉 = 〈 N c | M h 〉 + 〈 N s | M h 〉 . (9) 
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Table 2. The five HOD parameters used 
in this analysis and their priors, chosen 
following Miyatake et al. ( 2021 ). Priors 
are uniform where [ a , b ] indicates the 
upper and lower bounds. 

Parameter Prior 

log M min [12.0, 14.5] 
σlog M h [0.01, 1.0] 
log M 1 [12.0, 16.0] 
α [0.5, 3.0] 
κ [0.01, 3.0] 
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ollowing More et al. ( 2015 ), the expected number of centrals in our
OD framework is given as 

 N c | M h 〉 = f inc ( M h ) 
1 

2 

[
1 + erf 

(
log M h − log M min 

σlog M h 

)]
, (10) 

here the scatter in the halo mass–galaxy luminosity relation is 
arametrized by σlog M h and M min is the mass scale at which the 
edian galaxy luminosity corresponds to the threshold luminosity. 

rf( x ) is the error function and M min and σlog M h are free parameters
nd such that 〈 N c | M h 〉 goes to zero for low halo masses and increases
owards higher halo masses. Note that f inc allows for an o v erall
ncompleteness in the target selection of BOSS: For haloes of a 
xed mass, not all the central galaxies associated with those haloes 
ill be selected into the lens sample, such that 〈 N c | M h 〉 −→ f inc as
 h −→ ∞ (see Section 3.4 and More et al. 2015 for details). The

ducial model used in this work has f inc = 1 (see Appendix C for
ustification). 

We assume the average number of satellites obeys the form 

 N s | M h 〉 ≡ 〈 N c | M h 〉 λs ( M) = 〈 N c | M h 〉 
(

M h − κM min 

M 1 

)α

. (11) 

n the abo v e parametrization, we assume that the distribution of
entral galaxies, N c , follows the Bernoulli distribution (i.e. can take 
nly zero or one) with mean 〈 N c | M h 〉 , and that the satellite galaxies
eside only in haloes that host central galaxies. 9 We further assume 
hat 〈 N s | M h 〉 follows a Poisson distribution with mean λs ( M ). In
ddition, κ , M 1 , and α are free model parameters. Within this HOD
ramework, the mean number density of galaxies is obtained via an 
nte gral o v er the halo mass function: 

 gal = 

∫ ∞ 

0 
( 〈 N c | M h 〉 + 〈 N s | M h 〉 ) n h ( M h ) d M h , (12) 

here n h ( M h ) is the halo mass function, which gives the mean number
ensity of haloes in the mass range [ M , M + d M ]. 
The HOD model used in this analysis has five free parameters: 
 min , σlog M h , κ, M 1 , and α. The corresponding prior ranges that are 

dopted throughout this study are listed in Table 2 . 

.4 Incomplete galaxy samples 

pectroscopic lens samples like the BOSS LOWZ and CMASS 

amples used in this work are comprised of colour-selected galaxies. 
s such, at fixed stellar mass, CMASS is not a random sample of the
 In reality some dark matter haloes could host a satellite BOSS galaxy even 
hough their central galaxies are missing in the BOSS galaxy sample due 
o incompleteness. This possibility is partially addressed by allowing for a 
on-trivial fraction of miscentred haloes (see Appendix C ). 

e  

w  

a

1

 v erall population in terms of galaxy colour, described as colour
ncompleteness. On the other hand, stellar mass incompleteness 
escribes that some fraction of even very massive haloes might not
ost a BOSS-like galaxy at low stellar masses compared to a true
tellar mass threshold sample (Leauthaud et al. 2016 ). Both of these
ffects have implications for such analyses, because the HOD form 

raditionally used is not designed to capture such complex selections. 
One variant of the DARK EMULATOR model explored in Ap- 

endix C attempts to account for stellar mass incompleteness in the
election of BOSS lens galaxies, via the function f inc ( M ). Following

ore et al. ( 2015 ), we assume a log-linear functional form for this
s follows: 

 inc ( M h ) = max [0 , min [1 , 1 + αinc ( log M h − log M inc )]] , (13) 

hich explicitly assumes that BOSS selects a random fraction of 
he stellar mass threshold galaxies from host haloes at every mass
cale, defined in terms of two parameters, αinc and log M inc . That
s, it assumes that with the complex BOSS colour and magnitude
uts, the selection probability for galaxies at a given stellar mass
nly depends upon the halo mass, and not on the environment or
ther astrophysical properties. Given the colour incompleteness of 
he sample is not accounted for, even in the absence of assembly bias
nd other intricate effects of the galaxy–halo connection, it is likely
hat a more flexible HOD form is needed to fit such galaxies if we
ant highly accurate results. 

.5 Implementation: the DARK EMULATOR 

n this section, we describe details of the theoretical template and
alo model implementation used to obtain model predictions for 
he observables, ��( R ) and w p ( R ), for a given cosmological model
ithin the Lambda cold dark matter ( � CDM) framework. Primarily,

he analysis takes an emulator approach, using the DARK EMULA- 
OR , 10 based on dark matter-only N -body simulations populated with
alaxies (Nishimichi et al. 2019 ; Miyatake et al. 2020 ). In Section 4 ,
 comparison to a simulation-based prediction is investigated. 

The DARK EMULATOR enables a fast, accurate computation of 
alo statistics (halo mass function, halo autocorrelation function, 
nd halo–matter cross-correlation) as a function of halo mass (for 
 200m 

� 10 12 h −1 M 
), redshift, separation, and cosmological 
arameters under the flat- wCDM model. The emulator is based on
he principal component analysis and Gaussian process regression for 
he large-dimensional input data vector of an ensemble of N -body
imulations. Each of these DarkQuest simulations were constructed 
rom 2048 3 particles within a box size of 1 or 2 h 

−1 Gpc, for 100 flat-
CDM cosmological models sampled based on a maximum-distance 

liced Latin hypercube design. 
For each simulation realization, for a given cosmological model, 

 catalogue of haloes was extracted using ROCKSTAR (Behroozi, 
echsler & Wu 2013 ). This identifies haloes and subhaloes based

n the clustering of N -body particles in position and velocity space.
he spherical o v erdensity mass, defined with respect to the halo
entre, signified by the maximum mass density, M ≡ M 200m 

= 

4 π/ 3) R 

3 
200m 

× (200 ρm 

), is used to define halo mass, where R 200m 

s the spherical halo boundary radius within which the mean mass
ensity is 200 × ρm 

. The emulator is built upon the halo catalogues
xtracted at multiple redshifts in the range of z = [0, 1.48]. In this
ork, for the bins [L1, L2, C1, and C2], we assume fixed redshifts

t the median of the samples, [0.240, 0.364, 0.496, and 0.592]. 
MNRAS 518, 477–503 (2023) 

0 ht tps://github.com/DarkQuest Cosmology/dark emulator public 

https://github.com/DarkQuestCosmology/dark_emulator_public
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The accuracy of the DARK EMULATOR predictions has been
alidated in Nishimichi et al. ( 2019 ). The halo mass function has
–2 per cent accuracy for haloes with M > 10 12 h −1 M 
, 11 except
or the massive end ( M � 10 14 h −1 M 
) in which the Poisson error is
ignificant in the simulations used for both training and validations.
or haloes of 10 13 M 
, the typical mass of host haloes of BOSS
alaxies (White et al. 2011 ; Parejko et al. 2013 ; Saito et al. 2016 ), the
alo–matter cross-correlation function and the halo autocorrelation
unction have ∼2 per cent accuracy over the comoving separation
.1 < R < 30 h −1 Mpc and a degradation to ∼3–4 per cent accuracy
t R � 1 h −1 Mpc due to the halo exclusion effect, respectively. 

Since the excess surface density is a non-local observable, i.e.
he small-scale information of the halo–matter cross-correlation
unction affects the excess surface density at large scales, the
naccuracy of the halo–matter cross-correlation at R < 0.1 h −1 Mpc
ue to a finite resolution of N -body simulations, which was quan-
ified in Nishimichi et al. ( 2019 ), may affect the excess surface
ensity at R ∼ 0.1 h −1 Mpc. We explicitly quantify the effect,
imicking the inaccuracy by modifying the halo–matter cross-

orrelation function from DARK EMULATOR at r < 0.1 h −1 Mpc
y a similar amount shown in fig. 7 in Nishimichi et al. ( 2019 ),
nd find that the excess surface density based on the modified
alo–matter cross-correlation function has only a few per cent shift
t R ∼ 0.1 h −1 Mpc. Thus we conclude that the excess surface
ensity of DARK EMULATOR has sufficient accuracy on rele v ant
cales for this work, compared to the statistical uncertainties of our
easurements. 

.6 Modelling the correlation functions 

s seen in Section 2.1 and 2.2 , in order to compute the observables,
e need the cross-power spectrum of galaxies and matter P gm 

( k ;
), and the real-space autopower spectrum of galaxies, P gg ( k ; z),
s a function of the parameters of halo–galaxy connection and the
osmological model. Within the halo model, the galaxy–matter cross-
ower spectrum is given as 

 gm 

( k; z) = 

1 

n g 

∫ 

d M h 
d n h 
d M h 

[ 
〈 N c | M h 〉 + 〈 N s | M h 〉 ̃  u s ( k; M h , z) 

] 

×P hm 

( k; M h , z) , (14) 

here P hm 

( k ; M h , z) is the halo–matter cross-power spectrum and
˜  s ( k; M h , z) is the normalized Fourier transform of the averaged
adial profile of satellite galaxies, assumed to be a truncated NFW
rofile, in host haloes of mass, M h at redshift, z. In practice this is e v al-
ated at the mean lens redshift, which is weighted appropriately to
atch the weighting scheme in the excess surface density estimator.
his has been shown to be equivalent to using the full lens redshift
istribution (Miyatake et al. 2021 ). The DARK EMULATOR derives
hm 

( r ; M h , z), the Fourier transform of P hm 

( k ; M h , z), and the halo
ass function d n h / d M h for an input set of parameters (halo mass,

eparation, and cosmological parameters). In order to obtain real-
pace ξ gm 

or �� for the assumed model, the publicly available code,
FTLOG , (Hamilton 2000 ) is used to perform the Hankel transforms.
To model w p , the autopower spectrum of galaxies in a sample is

ecomposed into the two contributions, the one- and two-halo terms,
nd those are given within the halo model framework as 

 gg ( k; z) = P 

1h 
gg ( k; z) + P 

2h 
gg ( k; z) (15) 
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1 As can be seen in Fig. C1 , the HOD for all our samples falls well below 

 per cent at the resolution limit of the DARK EMULATOR . 

t  

D  

t  

e  
here 

 

1h 
gg ( k; z) = 

1 

n 2 g 

∫ 

d M h 
d n h 
d M h 

〈 N c | M h 〉 

×
[ 
2 λs ( M h ) ̃  u s ( k; M h , z) + λs ( M h ) 

2 ˜ u s ( k; M h , z) 2 
] 
, (16) 

 

2h 
gg ( k; z) = 

1 

n 2 g 

[ ∫ 

d M h 
d n h 
d M h 

〈 N c | M h 〉 (1 + λs ( M) ̃  u s ( k; M h , z)) 
] 

×
[ ∫ 

d M 

′ 
h 

d n h 
d M 

′ 
h 

〈 N c | M 

′ 
h 〉 (1 + λs ( M h ) ̃  u s ( k; M h , z)) 

] 

×P hh ( k, M h , M 

′ 
h , z) , (17) 

here P hh ( k, M h , M 

′ 
h , z) is the power spectrum between two halo

amples with masses M and M 

′ 
. The DARK EMULATOR outputs the

eal-space correlation function of haloes and ξhh ( k, M h , M 

′ 
h , z), the

ourier transform of P hh . The details of the halo model prescription
mplemented in the DARK EMULATOR can be found in Nishimichi
t al. ( 2019 ) and Miyatake et al. ( 2020 ). 

 SMALL-SCALE  SYSTEMATICS  

n small scales, the applicability of the HOD method in the
resence of assembly bias and complex galaxy selections is still
nder in vestigation (e.g. Zentner , Hearin & van den Bosch 2014 ).
dditionally, the impact of baryonic feedback on the mass and galaxy
istributions in group-sized haloes, at an intermediate redshift, is
oorly understood (e.g. van Daalen et al. 2014 ). In this section, we
stimate the impact of these known sources of systematics on the
GL signal. 

.1 Baryonic effects 

aryon feedback alters the matter distribution (see Chisari et al. 2019 ,
or a comprehensi ve re vie w) and is therefore expected to impact both
he GGL and clustering signals (e.g. van Daalen et al. 2014 ; Renneby
t al. 2020 ; van Daalen, McCarthy & Schaye 2020 ). Ho we ver,
ecause active galactic nucleus (AGN) feedback can change the
alaxy and halo distribution in different ways, the impact of baryons
n clustering and GGL measurements is not necessarily the same. 
As shown with h ydrodynamical simulations, g alaxy and halo

roperties can be altered by AGN feedback, impacting the stellar
ass–halo mass relation. For example, in the model of van Daalen

t al. ( 2014 ), a higher halo mass corresponds to a lower stellar mass
han in a dark matter-only simulation. In a similar way, this can

odify the stellar masses of satellites and therefore the small-scale
lustering. In the approach of using the clustering fits to predict
he lensing, this baryonic effect can be captured by the halo model
escription, if the HOD parametrization provides sufficient freedom
o capture this. In addition, the spatial distribution of satellites can
e changed through the back-reaction of feedback processes on the
istribution of dark matter (e.g. van Daalen, Angulo & White 2011 ),
hich alters both the clustering and GGL measurements. This is

f fecti vely a change in the concentration for the satellite distribution
elative to the dark matter distribution. 

On the other hand, as GGL measures the projected matter density,
t is sensitive to the change in the overall matter distribution due
o the redistribution from baryons (e.g. Schneider et al. 2019 ;
ebackere et al. 2020 ); ho we ver, this information does not enter

he halo model for the clustering measurements. To first order, this
ffect can be accounted for in a halo model prescription by simply
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Figure 4. The potential contribution from model uncertainties to the lensing signal as a function of R for both the lowest redshift lens bin (L1, left-hand side) 
and the highest redshift bin (C2, right-hand side). Each panel shows the fractional contribution, derived from a model variant that accounts for one systematic, 
�� sys , relative to the fiducial model, �� fid , as δ( ��)/ �� = ( �� sys − �� fid )/ �� fid . The fractional impact is estimated for: (i) assembly bias (top panel), 
estimated following Yuan et al. ( 2021 ), using the ABACUSHOD framework and including a secondary dependency on the local environment and (ii) baryonic 
feedback (bottom panel), which we account for by adjusting the concentration normalization parameter, f conc , in an Navarro–Frenk–White density profile (NFW) 
framework, based upon findings in Debackere, Schaye & Hoekstra ( 2020 ), with values drawn from the posterior of Viola et al. ( 2015 ). These are compared 
to previously estimated predictions based on hydrodynamic simulations, TNG and Illustris (purple dashed and dot–dashed; Lange et al. 2019 ), and based on 
kSZ measurements from Amodeo et al. ( 2021 ; dotted). Similar behaviour is seen for lens redshift bins, L2 and C1. In each panel, the solid line is our fiducial 
estimate for the bias due to each effect and the shaded region is the corresponding error budget for that estimate. Note that while assembly bias and baryons bias 
the lensing signal low, as accurate modelling of these effects is not yet possible, our error budget encompasses the zero-impact case within 1 σ . 

a
N  

o
l  

e  

t
m
2  

t  

e
(  

2  

e  

t
t  

h
 

t
n
c
e
t  

l  

e  

c  

(  

o  

c  

C  

t  

u  

o
t  

m  

t  

t
e

 

f
I
3  

(  

(  

t  

e  

i  

a  

e  

t
m
m
c  

e  

s  

p
s
d
I  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/518/1/477/6761719 by inaf user on 10 January 2023
djusting the concentration normalization, denoted as f conc , in the 
FW (Navarro, Frenk & White 1997 ). A change in the normalization
f concentration–mass relation has been commonly used in the 
iterature (Cacciato et al. 2013 ; van den Bosch et al. 2013 ; Viola
t al. 2015 ; Dvornik et al. 2018 ), and has been shown to account for
he baryonic feedback although these relations are calibrated on dark 

atter-only simulations (Zentner, Rudd & Hu 2008 ; Debackere et al. 
020 ). This is moti v ated by the fact that the AGN feedback pushes
he baryons and dark matter from halo centres to their outskirts,
f fecti vely changing the concentration of the matter distribution 
Vogelsberger et al. 2014 ; McCarthy et al. 2017 ; Pillepich et al.
018 ; Debackere et al. 2020 ; Mead et al. 2021 ). The direction of this
ffect is supported by the data (Viola et al. 2015 ), which shows that
he values of concentration normalization prefer a value closer to 0.8 
han 1.0, and by the fact that the halo masses are in agreement with
ydrodynamic simulations that contain AGN feedback. 

In order to capture the impact of baryonic effects, we make predic-
ions for the lensing signal with several values of the concentration 
ormalization parameter. That is, we alter the normalization of the 
oncentration–mass relation of the matter NFW profile (in P hm 

, 
ntering the GGL power spectra through equation 14 ). We adopt 
he HOD posteriors from a large-scale joint fit of the clustering and
ensing (see Section 6 ) using a Planck cosmology and explore the
xtent of the impact for f conc = 0.84 ( �� fconc = 0.84 ), 0.61, and 1.26
ompared to 1.0, based on the best and 1 σ constraint from Viola et al.
 2015 ) for GAMA groups, which have the same stellar mass range as
ur BOSS galaxies (Parejko et al. 2013 ). Fig. 4 shows the fractional
ontribution, δ( ��)/ �� of the baryonic feedback for bins L1 and
2, derived from model variants that account for it, �� sys , relative
o the fiducial model. We find that while the clustering signal remains
nchanged, this ef fecti vely reduces the GGL signal amplitude in the
ne-halo regime. An additional effect is that the feedback changes 
he halo mass with respect to the dark matter only case, which is the

ass function provided by the DARK EMULATOR . This would impact
he two-halo term since the masses of all haloes are altered, due to
he change in density profiles. To incorporate this additional subtle 
ffect consistently would require a more complex procedure. 

We compare this halo model estimate of the impact of baryon
eedback to hydrodynamical simulations in the literature. Using the 
llustris (Vogelsberger et al. 2014 ; purple, dot–dashed) and TNG- 
00 simulations (Pillepich et al. 2018 ; purple, dashed), Lange et al.
 2019 ) measured the lensing signal around intermediate stellar mass
log M ∗ = 10.5–12) haloes, comparing the dark matter only case to
hat with baryons. As shown in the lower panel of Fig. 4 , Illustris
xhibits a greater suppression due to baryonic feedback that peaks at
ntermediate scales: TNG-300 sees a maximal effect of 10 per cent
t 1 h −1 Mpc, similar to the f conc estimate, while Illustris sees an
ffect of 15 per cent at 3 h −1 Mpc. This difference arises from
he fact that Illustris and TNG-300 have different (subgrid) imple- 

entations of the AGN feedback mechanism, with the TNG-300 
atching observed galaxy and intracluster medium properties more 

losely (Weinberger et al. 2017 ; Springel et al. 2018 ). While Lange
t al. ( 2019 ) only considered haloes representative of the CMASS
ample ( z l = 0.55), van Daalen et al. ( 2020 ) explored the range of
redicted baryonic effects exhibited across existing hydrodynamical 
imulations and found that the small-scale suppression of power 
ue to baryonic feedback increases at low redshift. Furthermore, 
llustris o v erpredicts the ef fect of feedback on the matter po wer
MNRAS 518, 477–503 (2023) 
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12 Specifically, we choose ξ ( R , Z ) as the small-scale redshift-space clustering 
data vector, with eight logarithmically spaced bins between 0.169 and 
30 h −1 Mpc in the transverse direction, and six linearly spaced bins between 
0 and 30 h −1 Mpc bins along the line-of-sight direction. 
13 The choice of 5 h −1 Mpc is moti v ated by internal tests done on hydrody- 
namical simulations and those carried out in Yuan et al. ( 2021 ), where we 
found 5 h −1 Mpc to provide the best fit on CMASS data. 
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pectrum due to its too-low baryon fraction in ∼10 14 M 
 haloes,
hile IllustrisTNG underpredicts this impact due to their too-high
aryon fraction at the same mass scale (van Daalen et al. 2020 ). The
aryon correction estimated in Amodeo et al. ( 2021 ; dark red, dashed)
sing measurements of the kSZ effect, was shown to account for
0 per cent of the discrepancy between clustering and lensing shown
n Leauthaud et al. ( 2017 ). This impact corresponds to a reduction in
he signal of 20 per cent at scales below 1 h −1 Mpc and larger than
hat found in Lange et al. ( 2019 ) using the TNG-300 simulations or
n this work. 

It is evident that the extent of baryonic effects is uncertain. For our
ducial estimate of the correction due to baryonic feedback effects,
 bary , we assume the f conc = 0.84 variant, �� fconc = 0.84 , the impact
f which is indicated by the red line. For the uncertainty on this
orrection, σ bary , we assume that it is symmetric with an amplitude
eflecting the difference between f conc = 0.84 and 0.61, indicated
y the red-shaded region in Fig. 4 . This error budget is sufficiently
road to encompass a null hypothesis corresponding to no baryon
eedback. 

.2 Assembly bias 

n assumption inherent to the modelling framework in Section 3
s that dark matter halo mass is the only variable go v erning the
ccupation of haloes with galaxies. If dark matter halo mass were the
nly variable determining the clustering of haloes, this simplification
ould not impact the predictions for �� at fixed w p . Ho we ver, it has
een shown that any dependency on secondary halo properties other
han mass can significantly impact the galaxy clustering and lensing
rediction (e.g. Gao et al. 2005 ; Wechsler et al. 2006 ; Gao & White
007 ; Leauthaud et al. 2017 ; Wechsler & Tinker 2018 ; Hadzhiyska
t al. 2020 ; Yuan et al. 2021 ), an effect called assembly bias. This
ystematic primarily impacts small-scale measurements, but can also
av e a non-ne gligible impact on intermediate scales (Sunayama et al.
016 ; Yuan et al. 2021 ). 
It is important to note that the assembly bias, or secondary bias
ore generally, is the combination of two effects. One effect is the

ariation in galaxy–halo connection due to secondary halo properties,
pecifically termed galaxy assembly bias (Wechsler & Tinker 2018 ).
he second effect is the dependency of halo clustering on secondary
alo properties other than mass, known as halo assembly bias (e.g.
roton, Gao & White 2007 ; Mao, Zentner & Wechsler 2018 ). The

nterplay of the two effects is what makes assembly bias important. 
Specifically, if there is no halo assembly bias, i.e. if halo clustering

nly depends on halo mass, then galaxy assembly bias would not
ctually contribute to two-halo clustering. In a simulation-based
odel, the halo assembly bias should be automatically accounted for

n the N -body evolution, so the only piece that needs to be modelled is
he galaxy assembly bias, hence the need for extended HOD models.

To calculate the model uncertainty due to assembly bias we use
he ABACUSHOD framework. In Appendix C2 , we assess the model
ariance between this framework and our fiducial DARK EMULATOR

hen fitting the projected two-point galaxy clustering for HOD
arameters and predicting a lensing signal. Following the approach
laborated in Yuan et al. ( 2022 ), we compute two GGL predictions
ollowing Yuan et al. ( 2021 ): The first represents the vanilla five-
arameter HOD (plus incompleteness), tuned to match the observed
rojected two-point galaxy clustering in CMASS and LOWZ (as
escribed in Appendix C2 ) and for the second, we extend the vanilla
OD model to include velocity bias and a secondary dependency on

he local environment, tuned the extended model to the small-scale
NRAS 518, 477–503 (2023) 
edshift-space clustering. 12 Note that the change to the HOD-based
ensing prediction due to fitting redshift-space clustering (instead of
 p ) is small relative to the effect of assembly bias, as shown in Yuan

t al. ( 2022 ). Velocity bias (Guo et al. 2015 ) is necessary to model
he small-scale velocity signatures in the redshift-space clustering.
he environment-based assembly bias is included as a result of
oth clustering analysis (Yuan et al. 2022 ) and hydrodynamical
imulation based studies (Hadzhiyska et al. 2020 ), which found the
nvironment to be the necessary secondary halo property in order
o account for galaxy assembly biases, defined as the o v erdensity
f dark matter subhaloes beyond the halo radius but within a 5-
 

−1 Mpc radius. 13 The final ABACUSHOD decorated HOD model
onsists of 10 parameters: five parameters from the vanilla HOD, the
wo velocity bias parameters, the two environment-based secondary
ias parameters, and the incompleteness factor. These 10 parameters
re optimized to match the observed redshift-space clustering, ξ ( r p ,
), on small scales and the observed number density. See Yuan et al.
 2022 ) for details of these fits and predictions. 

We show in the second panel of Fig. 4 that taking into account
he impact of assembly bias suppresses the GGL signal, by an
mplitude A ab , and we assume the difference between the two GGL
redictions (blue-shaded region) as a symmetric estimate of the
odel uncertainty due to secondary biases, such that σ ab = A ab .
hus, this error budget encompasses no assembly bias. 

.3 Unmodelled systematics 

ere we discuss systematics that are not considered in the analysis
nd their plausible contribution to the results. 

In the absence of lensing, galaxies are not randomly oriented.
n large scales, galaxy shapes are influenced by the tidal field
f the large-scale structure, while on small scales, effects such as
he radial orbit of a galaxy in a cluster can affect their orientation.
he correlation of the shape with the density field is referred to as

intrinsic alignment’ (IA; e.g. Blazek et al. 2012 ; Joachimi et al.
015 ; Troxel & Ishak 2015 ). For high-stellar mass elliptical galaxies
ike our BOSS sample, this systematic needs to be considered. For
GL, it is the impact of radial alignments that dominate the IA signal,
hich arise due to o v erdensities in the lens sample and a physically

ssociated source sample. Overall, the boost factor, introduced in
ection 5 , is a reasonable gauge for the extent of the clustered lens–
ource o v erlap, at a giv en radius. In this paper, we attempt to minimize
he boost factor, and therefore mitigate the effect of IAs by selecting
ource galaxies whose redshifts are sufficiently separated along the
ine of sight from the lenses. 

The boost factors are less than 15 per cent at the smallest scales and
egligible at larger scales, from which we can approximate that, to
rst order at most 15 per cent of sources at small scales are associated
ith the lens sample. Furthermore, Fortuna et al. ( 2021 ) showed that

he source samples’ red-fraction (which have the highest contribution
o IAs) is low and that the IA signal decreases with the distance from
he lens, such that the fraction of galaxies that could be affected
y alignment would be even smaller than the source galaxy sample
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sed. Applying these contamination fractions to the estimates for 
ne–halo (Georgiou et al. 2019 ; Fortuna et al. 2021 ) and two–halo
Singh, Mandelbaum & Brownstein 2017a ) IA contributions, we 
rgue that this systematic has a negligible impact on this analysis. 

The central and satellite components of the halo model are 
escribed here simply in terms of one- and two-halo terms describing 
he halo component and the large-scale structure component. They 
o not include additional terms of the halo model, such as the effect
f satellite stripping or other impacts in the transition regime. These 
re less dominant compared to the contribution from the satellites for
he lensing signals ∼R > 0.1 h −1 Mpc (see e.g. fig. 5 in Zacharegkas
t al. 2022 ), and so we regard it as unimportant in our analysis, except
or the smallest radial bin. 

 MEA SUREM ENTS  

n this section, we describe the estimators for the excess surface 
ass density in Section 5.1 , using the cross-correlation of the 

pectroscopic lens sample and multiple sources of background 
ensing data and the projected galaxy clustering in Section 5.2 . 

.1 Galaxy–galaxy lensing 

he excess surface density can be related to the average tangential 
hear 〈 γ t ( θ ) 〉 as 

� = 

〈 γt ( θ ) 〉 
� 

−1 
c 

(18) 

t a projected separation θ = R / χ ( z l ), where χ ( z l ) is the comoving
istance to the lens. We adopt a flat- � CDM cosmology with
m 

= 0.3 and H 0 = 0.7 km s −1 Mpc −1 when computing comoving
istances. 
For a source redshift distribution n ( z s ) the average inverse critical

ensity is given by 

 

−1 
c ( z l ) = 

4 πG (1 + z l ) χ ( z l ) 

c 2 

∫ ∞ 

z l 

d z s n ( z s ) 
χ ( z l , z s ) 

χ ( z s ) 
, (19) 

here the source redshift distribution is computed for a given lens 
edshift z l and normalized such that 

∫ ∞ 

0 n ( z s )d z s = 1. 
An estimator for the ‘stacked’ excess surface density for a sample 

f lens galaxies can therefore be written as 

� l ( R) = 

1 

1 + m 

∑ 

ls w ls εt ( � 

−1 
c ) −1 ( z l ) ∑ 

ls w ls 
, (20) 

here the summation is o v er all lens–source pairs in a given radial
in defined by R and εt indicates the tangential ellipticity of the 
ource. Note that for KiDS, � c ( z l ) is computed per lens, with the
ntire ensemble of sources, whereas for DES, it is computed per lens
in, where z l is the mean redshift. This approximation is negligible. 
he parameter m is the multiplicative bias correction and w ls is the 
eight assigned to lens–source pair Is given by 

 ls = W s w l , (21) 

here W s is the source weight defined for each surv e y. 
We subtract the excess surface density measured around random 

ositions within the surv e y footprint, �� r , which is predicted to be
ero, on average, in the absence of an additive bias (Mandelbaum 

t al. 2005 , 2013 ; Singh et al. 2017b ). Finally, due to uncertainties
ssociated with photometric redshifts, the selection of source galaxies 
o be behind a lens is imperfect, resulting in a biased estimate of the
xcess surface density. This can be corrected for by applying a boost
actor, B ( R ), computed using unclustered, random positions that have
he same selection as the lens galaxies. The boost factor is given by 

( R) = 

∑ 

ls w l w s ∑ 

rs w r w s 
, (22) 

here w l and w r corresponds to any weighting applied to the lens
alaxies or random positions, respectively, and are normalized such 
hat 

∑ 

l w l = 

∑ 

r w r . Finally, the o v erall estimator is 

�( R) = B( R) �� l ( R) − �� r ( R) . (23) 

.1.1 DES Y3 

he DES Y3 ��( R ) measurements are computed following the
ethodology outlined in the previous section. The analysis set-up 

sed in these calculations is publicly available in the XPIPE package. 14 

o estimate the error, a Jackknife covariance is computed by splitting
he lens galaxies and random points into 75 regions using the KMEANS

lgorithm. For a footprint area of ∼770 deg 2 , this yields regions of
pproximately 3 deg 2 on a side assuming a square geometry, or ∼65
 

−1 Mpc (and the largest angular scale we measure is ∼50 h −1 Mpc).
hese measurements are shown for each lens bin in Fig. A1 . 
The source weighting, W s is an inverse-variance weight, de- 

cribed in Gatti et al. ( 2021 ). In all other respects, the estimator
or each DES source bin and BOSS lens bin is equi v alent to
quation ( 23 ) with an additional factor for the METACALIBRATION -
erived weights, 1 / 〈 R〉 = 1 / ( R 

T 
γ,s + 〈 R 

T 
sel 〉 ). The METACALIBRATION

lgorithm (Huff & Mandelbaum 2017 ; Sheldon & Huff 2017 )
rovides estimates on the ellipticity, εt , of galaxies, the response 
f the ellipticity estimate on shear, R γ,s , and of the ensemble mean
llipticity on shear-dependent selection, R sel . These are applied in 
he shear estimator to correct for the bias of the mean ellipticity
stimates. The DES shear response is broken into two terms: R 

T 
γ,s is

he average of the shear responses measured for individual galaxies 
ncluding selection effects and 〈 R 

T 
sel 〉 is the response of the selection

ffects to a shear. Each galaxy has a unique value for R 

T 
γ,s , while

 R 

T 
sel 〉 is a single number computed for each source galaxy ensemble.
The DES Y3 multiplicative bias correction factors, m , are provided 

or each redshift bin (MacCrann et al. 2022 ) and are applied directly
o the data vector. This differs from the various DES analyses in that
n those analyses the systematic uncertainties were incorporated at 
he model/likelihood level, and their amplitudes varied according to 
heir respective prior. 

A boost factor is estimated following equation ( 22 ). It is validated
gainst an alternative method, estimated using p ( z) decomposition 
Gruen et al. 2014 ; Varga et al. 2019 ) that is designed to minimize
otential spatial variations in the shear selection performance (a 
otential issue with bright galaxies). This correction is small: at scales
reater than 1 h −1 Mpc the boost factor is negligible, and therefore
oes not impact our large-scale measurements. At the smallest scale 
easured, it is at most a 15 per cent effect. 
The systematic uncertainties in the DES Y3 redshift and shear 

alibration are accounted for as follows. For each of the four tomo-
raphic source bins, the mean lensing source redshift distribution is 
alibrated in Myles et al. ( 2021 ) as the spread of 6000 realizations
f the source redshift distributions. In MacCrann et al. ( 2022 ), these
re modified to include the uncertainty due to the shear calibration,
o describe the joint systematic uncertainties. For each lens bin in
ur sample and the corresponding source bins used, we compute the
MNRAS 518, 477–503 (2023) 
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ean lensing efficiency, 〈 η〉 , for each of the realizations. Following
he measurement, the source bins are combined using � 

−1 
crit weights

nd the standard deviation across the realizations of 〈 η〉 are extracted
or each lens bin as the systematic uncertainty. These are rounded
p as σ sys = [1, 1.5, 2, and 2.5 per cent], and combined with the
tatistical Jackknife uncertainty. 

.1.2 KiDS-1000 

he KiDS lensing signal is computed similarly to the methodology
utlined in Dvornik et al. ( 2018 ) and Amon et al. ( 2018b ). Errors
re computed using a bootstrap method using regions of 4 deg 2 , or
80 h −1 Mpc (the largest angular scale we measure is ∼50 h −1 Mpc).
The source weighting from equation ( 21 ) is defined as 

 s = w s 

[ 
� 

−1 
c ( z l ) 

] 2 
, (24) 

here w s is the per-galaxy lensfit weight (Miller et al. 2013 ),
hich approximately corresponds to an inverse variance weighting,
 

−1 ∼ σ 2 
e + σ 2 

rms . 
The multiplicative shear calibration correction (Kannawadi et al.

019 ) is estimated for the ensemble source and lens galaxy pop-
lation. The multiplicative bias has been estimated for a set of
omographic bins described in Asgari et al. ( 2021 ). These corrections
re then optimally weighted and stacked following 

 = 

∑ 

ls w ls m s ∑ 

ls w ls 
, (25) 

here m is the multiplicative bias value for the tomographic
in that source galaxy s falls into given its z B value. The re-
ulting correction to the measurement for each lens sample is
 = {−0 . 001 , 0 . 002 , 0 . 004 , 0 . 005 } , which is independent of the

istance from the lens, and reduces the effects of multiplicative bias
Kannawadi et al. 2019 ). 

The lensing signal around lens galaxies is computed following the
quations presented in Section 5.1 . Source galaxy contamination is
ccounted for by including a boost factor, such that the uncertainty is
lso inflated by this factor. This correction is small: At scales greater
han 1 h −1 Mpc the boost factor is negligible, and at the smallest
cale measured, it is at most a 15 per cent effect. 

We estimate the systematic uncertainty due to the errors in the
edshift distribution. The shift in the mean of the redshift distribution,
z, was determined for five tomographic bins in Wright et al. ( 2020b )

nd Hildebrandt et al. ( 2021 ). From these values we estimate the
eighted average �z per lens bin, �z = 

∑ 

ls w ls �z s / 
∑ 

ls w ls , where
z s is assigned to each source depending on which tomographic bin

t falls into given its z B value. We then remeasure our lensing signal
ith the source redshift distributions shifted by the �z for lens

ample. The resulting change in amplitude of the lensing signal is
v eraged o v er all scales and taken to be the systematic error due to the
ncertainty in the photometric redshift distributions, which we find
o be up to 1 per cent for all lens bins. We follow the same procedure
or estimating the impact of the uncertainty on the multiplicative
ias, which we also find to be less than 1 per cent . Combining these
wo uncertainties in quadrature gives an o v erall systematic error of
ess than 1.5 per cent, which we combine with the statistical error. 

.1.3 HSC Y1 

he HSC measurements for ��( R ) are described and presented
n Leauthaud et al. ( 2022 ; section 6.3). We briefly note two main
ifferences in the methodology used to construct these measurements
NRAS 518, 477–503 (2023) 
ompared to that of KiDS and DES. First, per-galaxy, point-estimate
edshifts are used in the computation, opposed to a calibrated
istribution of the ensemble. Second, two redshift cuts are used
o define the source sample behind the lens along the line of sight:
 s > z l + 0.1 and z s > z l + σ 68 , where σ 68 is the 1 σ confidence limit
f the photometric redshifts, and no boost factor is applied. Here
e combine in quadrature the statistical error with the systematic
ncertainty, the latter of which is reported in Leauthaud et al. ( 2022 )
s 5 per cent. 

.1.4 Magnification bias 

n addition to the effect of shear, the solid angle spanned by a
alaxy image is modified by a magnification factor compared to
he solid angle co v ered by the galaxy itself. This effect alters
he number density of the sample for a given set of cuts. Lens

agnification describes this effect on the number density of the
ens galaxy sample by intervening structure. Following Elvin-Poole
t al. ( 2022 ), in this analysis we consider only the effect on the lens
alaxies, which is dominant compared to source magnification for
GL (Mandelbaum et al. 2006a ). Tw o mechanisms are at w ork: At
igher lens redshift, more intervening matter is present, such that the
mpact of magnification effects grows with increasing redshift. On
he other hand, the impact is reduced with increasing line-of-sight
eparations of lenses and sources. 

To account for the impact on the lensing signals, the magnification
ngular power spectrum, C 

gm 

lmag ( � ) , is computed by integrating the
ntervening matter up to the lens redshift Elvin-Poole et al. ( 2022 ).
he contribution of lens magnification to the tangential shear is
etermined as 

t lmag ( θ ) = 2( αlmag − 1) 
∫ 

�d� 

2 π
C 

gm 

lmag ( � ) J 2 ( �θ ) , (26) 

here αlmag depends on the properties of the lens sample. The
agnification power spectrum is then defined as 

 

gm 

lmag ( � ) = 

∫ 

d χ
g g ( χ ) g s ( χ ) 

χ2 
P 

nl 
m 

(� + 1 / 2 

χ
, z( χ ) 

)
, (27) 

here the lensing window function of the galaxies g X , for X = s , g
s defined as 

 X ( χ ) = 

3 �m 

χ

2 c 2 [1 + z( χ )] 

∫ χ

0 
d χ ′ n X ( χ ′ ) 

d z / d χ ′ 

c 

χ − χ ′ 

χ ′ . (28) 

For this analysis, following von Wietersheim-Kramsta et al.
 2021 ), we define αlmag = 1.93 ± 0.05 for LOWZ and αlmag =
.62 ± 0.28 for CMASS. Fig. 7 in that work shows only a slowly
arying redshift dependence. Given that this correction is small, we
gnore the redshift dependence across each of the BOSS samples and
ssume the same value for L1 and L2, as well as for C1 and C2.
e correct the lensing signals for this subdominant systematic and

e glect an y uncertainty on the v alue of αlmag , follo wing Joachimi
t al. ( 2021 ). In Appendix B , we demonstrate that the impact of
agnification is small, but increases with redshift such that the

orrection is most significant for the C2 bin, still remaining less
han ∼10 per cent. We note that magnification bias also impacts the
lustering measurement; ho we v er, we ne glect this as it has been
hown to be small (Thiele, Duncan & Alonso 2020 ). 

.1.5 Combined signals: KiDS-1000 + DES Y3 

iven that the KiDS–BOSS and DES–BOSS on-sky footprints have
o o v erlap, we take the two measurements to be independent and
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Table 3. The fixed values of the flat- � CDM cosmological parame- 
ters defined for the Planck cosmology (Planck Collaboration VI 2020 ; 
TTTEEE + lowE + lensing) and the Lensing cosmology, corresponding to 
lo wer v alues of the S 8 parameter. The implementation of the DARK 

EMULATOR used in this work assumes a flat-geometry � CDM model with 
massive neutrinos with a fixed total mass of 0.06 eV, specified by the five 
parameters shown. �c , �b , and �de are the density parameters for CDM, 
baryonic matter, and dark energy , respectively . A s and n s are the amplitude 
and tilt parameters of the primordial curvature power spectrum normalized 
at k pivot = 0.05 Mpc −1 . For the latter, cosmological parameters are taken 
from the combined KiDS-1000 + BOSS + 2dFLenS analysis (Heymans et al. 
2021 ). Note that �c , �b , and n s are not varied between the two cases. 

Parameter Planck cosmology Lensing cosmology 

ω c = �c h 2 0.120 
ω b = �b h 2 0.022 
n s 0.965 
�de 0.685 0.695 
ln(10 10 A s ) 3.044 2.910 

S 8 = σ 8 ( �m 

/0.3) 0.5 0.83 0.76 
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15 We use the nested sampling (Skilling 2004 ) code MULTINEST (Feroz, 
Hobson & Bridges 2009 ) to e v aluate the posterior of galaxy–halo connection 
parameters. We use 1000 live points, a sampling efficiency parameter of 0.8, 
and an evidence tolerance factor of 0.5. 
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ssess their consistency (see Fig. A1 ). To do so, we adopt a model-
ndependent approach: We compute the difference between the 
wo lensing surv e ys’ signals and fit to a null signal, which is the
xpectation for perfect agreement. This approach assumes that the 
ata can be described by Gaussian likelihoods and are independent, 
uch that the covariance of the difference is equi v alent to the sum of
hat of the individual measurements. 

The difference in signals compared to null has a p-value of (0.49,
.20, 0.82, and 0.66) and a reduced χ2 of (1.0, 1.4, 0.70, and 0.86)
or each redshift bin. A p-value < 0.01 equates to a 99 per cent
onfidence in rejection of consistency between the data, assuming 
aussian statistics. We can convert these p-value estimates into the 
ore intuitive quantity of number of σ ; for this we find (0.69, 1.3,

.23, and 0.45). Our p-value is al w ays larger than 0.2, so we conclude
hat our two sets of GGL measurements from KiDS-1000 and DES
3 are statistically consistent. As such, we compute a combined 
ES Y3 + KiDS-1000 measurement by taking the inverse-variance 
eighted average, shown as the green data points in Fig. A1 . In
ppendix A , we discuss the consistency of the DES Y3 + KiDS-
000 measurement with HSC, shown in the same figure in yellow. 
e cannot combine KiDS or DES with HSC as the o v erlapping area

etween them is significant, as demonstrated in Fig. 1 . 

.2 Projected clustering 

e compute the projected correlation function, w p using the 3D 

ositional information for each of the four spectroscopic lens samples 
 v er the entire BOSS area. We measure these statistics using random
atalogues (Reid et al. 2016 ) that contain N ran galaxies, roughly 
0 times the size of the galaxy sample, N gal , with the same angular
nd redshift selection. To account for this difference, we assign 
ach random point a weight of N gal / N ran . In addition, we neglect
he redshift weight, w z , and use only the w systot for the case of
MASS ( w = 1 for LOWZ). Instead, we account for spectroscopic

ncompleteness due to fibre collisions using the algorithm developed 
y Guo et al. ( 2012 ). 
Adopting a fiducial flat- � CDM WMAP cosmology (Komatsu 

t al. 2009 ) with �m 

= 0.3, we estimate the 3D galaxy correlation
unction, ξ gg ( R , Z ), as a function of comoving projected separation,
 , and line-of-sight separation, Z , using the estimator proposed by
andy & Szalay ( 1993 ) 

gg ( R , Z ) = 

dd − 2dr + rr 

rr 
, (29) 

here dd , rr , and dr denote the weighted number of pairs with 
 separation ( R , Z ), where both objects are either in the galaxy
atalogue, the random catalogue, or one in each of the catalogues, 
espectively. 

In order to obtain the projected correlation function, we combine 
he line-of-sight information by summing o v er 50 linearly spaced 
ins in Z from Z = 0 to Z = 100 h 

−1 Mpc (Guo et al. 2018 ): 

 p ( R) = 2 
∑ 

i 

ξgg ( R, Z i ) �Z i . (30) 

We use 17 logarithmic bins in R from R = 0.05 to R = 50 h 

−1 Mpc.
he upper bound Z max = 100 h 

−1 Mpc can potentially create a
ystematic error as R approaches Z max due to any lost signal in the
ange Z > 100 h 

−1 Mpc; ho we ver, the signal is negligible on these
cales and the measurement was robust to changes in this value for
he level of precision of the analysis. The error in w p ( R ) is determined
ia a Jackknife analysis, dividing the galaxy surv e y into 400 regions,
nsuring a consistent shape and number of galaxies in each region. 
 LARGE-SCALE  LENSI NG  A N D  CLUSTERING  

ITS  

o date, joint analyses from DES (DES Collaboration et al. 2022 ),
SC (Miyatake et al. 2021 ), and KiDS (Heymans et al. 2021 )
ave focused on either marginalizing o v er the small-scale modelling
ystematics, such as those detailed in Section 4 , or limiting the
cales of the measurements used, as these limit the robustness of
osmological information from those scales. Following that, we first 
onsider a joint fit of the large-scale clustering and DES + KiDS
ensing measurements. We focus here on DES + KiDS only, as the
SC Y1 measurements are limited to R < 15 h −1 Mpc, and so
o not have sufficient signal-to-noise on large scales. Guided by 
he potential impact of these systematics demonstrated in Fig. 4 ,
e consider both the GGL and clustering measurements limited to 
 > 5.25 h −1 Mpc. 
We fit the galaxy–halo connection model described in Section 3 to

oth the observed projected clustering of BOSS galaxies, w p ( R ), and
he excess surface mass density, ��( R ) for each lens bin, separately.
s the clustering measurements were derived from an order of 
agnitude larger area than the lensing, an y cross-co variance between

he clustering and lensing is negligible (More et al. 2015 ; Joachimi
t al. 2021 ). The flat priors assumed for each parameter are reported
n Table 2 , within a flat-geometry � CDM model, specified by the
ve cosmological parameters fixed at the values quoted in Table 3 ,
nd with massive neutrinos with a fixed total mass of 0.06 eV. A
ulti v ariate Gaussian likelihood is used. 15 

When fitting a clustering signal, the difference between cosmo- 
ogical parameters assumed for measurements and models should be 
aken into account, because it affects the radial and angular distances.
ote that for the flat- � CDM cosmology, only �m 

is rele v ant for this
ffect. We correct for this effect following the prescription of More
 2013 ). The detailed implementation is described in Miyatake et al.
 2021 ). For our set-up, where the difference is at most ��m 

= 0.015
ompared to the Planck cosmology, the correction factor is only a
MNRAS 518, 477–503 (2023) 
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Figure 5. Joint fits to the large-scale ( R > 5.25 h −1 Mpc) BOSS clustering measurements (black data points, lower panels), w p , and lensing profiles, ��( R ), 
measured by DES Y3 + KiDS-1000 (green, upper panels), computed using the DARK EMULATOR , for each of the four lens samples. The fits are performed at a 
fixed cosmology, using parameters from Planck Collaboration VI ( 2020 ) (red), as well as a Lensing cosmology (blue), using a lower value of S 8 (Heymans et al. 
2021 ). The lines indicate the best-fit, and the corresponding shaded regions represent the 68 per cent confidence level derived from the posterior of each of the 
fits. For the clustering, the fit is largely independent to this change in cosmological parameters, while the difference is seen for the lensing. When limited to the 
large scales, the Lensing cosmology is preferred, although the difference between the fits is not significant. 
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16 There are five formal DoF (ten data points and five free parameters) 
that are reduced to [7.85,8.23,6.23,6.53] and [7.61,8.20,6.24,6.6.46], for the 
Planck and Lensing cosmologies, respectively, when the effective number is 
computed. 
17 This is applied by replacing the likelihood, L , according to -log( L ) ⇒ 

−αlog( L ), where α = ( N jk − N bin − 2)/( N jk − 1), N jk is the number of 
Jackknife patches and N bin is the number of data bins used in the fit. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/518/1/477/6761719 by inaf user on 10 January 2023
ew per cent. Such a correction is also considered for the lensing
ignal, but it is estimated to be sub-per cent for our case, and as such,
e ignore it in this study. 
When assessing the goodness of fit, we e v aluate the ef fecti ve

egrees of freedom (DoFs) using noisy mock data vectors. We first
enerate 30 noisy mock signals by deviating signals around the best-
tting model following the covariance. We then perform the fit to each
ock signal, make a histogram with the best-fitting χ2 from mock

nalyses, and find the ef fecti ve DoF by fitting a χ2 distribution. We
eed to rely on mock signals to derive the effective DoF because the
osterior distributions of HOD parameters are highly correlated and
ave a strong non-Gaussianity and thus the Gaussian linear model by
averi & Hu ( 2019 ) is not valid for our large-scale measurements.
or detailed discussions, see Miyatake et al. ( 2021 ). 

.1 Considering a lo w- S 8 Uni v erse 

iven the mounting evidence that large-scale weak lensing analyses
refer lower values for the S 8 cosmological parameter than that
onstrained by the Planck Collaboration VI ( 2020 ) measurements
f the primary CMB (e.g. Hikage et al. 2019 ; Hamana et al.
020 ; Asgari et al. 2021 ; Amon et al. 2022 ; Secco et al. 2022 ),
t is interesting to compare these results within both cosmological
rameworks. As such, we perform the fits at a fixed cosmology and
ompare the goodness of fit in two cases: the Planck Collaboration
I ( 2020 ) cosmology and a ‘Lensing cosmology’ , defined here. For

his, we adopt the best-fitting cosmology from the joint lensing and
lustering analysis of Heymans et al. ( 2021 ), which is consistent
ith the parameters inferred from DES (DES Collaboration et al.
022 ), as well as with cosmic shear constraints from DES, HSC, and
iDS. Specifically, we update the dark energy density parameter,
de , and the amplitude of the primordial curvature power spectrum,

n(10 10 A s ), to those reported in Table 3 . Note that in DARK EMULA-
OR , the matter density parameter, �m 

is defined via �de = 1 − �m 

,
nd the combination of ω m 

and ω c defines the dimensionless Hubble
arameter, h via h = [( ω m 

+ ω c )/(1 − �m 

)] 1/2 . 
NRAS 518, 477–503 (2023) 
The result of this comparison is shown in Fig. 5 . The p-values
or the lens bins, by increasing redshift, are found to be [0.15, 0.02,
.01, and 0.94] and [0.15, 0.05, 0.08, and 0.97] for the Planck and
ensing cosmologies, respectively. 16 When computing the χ2 , we
pply a Hartlap, Simon & Schneider ( 2007 ) correction, 17 as the
ovariance matrix is estimated using a Jackknife method with a
nite number of patches. It therefore is associated with it some
easurement noise, such that ˆ C 

−1 is not an unbiased estimate of
he true inverse covariance matrix. We compute the p-value from the

easured χ2 value, assuming the effective DoF using mocks. We
efine acceptable goodness-of-fit as p-value ≥ 0.01 and find this to
e acceptable for both cosmologies, with the exception of the C1 lens
in which is on the boundary of satisfying this criteria. That is, limited
y the current level of statistical power in the measurements on these
arge scales, we cannot distinguish between the two cosmologies
ith significance. 

 O N  T H E  CONSI STENCY  O F  CLUSTERI NG  &  

ENSING  

odern lensing surv e ys allow us to probe a rich set of physical
rocesses, containing information on cosmology, galaxy formation,
nd feedback. Developing and testing a model powerful enough to
xplain the complexity of the data across all scales remains a work
n progress for the community. For this reason many cosmological
nalyses have restricted their attention to the better-understood and
ore theoretically controlled large-scale clustering (e.g. Heymans

art/stac2938_f5.eps
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Figure 6. Consistency of lensing and clustering measurements for each lens redshift bin, quantified by a consistency amplitude parameter, A , that allows for 
a decoupling of the two measurements when A deviates from A = 1. We report the marginal posterior of this parameter, constrained in a joint fit of the two 
observables. Left-hand panel: Large scales ( R > 5.25 h −1 Mpc) with KiDS + DES, comparing the Planck (red circles) and Lensing cosmologies (blue diamonds). 
Middle panel: Small scales with KiDS + DES, showing the impact of accounting for modelling baryonic effects and assembly bias (filled markers), compared to 
neglecting them (empty markers), again for the two cosmologies. Right-hand panel: All scales, showing comparison between KiDS + DES (filled markers) and 
HSC (empty markers), including the corrections for baryonic effects and assembly bias, again for the two cosmologies. The large-scale check fails for bin C1, 
with a constraint on A that deviates from 1; we infer this as evidence for modelling systematics and denote the results for this bin with grey markers. 
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t al. 2021 ; DES Collaboration et al. 2022 ). This mitigates biases
n the inferred cosmological constraints that arise due to non- 
inear modelling systematics and the uncertain impact of baryonic 
eedback (Joachimi et al. 2021 ; Krause et al. 2021 ). As reflected in
ection 6 , there is insufficient statistical power with these data to
ive compelling evidence for either cosmology using the easier-to- 
odel linear scales. On the other hand, small-scale measurements 

fford substantially more constraining power. An understanding of 
hese scales is hindered by numerous hard-to-model physical effects 
f approximately comparable amplitude, demonstrated in Section 4 . 
s these effects impact GGL and galaxy clustering differently, an 

nteresting avenue to understand them is to assess their consistency. 

.1 Scaling amplitude 

e e v aluate the consistency between the measurements by including 
n additional parameter, A , which multiplies the amplitude of the 
GL signal as 

� → A��( R) , (31) 

llowing it to decouple from the model for the projected clustering. 
f the clustering and GGL measurements are both well fit by 
he same model, we expect A to be consistent with unity; any
ignificant deviation implies that the measurements are not fully 
onsistent within our chosen model. Here, we use consistency of 
.5 σ as the criterion, following DES Collaboration et al. ( 2022 )
nd Heymans et al. ( 2021 ). Note that our approach of a joint fit
sing an inconsistency parameter differs from that of Leauthaud 
t al. ( 2017 ) and Lange et al. ( 2019 , 2021 ), where the fit to the
OSS clustering is used to predict the lensing signal. In those works,

he level of inconsistency is then quantified as an averaged ratio 
etween the predicted and observed GGL. On small scales, these 
robes are sensitive to complexities of the small-scale dark matter–
alaxy connection, such as those described in Section 4 . To assess
he scale dependence of the consistency, we consider this fit when 
solating large and small scales. 
First, as a consistency check, we revisit large scales where baryonic 
ffects and assembly bias are negligible and fit the data including the
nconsistency parameter, A . We expect that A = 1 in � CDM on large
cales in the absence of systematics, similar to the expectation for
 lens described in the combined linear-regime lensing and clustering 
nalysis from P ande y et al. ( 2022b ) and DES Collaboration et al.
 2022 ). As before, we only have precise DES + KiDS measurements
t these scales and do not include HSC. In the left-hand panel of
ig. 6 , we show the 1D posteriors on the A parameter for each lens
edshift bin, for both a Planck (red circles) and Lensing cosmology
blue diamonds), and report the constraints in Table 4 . These are
onsistent with A = 1 for both cosmologies. This is in agreement
ith our expectations from the previous section, where the model 
rovides a good fit to lensing and clustering. The exception is lens
in C1, where we find a substantial ( ∼3 σ ) inconsistency. Note that
he inclusion of the scaling parameter does impro v e the goodness-of-
t (now a p-value of 0.18) compared to that found in Section 6 when
ssuming a Planck cosmology. As only one bin fails the consistency
heck, this may indicate the presence of unaccounted for systematics. 
 or e xample, the result could be e xplained by selection effects in

hat particular lens sample that are not well modelled; it is unlikely
hat either using an alternative, but realistic S 8 value or accounting
or astrophysical effects could resolve this result, as also found in
he similar analysis of P ande y et al. ( 2022b ). BOSS selection effects
reate four different lens samples, as illustrated in Fig. 3 , which shows
he redshift dependence of the comoving number density of galaxies. 

hile L1, L2, and C2 are closer to flux-limited samples, for the C1
edshift range of z = 0.43–0.54, this function is sharply increasing. To
nderstand this fully would require further investigation into BOSS 

election effects which are beyond the scope of this study. Given our
ndings, we consider C1 as an outlier result, and neglect it when
omputing a combined constraint on A from the lens bins. Ho we ver,
s this analysis was not performed in a blind manner, in the interest
f transparency, we include C1 in all figures and tables. For an
 v erall constraint on A , we compute the inverse-variance weighted
verage of L1, L2, and C2, approximating the bins to be independent
f each other. Note that this assumption does not account for any
MNRAS 518, 477–503 (2023) 
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Table 4. Results: 1D posterior constraints on the consistency scaling parameter, A , as shown in Fig. 6 for each redshift bin (columns) and each scale range 
(rows): for all scales (all; 0.15 < R < 60 h −1 Mpc), small scales (SS; 0.15 < R < 5.25 h −1 Mpc), and large scales (LS; 5.25 < R < 60 h −1 Mpc), analysed in 
both the Planck and Lensing cosmological framework (upper and lower panels), for DES + KiDS (and HSC). In addition, we report the constraints for the cases 
where we account for baryonic effects and assembly bias, ‘corr’. For HSC we do not have the signal to noise at large scales to measure the consistency at an R > 

5.25 h −1 Mpc. We additionally compute the inverse-variance weighted average of L1, L2, and C2, assuming the lens bins are independent, which will result is 
a stronger deviation from A = 1 than is actually present in the data. As the large-scale check fails for bin C1, with a constraint on A that deviates from 1, which 
we infer as evidence for systematics, we neglect this bin (denoted as an ∗ in the table). 

Cosmology Scales Data Inconsistency systematic parameter, A 

L1: z = 0.15–0.31 L2: z = 0.31–0.43 ∗C1: z = 0.43–0.54 C2: z = 0.54–0.7 All bins All bins, no C1 

Planck LS DES + KiDS 0 . 89 + 0 . 08 
−0 . 09 0 . 82 + 0 . 10 

−0 . 10 0 . 61 + 0 . 11 
−0 . 11 0 . 88 + 0 . 14 

−0 . 15 0 . 80 + 0 . 05 
−0 . 05 0 . 86 + 0 . 06 

−0 . 06 (2.3 σ ) 

SS DES + KiDS 0 . 67 + 0 . 04 
−0 . 04 0 . 76 + 0 . 04 

−0 . 04 0 . 65 + 0 . 05 
−0 . 05 0 . 72 + 0 . 07 

−0 . 07 0 . 69 + 0 . 02 
−0 . 02 0 . 71 + 0 . 03 

−0 . 03 

Planck-corr SS DES + KiDS 0 . 67 + 0 . 04 
−0 . 04 0 . 84 + 0 . 06 

−0 . 06 0 . 56 + 0 . 06 
−0 . 06 0 . 699 + 0 . 03 

−0 . 03 0 . 70 + 0 . 03 
0 . 03 0 . 75 + 0 . 04 

−0 . 04 (7.0 σ ) 

Planck-corr all DES + KiDS 0 . 72 + 0 . 04 
−0 . 04 0 . 87 + 0 . 06 

−0 . 06 0 . 58 + 0 . 05 
−0 . 05 0 . 83 + 0 . 07 

−0 . 07 0 . 73 + 0 . 03 
−0 . 03 0 . 79 + 0 . 03 

−0 . 03 (6.8 σ ) 

all HSC 0 . 76 + 0 . 08 
−0 . 08 0 . 83 + 0 . 08 

−0 . 07 0 . 72 + 0 . 06 
−0 . 06 0 . 99 + 0 . 10 

−0 . 10 0 . 79 + 0 . 04 
−0 . 04 0 . 84 + 0 . 05 

−0 . 05 (3.5 σ ) 

Lensing LS DES + KiDS 1 . 01 + 0 . 09 
−0 . 09 0 . 95 + 0 . 11 

−0 . 11 0 . 68 + 0 . 12 
−0 . 14 0 . 98 + 0 . 16 

−0 . 17 0 . 93 + 0 . 06 
−0 . 06 0 . 99 + 0 . 06 

−0 . 06 (0.2 σ ) 

SS DES + KiDS 0 . 79 + 0 . 04 
−0 . 05 0 . 89 + 0 . 05 

−0 . 05 0 . 76 + 0 . 05 
−0 . 05 0 . 84 + 0 . 09 

−0 . 08 0 . 82 + 0 . 03 
−0 . 03 0 . 83 + 0 . 03 

−0 . 03 

Lensing-corr SS DES + KiDS 0 . 83 + 0 . 06 
−0 . 06 0 . 98 + 0 . 07 

−0 . 07 0 . 59 + 0 . 72 
−0 . 65 0 . 85 + 0 . 10 

−0 . 11 0 . 82 + 0 . 03 
−0 . 03 0 . 89 + 0 . 04 

−0 . 04 (2.8 σ ) 

Lensing-corr all DES + KiDS 0 . 84 + 0 . 05 
−0 . 05 1 . 00 + 0 . 07 

−0 . 07 0 . 67 + 0 . 06 
−0 . 06 0 . 97 + 0 . 08 

−0 . 08 0 . 85 + 0 . 03 
−0 . 03 0 . 91 + 0 . 04 

−0 . 04 (2.3 σ ) 

all HSC 0 . 88 + 0 . 09 
−0 . 09 0 . 96 + 0 . 09 

−0 . 09 0 . 85 + 0 . 07 
−0 . 07 1 . 16 + 0 . 12 

−0 . 12 0 . 93 + 0 . 04 
−0 . 04 0 . 97 + 0 . 06 

−0 . 06 (0.5 σ ) 
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ovariance between the lens bins; our combined estimate will result
n an o v erestimation of the deviation from A = 1. Using these three
ins, we find that A = 0.99 ± 0.06 for the Lensing cosmology, and A =
.86 ± 0.06 for the Planck cosmology. These results support those
rom Section 6 that the large-scale data alone lacks the statistical
ower to significantly distinguish between these two cosmologies. 
Next, we consider scales less than 5.25 h −1 Mpc, with the results

hown as the centre panel of Fig. 6 . Here, we find that A significantly
eviates from unity when assuming a Planck cosmology for all
ens bins. This is only partially resolved when assuming a Lensing
osmology, such that a low- S 8 cosmology mitigates but cannot fully
xplain the differences between small-scale lensing and clustering.
his finding is in agreement with previous work (Leauthaud et al.
017 ; Lange et al. 2019 , 2021 ). Ho we ver, on these scales astrophys-
cal effects, which act to suppress the amplitude of the lensing signal
uch that A < 1 (see Section 4 ), must be accounted for. 

.2 Accounting for small-scale model uncertainties 

e consider the known systematics discussed in Section 4 when
uantifying the consistency of lensing and clustering on non-linear
cales. Until we can sufficiently account for our uncertainty when
odelling assembly bias and baryonic effects, as demonstrated in
ig. 4 , the precision of analysis of GGL and clustering measurements
xtended to non-linear scales in cosmological inference will be
indered by systematic errors. 
We include systematic corrections for both baryonic effects and

ssembly bias, modelled as 

� 

corr 
obs ( R) = A sys ( R) �� obs ( R) (32) 

here A sys ( R ) is defined as a combination of A bary ( R ) + A ab ( R ),
ssuming the systematics are uncorrelated and additive. These are
stimated as the fractional impact, [ �� fconc = 0.84 − �� th ]/ �� th and
 �� ab −�� th ]/ �� th , indicated in Fig. 4 as the red line (lower panel)
nd blue line (middle panel), respectively. These systematic correc-
ions have an associated uncertainty, σ 2 

sys ( R) = σ 2 
bary ( R) + σ 2 

ab ( R),
hich are indicated as the red- and blue-shaded regions in Fig. 4 ,

ncompassing the null hypothesis of zero baryonic feedback and
NRAS 518, 477–503 (2023) 
ssembly bias. We include this as an additional systematic uncer-
ainty on our measurement and our covariance assuming that the
ff-diagonal terms are impacted in the same way as the diagonal part
f the covariance. We emphasize here that the predicted suppression
f the lensing due to baryons is still uncertain, with a range of
alues in the literature from various constraints or simulation-based
stimates. The prediction we have assumed here has significantly
maller impact than the estimate from the kSZ analysis (Amodeo
t al. 2021 ), as discussed in Section 4 and demonstrated in Fig. 4 .
ur associated error budget does span a large range of amplitudes;
o we ver, it does not account for the difference in scale dependence
etween the various estimates. 

In the middle panel of Fig. 6 , we show the best-fitting A for
iDS + DES small-scale measurements and the impact when correct-

ng for these small-scale systematics, with constraints on A reported
s ‘corrected’ (filled circles), as before, for the two cosmologies.
e find that the combined effect of these systematics is to suppress

he predicted lensing signal at small scales, therefore reducing the
mplitude A to be less than one. Ho we ver, we find that accounting for
hese effects with our current best estimates cannot resolve the small-
cale detection of A �= 1. We find a discrepancy with A = 0.75 ± 0.04
or the case of the Planck cosmology and A = 0.89 ± 0.04 for the
ensing case. 
Finally, the right-hand panel of Fig. 6 shows the posteriors for

he full-scale measurements from both DES Y3 + KiDS-1000 (filled
reen) and HSC (filled yellow), corrected for modelling systematics,
or both the Planck (red outer) and Lensing (blue outer) cosmology;
ee also Table 4 . The clustering and lensing measurements are
resented in Appendix D , along with the all-scale best-fitting model
or both cases of the Planck and Lensing cosmology when including
he A inconsistenc y parameter. F or all bins, the consistenc y between
he clustering and lensing measurements is impro v ed in the Lensing
osmology. In this cosmology and considering bins L1, L2, and C2,
he measurements find A = 0.91 ± 0.04 for DES + KiDS and A =
.97 ± 0.06 for HSC, consistent with A = 1 within ∼2 σ . For the
lanck cosmology, ho we ver, the combined result is found to be A =
.79 ± 0.03 for DES + KiDS and A = 0.84 ± 0.05 for HSC, or
 ∼3 σ–7 σ finding of A �= 1. 
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Figure 7. The GGL measurements for the C2 BOSS bin as measured by 
KiDS + DES (green) and HSC (yellow), alongside clustering-based HOD 

predictions for the signal derived at fixed Planck (red) and Lensing cosmology 
(blue). Note that this approach neglects the theoretically reasoned model 
correction and uncertainties described in Section 7.2 . The shaded red and 
blue represent the 68 per cent confidence region of the prediction based on 
the posterior of an HOD fit to the clustering measurements from that bin. The 
dark red line (shaded region) represents the HOD model prediction made at 
Planck cosmology, now including a correction for baryonic effects (although 
still neglecting uncertainties and assembly bias), based on the best-fitting 
density profile from kSZ measurements, as presented in Amodeo et al. ( 2021 ). 
The baryon-corrected prediction is better able to reconcile the observations, 
and shows the de generac y of the small-scale modelling corrections with the 
Lensing cosmology prediction. This moti v ates future studies to investigate 
the impact of baryons on GGL and clustering studies. 
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Overall, with our theoretically reasoned corrections for assembly 
ias and baryonic effects applied to the vanilla HOD model, we find
hat the lensing and clustering are consistent in a Lensing cosmology. 
s the large-scale measurements of the two probes in Section 6 found

imilarly good fits to the data in the two cosmologies, at present,
osmological differences are driven by the small scales. Section 4 
emonstrated that there is uncertainty in the amplitude and extent 
f baryonic effects. Although our fiducial approach incorporates 
his uncertainty, it does not fully capture the scale-dependence of 
his effect that is indicated by some current kSZ measurements. 
herefore, it is still possible and an open question as to whether

he deviation from A = 1 can be explained by both a Lensing
osmology and a Planck cosmology with a larger contribution from 

ssembly bias and baryonic effects. To be able to distinguish these 
wo scenarios will require more precise measurements of the GGL 

ignal at large scales and an impro v ed understanding of the possible
xtent of baryonic effects and assembly bias. Section 8 provides a 
ext step to addressing that question. 

 C O S M O L O G Y  &  BA R  Y  O N I C  EFFECTS  

here is no compelling evidence for a significant mismatch in the 
mplitude of clustering between galaxy autocorrelations and lensing 
bservables on the easier-to-model linear scales; the largest inconsis- 
encies are driven by small scales. As previously discussed, tension on
on-linear scales could be the interaction of numerous hard-to-model 
hysical effects of approximately comparable amplitude. Notably the 
mpact of baryonic feedback on the mass and galaxy distributions in 
roup-sized haloes at intermediate redshift is poorly understood, as 
videnced by the scatter in the lower panel of Fig. 4 and discussed in
etail in Section 4 . In our fiducial analysis, we account for this effect
y varying f conc (Section 7.2 ); however, we note that this approach
oes not capture the scale dependence exhibited by the kSZ-based 
rediction for the impact of baryons presented in Amodeo et al. 
 2021 ). In this section, we demonstrate how upcoming joint analyses
ith such data can shed light on the small-scale differences. 
We revisit an approach first presented in Leauthaud et al. ( 2017 ):
e fit an HOD model to projected clustering measurements and 

se the clustering-based HOD parameters to predict the lensing 
ignal, ��( R ), which we then compare to the lensing measurements.
ote that in this comparison, contrary to the previous section, 
aryonic effects and assembly bias and their associated uncertainties 
re not accounted for. The results are shown for the C2 case in
ig. 7 : The clustering-based lensing predictions and the lensing 
easurements for both cases – assuming the Planck cosmology 

red) and the Lensing cosmology (blue) – with the shaded region 
ndicating the model uncertainty derived from the statistical error 
n the w p measurements. We compare to the DES Y3 + KiDS-
000 (green) and HSC (yellow) measurements for each of the four
ens samples. As detailed in Table 4 , we find a scale dependence
n the consistency between the prediction and measurement too. 

hen isolating the large scales ( > 5.25 h −1 Mpc) the difference
etween the Lensing and Planck predictions is negligible: with 
he current statistical power of lensing + BOSS data, the linear- 
cale measurements cannot sufficiently distinguish between the two 
osmologies, with at most ∼2 σ differences. When considering all 
cales ( > 0.15 h −1 Mpc), and without accounting for assembly bias
nd baryonic effects, the lensing prediction and model appear more 
onsistent in the low- S 8 cosmology. 

Fig. 7 includes an additional prediction for the lensing signal (dark 
ed-dashed line and shaded region). This represents our fiducial 
ARK EMULATOR model prediction made at a Planck cosmology 
odified to correct for the impact of kSZ-estimated baryonic effects, 
rawn from Amodeo et al. ( 2021 ). Note that Planck + kSZ prediction
n Fig. 7 does not account for the impact of assembly bias, and the
ensing cosmology (blue) and Planck cosmology (red) predictions 
o not account for either baryonic effects or assembly bias. As is
he case for the Lensing cosmology prediction, we see that this
SZ baryon-correction to the Planck prediction helps reconcile the 
ifference with small-scale observations. That is, both the Lensing 
nd Planck cosmologies provide a good fit to the large-scale data
nd the statistical power of the small-scale lensing measurements 
 < 5 h −1 Mpc) drive the preference for a Lensing cosmology. How-
ver, in this case where kSZ measurements are available, we see
vidence of a second viable solution to the previously reported 
nconsistency between lensing and clustering: a Planck cosmology 
ith a kSZ-estimated correction for the extent of baryonic effects. 
These findings do have associated caveats which are detailed 

n section 4 of Amodeo et al. ( 2021 ), the most notable being
hat the model used in the kSZ analysis is normalized to the
osmic fraction at large radii and dark matter back-reaction – the 
ffect of including baryons which alters the dark matter distri- 
ution due to the change in the gravitational potential – is not
ncluded. Additionally the CMASS galaxies are weighted differently 
n Amodeo et al. ( 2021 ) to the GGL measurements discussed
n this work; ho we ver, we assume that the relative impact of
aryonic effects does not vary substantially across the redshift 
ange of CMASS. Given these caveats, we do not draw definitive
onclusions, but qualitative ones. Nevertheless these results are 
ompelling and moti v ate future studies that use SZ information to
nvestigate the impact of baryons on lensing and clustering studies. 

oreo v er, the comparison of these two probes can be used to place
MNRAS 518, 477–503 (2023) 
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onstraints on the extent and amplitude of the impact of baryonic
ffects. 

 SUMMARY  A N D  C O N C L U S I O N S  

n this study, we e v aluate the consistency between lensing and
lustering probes of large-scale structure based on measurements of
rojected galaxy clustering from BOSS combined with o v erlapping
GL from three surv e ys: DES Y3, HSC, and KiDS-1000. We

onsider systematics in both the data and the modelling of these
easurements. To assess the consistency, we perform a joint fit of the

lustering and lensing measurements including a scale-independent
ultiplicative systematic parameter, A , which decouples the two sig-

als and captures any inconsistency. Given additional uncertainties
nherent in modelling the non-linear regime, we investigate the scale
ependence of our results. Our work builds upon pre vious ef forts that
ave assessed the comparison between GGL and projected clustering
ith BOSS (e.g. Leauthaud et al. 2017 ; Lange et al. 2019 , 2021 ;
ibking et al. 2019 ; Yuan et al. 2020 , 2021 ; Amodeo et al. 2021 ): 

(i) We update the GGL measurements to use data from the three
urrent state-of-the-art lensing surv e ys and include their calibration
rrors. Previous work has focused on CFHTLenS, CS82, and SDSS.

(ii) In the modelling, we use the DARK EMULATOR , which has
emonstrated per cent-level accuracy in the transition regime, which
s impro v ed compared to analytic w ork (Miyatak e et al. 2020 ;

ahony et al. 2022 ). We note that Wibking et al. ( 2019 ) and Yuan
t al. ( 2020 ) also take an emulator approach. 

(iii) We simultaneously account for the impact of and uncertainty
ssociated with lensing calibration systematics (including redshift
alibration and blending), lens magnification, baryonic feedback, and
ssembly bias. Some of these effects have previously been considered
ndividually. 

(iv) We assess consistency by jointly fitting the lensing and
lustering with an inconsistency parameter. 

(v) In order to assess the scale dependence of the results, we repeat
he joint fits limited to large scales, as GGL measurements are non-
ocal and sensitive to matter at smaller scales (unlike clustering). 

We perform our joint lensing and clustering analysis in a � CDM
ramework at fixed cosmology and consider two cases: a Planck
osmology and a low- S 8 Lensing cosmology – defined with a lower
alue of the S 8 parameter, drawn from Heymans et al. ( 2021 ). Our
rimary findings are as follows: 

(i) We update the Leauthaud et al. ( 2022 ) lensing data comparison
ased on their GGL measurements with BOSS. We find good
greement between DES Y3, KiDS-1000, and HSC Y1 data in all lens
edshift bins and across all angular scales. Limited by the o v erlapping
n-sky footprints of the surv e ys, we combine our measurements from
iDS and DES, but not HSC. 
(ii) Isolating large scales ( > 5.25 h −1 Mpc) where the impact of

aryonic effects and assembly bias are negligible, we perform a
oint fit to the clustering and lensing and find that both cosmologies
rovide an acceptable fit to the data (p-value > 0.01). We find a
ild preference for a low- S 8 Lensing cosmology compared to the
lanck CMB cosmology. This preference is weaker than that deduced

rom cosmic shear surv e ys giv en the limited statistical power when
onsidering only the linear regime. 

(iii) We revisit the fit to large scales ( > 5.25 h −1 Mpc) including
he inconsistency parameter, A , as a consistency check. In this linear
e gime, we e xpect that A = 1 in � CDM in the absence of systematics.

e find consistency with A = 1 in both cosmologies for bins L1, L2,
NRAS 518, 477–503 (2023) 
nd C2. C1 fails this consistency check in both cosmologies ( ∼3 σ ),
istinguishing this bin as an outlier. This may indicate unmodelled
ystematics in this bin, and thus for subsequent results, we compute
 combined constraint on A as the inverse-variance weighted average
f L1, L2, and C2. 
(iv) We estimate the impact of assembly bias and baryonic effects.

or the former, we find that assembly bias can suppress the lensing
ignal at small scales by up to ∼15 per cent, but is negligible at scales
 5.25 h −1 Mpc. Estimates of baryon feedback also suppress the

ensing profile; ho we v er, the e xtent of the impact – both the maximal
mplitude and scale dependence – depends on the simulation chosen
r approach taken to estimate it. Our fiducial estimate of the impact
f baryons suppresses the lensing signal at small scales by up
o ∼10 per cent and is negligible above 1 h −1 Mpc. We caution that
he impact of these astrophysical effects on lensing measurements is
till not sufficiently understood. 

(v) We include a wider range of scales in the joint fit (0.15 < R <

0 h −1 Mpc) and account for baryonic effects and assembly bias with
 reasoned theoretical systematic uncertainty. In this case, we find
 = 0.91 ± 0.04 using DES Y3 + KiDS-1000 and A = 0.97 ± 0.06
sing HSC and conclude that the measurements are consistent with
 = 1 when a low- S 8 Lensing cosmology is assumed. Assuming a
lanck cosmology, on the other hand, we find A deviates from 1,
ith A = 0.79 ± 0.03 (6.8 σ ) using DES Y3 + KiDS-1000 and A =
.84 ± 0.05 (3.5 σ ) using HSC. 
(vi) Qualitativ ely, we e xplore an alternativ e estimate of the impact

f baryonic effects using kSZ measurements from Amodeo et al.
 2021 ) in the C2 bin, which exhibits a difference in scale-dependence
f the effect compared to our fiducial approach. We find that we are
etter able to achieve consistency between lensing and clustering in
 Planck Universe with this assumption. Given current uncertainties
n modelling these small-scale effects, this suggests that there may
lso be an astrophysical solution to the ‘lensing is low’ problem
nd it is important to continue to investigate both astrophysical and
osmological avenues. 

The use of these highly non-linear scales incurs the challenge of
stimating a theoretical error budget to account for astrophysical
f fects. Gi ven the uncertainty on the extent and scale–dependence of
mall-scale baryonic effects and assembly bias, at present, cosmolog-
cal inference deduced from an HOD analysis of these scales should
e considered with caution. There is a pressing need to consider the
mplications of complex galaxy selections like those postulated to

ost strongly impact the C1 BOSS lens bin of this work, as well
s to fully consider and more tightly bound the uncertainty range
or HOD modelling systematics and astrophysical effects. Our work
ndicates how powerful these scales can be, if the possible impact of
mall-scale systematics can be robustly bounded. 

The upcoming DESI (Levi et al. 2013 ) surv e y will measure
edshifts for millions of galaxies with a sky footprint roughly
4000 deg 2 . The cross-correlation of these spectroscopic surv e y
edshifts and those from the Subaru PFS (Takada et al. 2014 ) with
he imaging surv e ys used in this analysis (KiDS-1000, DES Y3,
nd HSC) will allow for scrutiny of both the consistency and the
oint analysis with measurements of the clustering in unprecedented
etail. Using BOSS, this work is a stepping-stone towards a unified
GL analysis with these imaging surv e ys applied to DESI data

n the future. Furthermore, our findings moti v ate additional work
hat includes modelling beyond a simple HOD. In the future, when
orking with lens samples with complicated colour selections,

he analysis can be limited to volume-limited samples (e.g. the
uminosity-limited sample used in Miyatake et al. 2021 ). In addition,
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he lensing data can be more conserv ati vely selected to limit the
ource–lens redshift o v erlap. 

There are a number of steps that can be taken to enable future
obust cosmological constraints that incorporate measurements from 

mall scales. One can consider joint analyses with RSD as opposed 
o projected clustering in order to jointly model assembly bias 
e.g. Yuan et al. 2021 ). A promising avenue to understand the
mpact of baryonic effects is through cross-correlation and joint 
nalyses with the measurements of the Sun yaev–Zeldo vich effect, 
hich can independently constrain the distribution of baryons (e.g. 
atti et al. 2022 ; P ande y et al. 2022a ; Tr ̈oster et al. 2022 ). An

pproximation of this, using the kSZ and GGL measurements for the 
ame lenses was demonstrated in Amodeo et al. ( 2021 ), and work is
urrently underway with advanced ACT to instead, jointly analyse 
he probes. Future CMB (Abazajian et al. 2019 ; Ade et al. 2019 )
nd lensing observations from Rubin and Euclid analysed with DESI 
nd PFS spectroscopy will further this effort with higher sensitivity 
easurements that allow for probing baryonic effects as a function 

f mass, redshift, and galaxy properties. 
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PPENDI X  A :  LENSI NG  W I T H O U T  B O R D E R S  

I  

n this analysis we extend the work of Lensing without borders
 (Leauthaud et al. 2022 ) by considering two new weak lensing
ata sets: KiDS-1000 and DES Y3 presented in Section 2 . The
easurements from each of these are shown in Fig. A1 . 
The difference between the previous data from KiDS, KV450, and 

hat presented in this work, KiDS-1000, is not merely an increase
n area, but also reflects the development in methodology when 
nalysing the lensing data. In Leauthaud et al. ( 2022 ), which used the
arlier KV-450 data, the redshift distributions were derived applying 
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Figure A1. The GGL measurements, ��( R ) around the four BOSS lens samples from HSC (yellow), KiDS-1000 (blue), and DES Y3 (red). The green data 
points represent the inverse-variance weighted combined measurement of the latter two. The error bars combine both the statistical and systematic contributions 
to the uncertainty. 
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Table A1. We confirm consistency between our KiDS and DES mea- 
surements by estimating the χ2 /DoF of the difference between the two 
measurements compared to null. From this we compute the corresponding 
p-value and find that for all bins this is greater than 0.2. A p-value < 0.01 
equates to a 99% confidence in rejection of consistency between the data, 
assuming Gaussian statistics, and therefore the estimated p-value are not 
concerning. Since KiDS and DES have independent areas in common with 
BOSS we can combine them. This is not the case for HSC which o v erlaps 
with both the KiDS and DES footprint. We therefore check consistency 
between HSC and the combined KiDS + DES measurements with the same 
method and find consistency. When computing the covariance for each 
measurement we additionally include the systematic error. 

Data Stat L1 L2 C1 C2 

KiDS versus DES χ2 /DoF 1.03 1.41 0.70 0.86 
p-value 0.49 0.20 0.82 0.66 

KiDS + DES versus HSC χ2 /DoF 0.28 0.76 1.61 0.74 
p-value 0.98 0.73 0.17 0.75 
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he weighted direct calibration method (Hildebrandt et al. 2020 ). This
ethod was shown to produce well-calibrated redshift distributions

or galaxies with photometric redshifts in the range (0.1 < z B < 1.2).
ere, following the recent cosmic shear analyses (Asgari et al. 2021 ),
hich prioritized the accuracy of the calibrated redshift distributions
 v er the precision, we utilize the SOM approach (briefly described
n Section 2.3 and detailed in Wright et al. 2020a ). Due to the more
tringent selection criteria applied to source galaxies, the galaxy
umber density is reduced in comparison to KV450, such that the
stimate of the error on our new measurements with KiDS-1000 only
mpro v es by ∼20 per cent, even though the area used has almost
oubled. Conv ersely, the e xtra care taken estimating the redshift
istribution leads to a reduction in the systematic error budget for
oth photometric redshift and multiplicative bias. 
Similarly, the DES lensing data calibration methodology has

ignificantly changed between DES Y1 and Y3 (Amon et al. 2022 ).
irst, the data processing included impro v ed modelling of the point
pread function (Jarvis et al. 2021 ), and of the photometric calibration
Sevilla-Noarbe et al. 2021 ). Second, the significant impro v ements in
he realism of the image simulations for Y3, presented in MacCrann
t al. ( 2022 ), as well as a more sophisticated understanding and
odelling of the effects of blending that explicitly accounts for the

mpact of blending and detection biases as a function of redshift,
ncluding modifications to the ef fecti ve n ( z). These Y3 multiplicative
orrections result in a higher amplitude lensing profile relative to
hose from DES Y1. Finally, a new framework for the redshift
alibration was developed for the Y3 analysis (Myles et al. 2021 ),
uilt upon a SOM method. It employed a wide–deep surv e y strate gy,
sing the DES Deep Fields (Hartley et al. 2022 ), a combination of
ptical and near-infrared multiband, deep photometry o v er a smaller
rea, to better characterize the colour–redshift relation, successfully
educing both the statistical and systematic uncertainty in redshift
alibration. In addition, it accounts for biases that might arise
ue to the redshift sample’s photometric outliers or spectroscopic
ncompleteness, and it characterizes the impact of various sources
NRAS 518, 477–503 (2023) 
f uncertainty on the full shape of the distribution (Myles et al.
021 ). 
In Section 5.1.5 , we determine KiDS and DES measurements to

e consistent and combine their measurements (Table A1 ). Here, we
ssess the consistency of the combined result with HSC; ho we ver,
e cannot combine all three signals due to o v erlapping footprints
n the sky. Comparing the DES Y3 + KiDS-1000 measurements with
he HSC measurements, we find the difference in signals compared
o null has a p-value of (0.98, 0.73, 0.17, and 0.75) and a reduced chi-
quared value of (0.28, 0.76, 1.61, and 0.74) for each redshift bin. 18 

he corresponding σ values are (0.02, 0.35, 1.38, and 0.32). By the
ame criteria used to confirm consistency between KiDS-1000 and
ES Y3, given the p-value is al w ays larger than 0.17, we conclude

hat these two GGL measurements are statistically consistent. This
The DoFs are computed using mocks. 
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oes not account for any correlation between the two data sets but is
ufficient since we do not proceed with combining them. 

PPEN D IX  B:  MAGNIFICATION  BIAS  

n Fig. B1 (a), we show the fractional contribution to C � ,mag , defined
n equation ( 27 ), as a function of k for a few different values of
 . It is apparent that even for relatively small � , the magnification
ontribution to C � , κg receives significant power from high k , where 
he matter power spectrum is less well understood. 

As shown in Fig. B1 (b), for the highest redshift lens sample con-
idered in this work, which has the largest magnification contribution, 
he correction is less than a 10 per cent effect to the total GGL signal.
igure B1. Magnification correction. (a): Fractional contribution to the 
agnification angular power spectrum as a function of k for � = { 200, 

00, 600 } . Solid lines are for the C2 (CMASS z = 0.54–0.7) lens sample, 
ashed are for L1, and both use KiDS-1000 fourth source bin. Even for low 

 , the magnification term receives significant contributions from high k , thus 
aking it difficult to make angular scale cuts that localize the GGL signal to 

arge physical scales. (b): The impact of magnification on ��( R ) for the C2 
CMASS z = 0.54–0.7) lens sample, for KiDS (blue), DES (red), and HSC 

yellow) signals. For each survey, the solid lines are the measurements, the 
ashed lines indicate the magnification-corrected measurements, subtracting 
he magnification contribution, which is shown in the dot–dashed line. 
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hile the uncertainty correcting for this effect is subdominant for 
his analysis, it is important for future analyses to incorporate a model
or the high- k behaviour of P m 

, even those that limit themselves to
arge angular scales. 

PPENDI X  C :  H O D  MODELLI NG  

n this appendix, we compare our fiducial DARK EMULATOR model to
ne that includes incompleteness parameters, as well as a simulation- 
ased model. Fig. C1 shows the number of galaxies as a function of
alo mass, i.e. the HOD model described in Section 3.3 , derived from
he chains under the Lensing cosmology. 

1 Incompleteness 

n Fig. C1 , the HODs of our fiducial set-up adding the incompleteness
odel differ from that without incompleteness especially at the low- 
ass end. Ho we ver, the clustering signals with and without the

ncompleteness do not show any significant difference, which means 
hat the incompleteness model implemented in DARK EMULATOR 

annot reduce the difference between the data points and the model
t large scales. The χ2 does not impro v e with the addition of the two
ncompleteness parameters but the ef fecti ve DoFs reduces so that
he reduced- χ2 is degraded. This does not immediately mean the 
ncompleteness model is not sufficient to model the incompleteness 
n the data, since we do not know if the discrepancy is from incom-
leteness or systematics in the measurement. Ho we ver, this implies
hat careful modelling of incompleteness, e.g. based on simulations, 
ill become important in the future cosmology experiments. We use 

he full BOSS sample in this paper, and it may have a complicated
ncompleteness as a function of colour and magnitudes (Saito et al.
016 ). This w ould mak e it difficult to model the incompleteness
sing the simple incompleteness model. Based on this investigation 
e choose not to include this incompleteness prescription in our 
ducial analysis. 

2 Model variance 

s a robustness test, we compare our fiducial model choice, DARK

MULATOR , to an alternative approach used in previous literature: 
 simulation-based model, based upon ABACUSSUMMIT , used in 
stimating the assembly bias uncertainty (Yuan et al. 2020 ). As these
pproaches incur several differences, we merely use the observed 
ifference in their predictions as a gauge of model variance. A
imulation-based approach (see e.g. Reid et al. 2014 ; Saito et al. 2016 ;
eauthaud et al. 2017 ; McClintock et al. 2019 ) remo v es reliance on
nalytical fitting functions for scale-dependent halo bias and halo 
xclusion and is better able to accurately capture the properties 
f spectroscopic lens samples with selection effects that lead to 
edshift-dependent number densities and limit the ability of a single, 
edshift-independent HOD to accurately capture the properties of 
OSS galaxies (Rodr ́ıguez-Torres et al. 2016 ; Saito et al. 2016 ). The
evelopment of emulators provide a means of delivering accurate 
redictions for multiple cosmological models (Heitmann et al. 2010 ; 
eRose et al. 2019 ; Nishimichi et al. 2019 ; Wibking et al. 2019 ). We
se the same fit to the BOSS clustering measurements to predict the
GL signal, within the same cosmological framework. 
The simulation-based galaxy catalogues are generated on ABA- 

USSUMMIT (Maksimova et al. 2021 ), which is a set of large, high-
ccuracy cosmological N -body simulations using the ABACUS N - 
ody code (Garrison, Eisenstein & Pinto 2019 ; Garrison et al. 2021 ),
esigned to meet the cosmological simulation requirements of the 
MNRAS 518, 477–503 (2023) 
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Figure C1. The lines show the median of the HOD prediction for the expectation number of central (dashed), satellite (dotted), and the total (solid) number 
of galaxies as a function of the mass of the dark matter halo inside of which they reside for the clustering measurements presented in Section 5 , derived from 

chains under the Lensing cosmology. The orange and blue curves show the clustering fit with and without incompleteness in the model, respectively. The shaded 
regions show 68 per cent CL. 
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ESI surv e y (Levi et al. 2013 ). ABACUSSUMMIT consists of o v er
50 simulations, containing approximately 60 trillion particles at
7 different cosmologies. A typical base simulation box contains
912 3 particles within a (2 h −1 Gpc) 3 volume, which yields a particle
ass of 2.1 × 10 9 h −1 M 
. 19 For this analysis, we primarily use

he z = 0.3 (LOWZ) and z = 0.5 (CMASS) slices of the Aba-
usSummit base c000 ph000 box, which adopts the Planck
ollaboration VI ( 2020 ) � CDM cosmology and is (2 h −1 Gpc) 3 

n volume. The haloes are identified using the COMPASO halo
nder, which is an on-the-fly group finder specifically designed
or the ABACUSSUMMIT simulations (Hadzhiyska et al. 2021 ). A
ost-processing ‘cleaning’ procedure leverages the halo merger trees
o ‘re-merge’ a subset of haloes (Bose et al. 2022 ). This is done
oth to remo v e o v erdeblended haloes in the spherical o v erdensity
nder, and to intentionally merge physically associated haloes that
ave merged and then physically separated. Finally, the galaxies
re assigned on to haloes using the ABACUSHOD code, which is a
article-based implementation of a generalized HOD model (Yuan
t al. 2020 , 2022 ). The HOD parameters are optimized to match the
ARK EMULATOR ’s best fit to the projected clustering in each bin,
nd the best-fitting HOD is used to predict the lensing signal. 

Considering scales abo v e 0.5 h −1 Mpc, we find that predictions
NRAS 518, 477–503 (2023) 

rom the DARK EMULATOR and ABACUSSUMMIT are consistent within 

9 For more details, see ht tps://abacussummit .readt hedocs.io/en/lat est/abacus 
ummit.html . 

W  

e  

c  

e  

i  
0 per cent. The differences found between the two approaches
ould be accounted for in the following ways; (i) redshift: the
BACUSSUMMIT predictions for L1 and L2 (C1 and C2) are both
ade using the simulation at redshift slice 0.3 (0.5), rather than

ailoring to the individual redshift bins; (ii) simulation differences
uch as force resolution and particle mass; it is possible that
ifferences in resolution and force softening could lead to a more
oncentrated core profile in the haloes and therefore an excess in the
umulative lensing signal, illustrated in fig. 13 of Yuan et al. ( 2022 );
nd (iii) halo finder: the DARK EMULATOR defines halo mass with the
pherical o v erdensity ( M 200m 

), ABACUS simulations use a custom-
ev eloped spherical o v erdensity-based halo finder called COMPASO
see App C2 in Yuan et al. 2022 , for more details). 

While the difference between the two approaches is larger than
ach model uncertainty, we do not include an additional factor to
ccount for this variance in our small-scale uncertainty; however,
ote that the difference between the predictions warrants future
ork and a more detailed comparison, matching and varying each

omponent listed abo v e. 

3 Miscentring 

e consider the impact of miscentring of the lens galaxies (Hoshino
t al. 2015 ) by accounting for the possibility that there is a fraction of
entral galaxies, p off , that are offset from the centre of their haloes (see
.g. Skibba et al. 2011 ). As a simple model to estimate the possible
mpact of miscentring on our observables we take the normalized
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adial profile of the miscentred galaxies, with respect to the true halo
entre, to be a Gaussian. We set the Gaussian width to be a multiple,
 off , of the spherical halo boundary radius within which the mean
ass density is 200 times ρ̄m 

, r 200m 

. These two additional parameters
nter our halo model through the central halo term in equation ( 14 ),
odifying it as 

〈 N c | M h 〉 
n gal ( z) 

→ 

〈 N c | M h 〉 
n gal ( z) 

×
(

1 − p off + p off exp 

[
−1 

2 
k 2 ( r 200m 

R off ) 
2 

])
. (C1) 

o investigate the impact of miscentring, we include the p off and 
 off parameters in our HOD fit to the clustering, using uniform 

riors [0,1] as well as more informative priors derived from the 
osteriors reported in More et al. ( 2015 ) of R off = N (0 . 5 , 0 . 3) and
 off = N (0 . 35 , 0 . 2). The galaxy clustering is insensitive to the values
f the miscentring parameters, reco v ering similar HOD parameters 
igure D1. Joint fits to the BOSS clustering measurements (black data points,
3 + KiDS-1000 (green, left-hand panels), computed using the DARK EMULATOR a

amples. We also show the HSC measurements (orange), but not the fits for this cas
ollaboration VI ( 2020 ) (red), as well as a Lensing cosmology (blue), using a lowe

ens bin, which are reported in Table 4 , are A = [0.72 ± 0.04, 0.87 ± 0.06, 0.58 ±
.00 ± 0.07, 0.67 ± 0.06, and 0.97 ± 0.08] assuming the Lensing cosmology fo
.83 ± 0.08, 0.72 ± 0.06, and 0.99 ± 0.10] and A = [0.88 ± 0.09, 0.96 ± 0.09, 
espectively. The lines indicate the best-fitting model, and the corresponding shaded
f each of the fits. For the clustering, the fit is largely independent to this change in
imited to the large scales, the Lensing cosmology is preferred, although the differe
n the cases considered. In contrast, the GGL signal on small scales
s highly sensitive to this effect. We conclude that the clustering
lone cannot constrain the miscentring parameters at the scales we 
onsider and we do not include it in our fiducial model, nor have
 well-informed uncertainty bound to report, such that it is not
ncluded in Section 7.2 . We include it here as a potential systematic
or completeness. Additionally the baryon feedback error budget is 
uf ficiently conserv ati v e to account for an y miscentring effects. 

PPENDI X  D :  J O I N T  FITS  WI TH  A 

n this appendix, we present our measurements for clustering and 
ensing across the full range of scales (0.15 < R < 60 h −1 Mpc) and
he corresponding best-fitting model from the joint fits discussed in 
ection 7.1 . Fig. D1 shows the lensing measurements, ��( R ), in the

eft-hand panel, from DES Y3 + KiDS-1000 (green) and from HSC
orange) and the clustering measurements, w p ( R ), from BOSS are
MNRAS 518, 477–503 (2023) 

 right-hand panels), w p , and lensing profiles, ��( R ), measured by DES 
nd including an inconsistency scaling parameter, A , for each of the four lens 
e. The fits are performed at a fixed cosmology, using parameters from Planck 
r value of S 8 (Heymans et al. 2021 ). The corresponding values of A for each 
0.05, and 0.83 ± 0.07] assuming a Planck cosmology and A = [0.84 ± 0.05, 
r the DES Y3 + KiDS-1000 data, and for the HSC data A = [0.76 ± 0.08, 
0.85 ± 0.07, and 1.16 ± 0.12] assuming a Planck and Lensing cosmology, 
 regions represent the 68 per cent confidence level derived from the posterior 
 cosmological parameters, while the difference is seen for the lensing. When 
nce between the fits is not significant. 
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hown in the right-hand panel (black). The data and measurement
ethods are detailed in Sections 2 and 5 . Measurements of �� 

ccount for lens magnification and systematic uncertainty due to
hotometric redshift and shear calibration. The best fits to the
ata are shown for the Planck cosmology in red and the Lensing
osmology in blue, derived similarly to Section 6 using the DARK

MULATOR , now with an additional systematic parameter, A , which
aptures an y o v erall inconsistenc y between the lensing and clustering
easurements across all scales for each lens bin. The shaded region

orresponds to the error on the model given by the 1 σ error from
he posterior distribution computed from the posterior samples. The
orresponding best-fitting values of A are presented in Table 4 and
hown in Fig. 6 . The fits are reasonable: χ2 = [33.3, 31.9, 32, 3,
3, and 8] ( Planck cosmology) and χ2 = [31.0, 31.8, 29.5, and
2.9] ( Lensing cosmology) and assuming an ef fecti ve DoF of 19–
1. Overall there is a slightly better fit for the Lensing cosmology,
ith a �χ2 ∼ 5 and �χ2 ∼ 2 when removing bin C1. Assuming
 low- S 8 cosmology we find a smaller value of A and therefore
reater consistency between the lensing and clustering measurements
ithin this model. Full discussion of these joint fits are detailed in
ection 7.1 . 
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