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Abstract

Indoor air quality (IAQ) is a term describing the air quality of a room, it refers to the

health and comfort of the occupants. Normally, people spend around 90% of their time

in indoor environments where the concentration of air pollutants, such CO, CO2, VOCs,

SO2, O3 and NOx, may be two to five times — and occasionally, more than 100 times

— higher than outdoor levels. According to the World Health Organization (WHO),

the indoor air pollution is responsible for the deaths of 3.8 million people annually. It

has been indicated that IAQ in residential areas or buildings is significantly affected by

three primary factors: (i) Outdoor air quality, (ii) human activity in buildings, and (iii)

building and construction materials, equipment, and furniture. In this contest, this work

consist in a real time IAQ system to monitoring and control thermal comfort and gas

concentration. The system has a data acquisition stage, where the data is measured by

a set of sensors and then stored on InfluxDB database and displayed in Grafana. To

track the behavior of the measured parameters, two machine learning algorithms are

developed, a mathematical model linear regression, and an artificial intelligence model

neural network. In a test made to see how precise were the prediction of the two models,

linear regression model performed better then neural network, presenting cases of up to

99.7% and 98.1% of score prediction, respectively. After that, a test with smoke was

done to validate the models where the results shows that both learning models can detect

adverse cases. Finally, prediction data are storage on InfluxDB and displayed on Grafana

to monitoring in real-time measured data and prediction data.
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Chapter 1

Introduction

As most people spend around 90% of their time, mainly at home or in the workplace,

indoor environment conditions contribute greatly to human well-being [1]. According

to the World Health Organization (WHO), the indoor air pollution (IAP) is responsible

for the deaths of 3.8 million people annually [2]. Harmful pollutants inside buildings

include, but is not limited to, carbon monoxide (CO), carbon dioxide (CO2), volatile

organic compounds (VOC), particulate matter (PM), aerosols and biological pollutants

[3]. Therefore, over the past decade, researches on air quality control has begun to shift

from outdoor to indoor environments [4]. During the period of the coronavirus pandemic,

people have spend more time in isolation where the use of alcohol-based products (such

as alcohol gel and disinfectants) has increased significantly since the beginning of the

quarantine [5], the exposure of theses substances can cause intoxication, central nervous

system depression, nausea, vomiting and shortness of breath [6].

In the early 1970s, scientists started to investigate the cause of complaints in indoor

working environments. U.S. Environmental Protection Agency (EPA) studies of human

exposure to air pollutants indicated that the concentration of indoor air pollutants may be

two to five times — and occasionally, more than 100 times — higher than outdoor levels

[7]. Nitrogen oxides (NOx), VOCs, CO, CO2, sulfur dioxide (SO2), ozone (O3) and PM

are examples of indoor air pollutants that have been recognized to have harmful impacts

on human health [8].
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2 CHAPTER 1. INTRODUCTION

1.1 Indoor Air Quality

Indoor air quality (IAQ) is a term describing the air quality of a room, it refers to the

health and comfort of the occupants. IAQ can be affected by microbial contaminants

(mold, fungus) which largely depend on temperature and humidity conditions of a room,

gaseous pollutants (for instance CO, CO2 and VOCs), and dust particles or aerosols.

These pollutants can induce adverse health effects to the occupants [9]. In order to protect

people from such pollutants, IAQ has emerged and has been developed as a research

field [10]. The main parameters for evaluation of IAQ include pollutant concentrations,

thermal conditions (temperature, airflow and relative humidity), light, and noise. Thermal

conditions are crucial aspects of IAQ because several problems related to poor IAQ can

be solved simply by adjusting the relative humidity or the temperature [11].

The Figure 1.1 presents some of the main concepts related to IAQ.

Figure 1.1: Concepts related to IAQ. Source: Adapted from [12]



1.2. SICK BUILDING SYNDROME (SBS) 3

It has been indicated that IAQ in residential areas or buildings is significantly affected

by three primary factors [13][14]: (i) Outdoor air quality, (ii) human activity in buildings,

and (iii) building and construction materials, equipment, and furniture. Combustion

sources and cooking activities contribute to CO2, SO2, CO, nitrogen dioxide (NO2), and

PM emissions into indoor air environments [15][16]. In addition, equipment, such as

computers, photocopy machines, printers, and other office machines, emit O3 and volatile

compounds.

1.2 Sick Building Syndrome (SBS)

In 1983, the WHO used the term “Sick Building Syndrome”, or SBS, for the first time to

describe situations in which building occupants experience harmful effects to the health

that appears to be linked to the time spent in a building [17]. It has been reported

that symptoms tend to worsen as a function of the exposure time in buildings and can

disappear as people spend more time away from the building [18]. According to the WHO,

SBS symptoms caused by IAP can be divided into four categories: (i) Mucous-membrane

irritation: Eye, throat, and nose irritation; (ii) neurotoxic effects: Headaches, irritability,

and fatigue; (iii) asthma and asthma-like symptoms: Chest tightness and wheezing; and

(iv) skin irritation and dryness and gastrointestinal problems [19].

1.3 Diseases and infections caused by IAP and low

IAQ

The respiratory system is frequently the primary target of IAP effects due to human

inhalation. Depending on the place of the affected respiratory tract, acute respiratory

infections can be classified into acute lower respiratory infections (ALRIs) and upper

respiratory infections (URIs) [20]. URIs are illnesses involving the upper respiratory with

common symptoms, such as cough, sinusitis, and otitis media [21], and they are often

mild in nature and caused by biological pollutants (viruses, bacteria, fungi, fungal spores,
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and mites). Meanwhile, ALRI, an acute infection of the lung, is caused by viruses or

bacteria, resulting in lung inflammation [20]. It has been found that IAP increases the

risk of childhood ALRI by 78%, which leads to a million deaths in children under 5 years

of age every year [22]. Inhaled air pollutants are associated with allergic diseases and

pulmonary diseases, such as asthma, atopic dermatitis, and allergic rhinitis [23]. Lung

functions can be compromised when exposed to harmful particles like PM and CO [24].

Moreover, the exposed of this substances in the indoor air environment can impact on

cardiovascular function [25].

1.4 Objective

In view of the concepts presented about IAQ and the risks that this can be cause to people

health if it is not controlled, this work presents the following objectives.

1.4.1 General objectives

This work aims to develop a system capable of monitoring the IAQ, through data stored in

a database, and develop a machine learning algorithm to predict the measured parameters

and compare to measured data in real-time in order to verify possible anomalies in the

concentration of parameters.

1.4.2 Specific objectives

As specific objectives, we have:

• Use sensors to measure parameters that influence the IAQ, such as temperature,

humidity, CO, CO2, VOC, NOx and alcohol;

• Create a database from measured parameters;

• Monitor the IAQ system behavior through a monitoring platform;

• Develop a prediction algorithm for machine learning using the created database;
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• Train the system using the prediction algorithm to detect patterns that compromise

indoor air quality;

• Perform monitoring in real time by comparing the predicted values with the data

measured by the sensors.

1.5 Document structure

The document structure is presented as follows:

• Chapter 1 presents what is IAQ and some concepts that influence it, such as IAP and

SBS, in addition to the health impacts caused by poor air quality. The objectives

of the work are also presented, followed by the structure in which the document is

organized.

• Chapter 2 reviews a series of studies about IAQ and monitoring systems to this

application. Starting with studies that show the health effects caused by exposition

of IAP and low IAQ. Then, some works that develop IAQ monitoring and control

systems with IoT. Finally, some researches about artificial intelligence to predict

IAQ parameters are presented.

• Chapter 3 presents details about the microcontroller and sensors selected to the

system, as well as softwares and tools to data communication and machine learning

techniques used to create the predict algorithms.

• Chapter 4 start presenting a problem formulation and a diagram of implementation

process of the system. Then, data acquisition and processing are presented using the

hardware and software presented in chapter 3. Here, the development of learning

algorithms is detailed, as well as the final real-time monitoring application.

• Chapter 5 presents an analyse from the data storage on InfluxDB, the validation of

the prediction algorithms and a comparative analysis about LR and ANN perfor-

mance. Finally, the result of real-time monitoring application is presented.
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• Chapter 6 brings the conclusions about the results obtained from the tests achieved

and discusses proposals for future work and lines of investigation that could be

pursued.



Chapter 2

State of Art

In this chapter, some previous research that brings significant contributions in the area of

IAQ will be presented. Starting by showing the main parameters responsible for IAP and

poor IAQ, followed by the health effects caused by this factors, such as headaches, nausea,

dizziness even more serious situations like chronic obstructive pulmonary disease, asthma,

and lung cancer. Next, IoT devices and communication protocols are presented, followed

by some applications using this tools to develop monitoring systems. Integration with

some kind of control system is also showed with alerts, notifications and target devices

such as exhaust fan and ventilation systems. Then, studies on artificial intelligence for

prediction focused on application of linear regression and neural networks are presented.

2.1 Health Effects caused by IAP and Poor IAQ

Some of the main sources behind poor air quality are ventilation, building materials,

human activities and repeated use of chemical-rich products that are responsible for CO,

CO2, VOCs, O3, NO2 and SO2 concentration in indoors environments [26] [27] [28].

In this context, human beings exhale CO2 and concentration of this substance in a

enclosed space increases as number of people increases causing reduction of cognitive

function, headaches and fatigue and, higher concentrations can cause nausea, dizziness,

and vomiting. Situations like loss of consciousness can happen too occur at extremely

7
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high concentrations [26]. VOC concentrations in indoor environments are at least 10

times higher than outdoors, regardless of the building location [29]. Most people are not

seriously affected by short-term exposure to low concentrations of VOCs, but in cases of

long-term exposure, some VOCs are considered to be harmful risks to human health, and

potentially causing cancer [30]. Little is known about the effects of inhalation exposure

to alcohol-based substances. However, in [31] exposed healthy volunteers to a steam

solution of 25% alcohol in water causing coughing and a significant reduction in airflow

that persisted for 90 minutes in all subjects. The Table 2.1 presents studies that related

the exposure to some of IAQ parameters with health symptoms.

IAQ parameters Health symptoms References

CO2 and ventilation Nasal congestion, sore
throat and headache. [32]

VOCs Respiratory irritation and
asthmatic symptoms. [33]

CO2, NO2 and O3
Asthma, wheeze and
breathlessness. [34]

SO2, NO2, O3 and HCHO Asthma, wheezing and
breathlessness. [35]

SO2, NO2 and O3 Impaired lung function. [36]

CO2 and Temperature
Fatigue, stuffy nose, head-
ache, wheezing, cough with
wheezing and fever.

[37]

CO2, Temperature, RH and Bacteria Respiratory symptoms and
Gastrointestinal symptoms. [38]

Table 2.1: Relationship between parameters responsible for the IAQ and health
symptoms. Source: Adapted from [39].

The air pollution can be the cause and aggravating factor of many respiratory diseases

like chronic obstructive pulmonary disease, asthma, and lung cancer [40]. In Hong Kong

and Taipei, the increasing of O3, NO2, PM2.5, and SO2 levels were associated with in-

creased hospital admission for asthma and pneumonia [41] [42] [43]. A number of studies

have consistently documented the association between air pollution and the risk of devel-

oping lung cancer; women carry the highest risk, probably due to their increased exposure

to indoor air pollution [44] [45]. In addition to respiratory diseases, the exposure to indoor
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air pollution has high risk effect on the cardiovascular system too, as well hypertension,

coronary heart disease, and stroke [46].

In developed countries, exposure to indoor air pollution from the combustion of solid

biofuels is a significant public health hazard predominantly affecting women and small

children [47]. In [48] shows that air pollution can affect the developing fetus via maternal

exposure, resulting in preterm birth, low birth weight, growth restriction, and potentially

adverse cardiovascular and respiratory outcomes. In this regard, a number of epidemiolog-

ical and clinical studies conducted in low income countries found an association between

exposure to indoor air pollution during pregnancy and low birth weight and stillbirth [49]

[50] [51]. The results of IAP are reported in terms of 2 million premature deaths per year

out of which 54% people die from chronic obstructive pulmonary disease (COPD), 44%

due to pneumonia and 2% due to lung cancer [52]. A study made in [53] calculated that

the related risk (RR) of low birth weight and stillbirth attributable to indoor air pollution

in developing countries was 21% and 26%, respectively. Interventions aimed at reducing

exposure to household air pollution will result in an improvement of survival outcomes for

all children [54]. Notably, a study evaluating the mortality effects of indoor air pollution

estimated that the annual child mortality rate would decrease by 0.1 per 1000 children in

the absence of these environmental exposures [55].

2.2 IoT for IAQ Monitoring and Control Systems

The IAQ monitoring requires an adequate selection of sensors and communications pro-

tocols. The studies made in [56] show that IAQ is dependent of several thermal comfort

parameters, especially temperature and humidity. In the same way, some of the majors

gases and substances to IAQ analysis are CO2, CO, VOC, and NOx [57] [58] [59] [60] [61].

The MQ series sensors are known for cost-effective measurements of gases in the indoor

environment [61]. However, MQ135 is highlighted as multi-gas sensor for IAQ measure-

ments being capable to measure many different parameters such as CO2, benzene (C6H6),

ethanol (C2H5OH), NOx, ammonia (NH3), and smoke [62] [63]. In addition, the BME680
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sensor is widely recommended for measuring VOC, atmospheric pressure, humidity, and

temperature [64] [65]. To monitoring formaldehyde (CH2O) levels the ZE08-CH2O sensor

is used in some researches [66] [67]. When using sensors in monitoring systems, data

communication via WiFi is one of the most preferred choice [68] [69] [70]. To transfer

recorded data to the dedicated server from the target site several researchers work with

Message Queuing Telemetry Transport (MQTT) protocol for its ability to support easy

implementation and low power consumption [71].

Several studies about indoor air parameters has being developed in the academic

scenery. Saini et al. [72] shows the necessity of developing IAQ monitoring systems for

hospitals, schools, offices and homes for enhanced health and well-being presenting the

connection between COVID-19 pandemic, public health and indoor air quality while ad-

dressing the impacts in people’s health and wellness. The authors in [73] and [74] paid

attention to monitoring CO2 concentrations in offices and laboratories, respectively. In

[75] an IoT-based indoor air quality monitoring system is proposed to monitor O3 con-

centrations in the office. Benammar et al. [76] does an IAQ monitoring system with a

set of sensors that collect CO2, CO, SO2, Nitrogen Dioxide (NO2), O3, temperature, and

humidity. In a similar way, the research in [77] the authors monitored the office’s CO2, O2,

VOC concentration, for four consecutive days in summer. Chamseddine et al. [78] mon-

itoring a hospital environment focused some air quality indicators, including CO, CO2,

PM2.5, PM10 and TVOC. In [79] the system presented is an indoor air quality detector

(IAQD) enabling measurement and monitoring of CO2, PM, temperature and humidity,

which was tested in residential buildings. The study in [80] implement a real-time mon-

itoring system to collect the indoor temperature, humidity and CO2 concentration in a

small two-story house.

To realize a properly monitoring it’s essential the choice of adequate hardware and

software to implement the system. Hapsari et al. [81] and Asthana et al. [82] had used

MQ135 sensor with WiFi communication to implement an IAQ monitoring system. The

device developed in [83] is a prototype of monitoring system for IAQ designed to use

MQTT protocol to send the data, measured by MQ135 and DHT11 sensors, to the cloud.
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Muladi et al. [63] determine air quality of a classroom measuring the concentration of O2,

CO, CO2 and NH3 gases with MQ135, MG811, MQ7 and ME2O2 sensors. Tong et al. [66]

use the formaldehyde sensor ZE08-CH2O with CC2430 and DTH11 sensors to implement

an IAQ system with WiFi communication. In [84] the ZE08-CH2O complete a low-cost

systems of sensors used to monitor the air quality of an electric vehicle cabin. Lasomsri et

al. [85] develop a low-cost device with BME680 and CCS811 sensors to monitoring some

IAQ parameters in a hospital, such temperature, humidit, CO2 and VOC. In the same way

Kadir et al. [86] developed a low-cost IoT device with BME680 and CCS811 sensors and

ESP32 microcontroller equipped with wireless WiFi communication systems that monitors

the temperature, humidity, equivalent dioxide carbon (eCO2), and TVOC. The collected

data is stored on the database platform InfluxDB. The microcontroller ESP32 have been

used in a lot of researches to IAQ Monitoring, making available some useful functionalities,

such WiFi and Bluetooth communication, in addition to low-power consumption [87] [88]

[89]. Agbulu et al. [90] use an ESP32 with a set of sensors in an ultra-low power IoT

system for IAQ monitoring. The study exploits Deep-sleep, and Modem-sleep configurable

modes of ESP32 to complement the Active-mode and aid optimal power-saving.

There are many methods to implement an IAQ control system according to the param-

eters being monitored. The study presented in [91] presents a solution based on ESP32

microcontroller, in an IAQ measuring system that envisions to reduce the risk of asthma

attacks and Chronic Obstructive Pulmonary Diseases (COPD) by monitoring respiratory

distress triggering factors. A wireless sensor network (including the MQ135) with multiple

measuring nodes, a real-time database, a set of actuators and a web application for the

end user was considered to providing different warning notifications when air conditions

are critical to the user. Yang et al. [68] shows a system operates over a WiFi wireless

network utilising the MQTT protocol to IAQ monitoring as well as controlling an air

purifier to regulate the particulate matters concentration, which could be incorporated

into such a smart building structure. The work developed in [92] presents a system that

can monitor and control the air condition using an exhaust fan, that can be applied to

improve the performance and stability of the system. These works used the IoT concept
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in conducting real-time monitoring of CO2 and PM10. The proposed system has fuzzy

controls that could adjust the power supply of the exhaust fan automatically depends on

the concentration of each pollutant. Due to learning application using fuzzy control, the

system was able to remain stable for a longer time, spending less energy to activate the

exhaust fan. Mossolly et al. [93] compared some control comfort and indoor air quality

strategies in order to increase the energy performance in an academic building, geting

30.4% energy saving were achieved during the summer season of four months.

2.3 Artificial Intelligence to Prediction in Monitor-

ing Systems

Artificial intelligence (AI) can be described as an area of computer science concerned with

the modeling of human intelligence in computers [94]. On the other hand, machine learn-

ing (ML) is a branch of AI technology that involves the application of statistical methods

in enabling computers to learn and process data [95]. Several ML algorithms and tech-

niques are used to prediction in monitoring systems models, the studies presented below

will show some of this applications. Ayele and Mehta in [96] proposed an IAQ monitor-

ing and prediction system. The researchers used an MQ135 sensor for gas concentration

measurement in the indoor environment. The DHT11 sensor was used to measure temper-

ature and humidity parameters. Saini et al. describes in [97] the functionality of the IAQ

monitoring systems for measuring PM10 , PM2.5 , CO2 , VOC, temperature, and humidity

parameters. The authors propose an automated prediction system for PM10 using ML.

The results show that the proposed system is efficient to support building occupants to

prevent critical consequences associated with poor air quality. Similarly, in [98] the study

presents an IAP monitoring system that can work as an integral part of a smart home, us-

ing a ML algorithm to predicting PM10 levels the system presented around 97% of overall

accuracy on the tests. Meris et al. [99] presents a device for monitoring IAQ parameters

and notifying the user of potential hazards at the place where the device is turned on.
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The system also utilize a supervised machine learning to predict new data as accurate

as possible. The research developed in [100] shows an indoor CO2 prediction algorithm

to control ventilation and maintain the necessary indoor air quality and reduce energy

consumption. The conduction of the ventilation system is adjusted over time based on the

signals of the internal CO2 concentration. Aswani et al. [101] developed a work dealing

with a model predictive control of the Heating, Ventilation and Air Conditioning (HVAC)

systems able to control the indoor temperature of a room of a computer laboratory in the

University of Berkeley.

Linear regression (LR) is an ML approach that relates dependent variable and several

independent variables. Because of their ease of use, this technique models have been used

in many predict application [102]. Ghosal et al. [103] develop a multiple regression and

linear regression algorithms to monitoring and predict deaths count in India caused by

COVID-19, using a week death count as input the linear regression model the authors

predicted the next week deaths. Catalina et al. [104] developed regression models to

predict monthly heating demand for residential buildings, the proposed models showed

promising features to be easy and efficient forecast tools for calculating heating demand

of residential buildings.

Artificial neural network (ANN) is a nonlinear statistical learning technique inspired

by biological neural networks. It is used as a random function approximation tool as the

complex relationships between inputs and outputs can be modelled [102]. Nakhi et al.

[105] applied ANN to predict the cooling load for commercial buildings and show that a

well designed ANN model is able to this prediction only based on external temperature.

In [106] Ekici and Aksoy used Back Propagation Neural Network (BPNN), a type of

ANN, to predict the heating energy requirements of three different buildings and proved

the reliability and accuracy of BPNN to prediction. Mena et al. [107] developed a short-

term predictive neural network model to predict the electricity demand of a bioclimatic

building. Similarly, the study develop in [108] presents an ANN model to predict hourly

electricity consumption of an institutional building. Both studies proved that ANN models

can predict building energy consumption fast and accurate. Meanwhile, some researchers
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compared ANN with other AI based prediction methods. Farzana et al. [109] used

both regression and ANN method to predict annual urban residential buildings energy

consumption. In the same way, Zhang et al. [110] applied three regression models and one

ANN model to predict HVAC hot water energy consumption. Both researches indicated

that ANNs can perform better than regression methods for short-term forecasting. In [111]

an ANN model was developed to predict IAQ using six indoor air pollutants and three

indoor comfort variables were used as input variables and the occupant symptom metric as

output variable. As a result, the constructed network shows a better performance than the

multiple linear regression analysis. Ren et al. [112] presents a ventilation control system

using a fast prediction model based ANN model, resulting in a favorable performance

with energy conservation and indoor pollutant level (e.g., CO2) respectively decreasing

up to 43.8% and 28%. Mumtaz et al. [113] proposes a solution for monitoring and

forecasting IAQ parameters, such as CO, NO2, CO2, PM2.5, temperature and humidity.

The system reports real-time air conditions to a mobile app over WiFi and generates

alerts upon detection of air quality anomalies. Using a neural network algorithm and

applying the long-term and short-term memory (LSTM) model, the system was able

to predict air pollutant concentrations with an accuracy of about 99%. In [114] the

authors introduce an indoor air quality monitoring system deployed in four Microsoft

offices in China. The system also integrates outdoor air quality information with indoor

measurements to adaptively control HVAC settings with a view on optimizing the energy

efficiency and air quality conservation. Using a neural network-based approach, the time

period that an HVAC needs to reduce the concentration of indoor PM2.5 into a healthy

range is predicted. Zhang et al. [115] shows a study where the indoor PM2.5, PM10, and

NO2 concentrations were predicted using multiple linear regression (MLR), time series

regression (TSR), and ANN models. The ANN model presented the best performance

and could predict the target air pollutants at 10 minutes intervals of the studied building

with 90% accuracy levels.



Chapter 3

Developed System Components:

Hardwares and Softwares

This chapter presents the tools and devices used in this work, pointing some characteris-

tics and functionalities about all elements of the system. Starting with the hardwares, we

present the microcontroller and the set of sensors responsible to measure the IAQ param-

eters. Then, we present the softwares, such as communication protocols and platforms, to

monitoring and data storage. Finally, machine learning techniques to control the system

are presented.

3.1 Microcontroller and sensors

Here is presented the hardware of the system, comprised by the microcontroller and the

sensors, responsible to measure and collect the data.

3.1.1 ESP32

The microcontroller ESP32 in Figure 3.1 is a single 2.4 GHz WiFi-and-Bluetooth combo

chip designed for mobile, wearable electronics, and IoT applications. There are two CPU

cores that can be individually controlled, and the CPU clock frequency is adjustable from

15
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80 MHz to 240 MHz. [116].

Figure 3.1: Microcontroller ESP32. Source: Mouser Electronics [117], 2022.

The chip of this module has a low-power co-processor that can be used instead of the

CPU to save power while performing tasks that do not require much computing power,

such as monitoring of peripherals. ESP32 integrates a rich set of peripherals, ranging

from capacitive touch sensors, Hall sensors, SD card interface, Ethernet, high-speed Serial

Peripheral Interface (SPI), Inter-IC Sound (I2S) and Inter Integrated Circuit (I2C) [118].

WiFi integration allows for a large physical range and direct connection to the Internet

via a router. The sleep current of the ESP32 chip is less than 5 µA, making it suitable

for battery powered and wearable electronics applications. The module supports a data

rate of up to 150 Mbps, and 20 dBm output power at the antenna to ensure the widest

physical range [118].
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3.1.2 BME680

BME680 presented in Figure 3.2 is a digital 4-in-1 sensor with gas, humidity, pressure

and temperature measurement based on proven sensing principles [119]. This sensor is

widely used in IAQ, IoT, home automation, control and monitoring systems and weather

forecast applications and supports the I2C and SPI digital interfaces, where it acts as a

slave for both protocols. The interface used in this work is the I2C interface, as it supports

Standard, Fast and High Speed modes.

Figure 3.2: BME680 Module Sensor. Source: SATKIT [120], 2022.

This device is a metal oxide-based sensor that detects VOCs by adsorption (and sub-

sequent oxidation/reduction) on its sensitive layer. Thus, BME680 reacts to most volatile

compounds polluting indoor air. In contrast to sensors selectivity for one specific compo-

nent, this sensor is capable of measuring the sum of VOCs/contaminants in the surround-

ing air. This enables BME680 to detect e.g. outgassing from paint, furniture and garbage,

high VOC levels due to cooking, food consumption, exhaled breath and sweating [119].

The signal provided by the BME680 sends resistance values inversely proportional to the

VOC concentrations present in the environment, the higher the VOCs concentration, the

lower the resistance value and vice versa [119].
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3.1.3 MQ135

The MQ135 gas sensor in Figure 3.3 is a low cost sensor with tin dioxide (SnO2) as

a sensitive material, which has lower conductivity in clean air. When there is target

polluting gas, the sensor conductivity increases proportional to gas concentration. This

sensor is sensitive to some gases, such as NH3, NOx, alcohol, C6H6 and CO2, and is used

in air quality control equipment for buildings [121].

Figure 3.3: MQ135 Semiconductor Sensor for Air Quality. Source: Winsen [121], 2022.

3.1.4 ZE08

ZE08 in Figure 3.4 is a general-purpose and miniaturization electrochemical formaldehyde

detection module. It utilizes electrochemical principle to detect methanol (CH2O), and is

sensible to alcohol, CO and smoke in air with high selectivity and stability. It has a built-

in temperature sensor to make temperature compensation and provide a digital output

and analog voltage output at the same time. It is a combination of mature electrochemical

detection principle and sophisticated circuit design.

Figure 3.4: Electrochemical CH2O Detection Module. Source: Winsen [122], 2022.
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3.2 Data communication

Here is presented the tools responsible for communicating, storing and displaying the data

collected by the sensors.

3.2.1 Arduino IDE

The Arduino Integrated Development Environment (IDE), is an application that can run

on different platforms and operating systems, created in the Java programming language,

supports programming languages that are based in standard C++ language [123].

Through code developed in the Arduino IDE, the data collected by the sensors are sent

to the database through the MQTT communication protocol with the aid of NodeRED.

3.2.2 MQTT

MQTT is an open source “machine to machine” (M2M) protocol widely used in IoT

due to its simplicity based on TCP/IP, useful for applications where small amounts of

information are sent [124].

The operation of this protocol is based on a client-server messaging service, based on

publisher and subscriber communicated through a central server called broker, transmit-

ting information through a payload chain with a hierarchical tree structure, similar to a

directory of folders and at the same time to define well the specifications of the message.

The parties involved in this process are:

• Broker: central server that distributes and filters information according to a topic.

Since the person who publishes the information does not need to know anything

about the node that will receive it, furthermore, although the communication of

information is usually in real time, the broker has the ability to store messages for

clients that are not available at any time;

• Topic: Name of the message that serves as your identifier and where customers will

subscribe;
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• Publisher: client that sends information to the broker to distribute it to clients who

subscribe to it;

• Subscriber: Customers who subscribe to a topic and will receive information about

it from the broker;

• Client: The client can be a publisher and a subscriber, receiving information from

the medium or performing some interaction function.

The process is divided into four steps which are connection, authentication, commu-

nication and termination. The client initiates a connection with the broker, by default on

port 1883, and sends it a message for the connection that is serviced by the latter. Once

the connection is established, the client publishes messages with the topic and payload,

which represent the topic and information. On the other hand, the subscriber must also

connect with the broker and subscribe to the topic they want to receive.

3.2.3 Node-RED

Node-RED is an Open Source visual programming environment with the objective of

solving the complexity of hardware integration with other services, used to management

of real-time data with functions (or nodes) already installed by default. The platform

have of a set of libraries available for installation, so if an extra node is needed or for a

more specific function, such as InfluxDB or MQTT, these can be installed as long as the

corresponding library is available as an open source project [125].

There is also the possibility for the user to create their own nodes, the main way

to create a node is through an HTML and JavaScript file with the configuration and

programation logic of the node you want to design.

3.2.4 InfluxDB

InfluxDB belongs to Influx Data and is a system for creating and managing databases, it

is a free open source software despite having a paid version. It is a software developed for
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time databases (TSDB or Time Series Data Base) which, as the name suggests, stores large

amounts of time series sorted by time. Unlike relational databases, TSDBs offer faster

data storage and processing along with corresponding timestamps, a fact that gained

importance with the popularization of IoT and Big Data. On the other hand, InfluxDB

goes beyond SQL (Structured Query Language) and NoSQL (Not Only Structured Query

Language) schemes because it allows real-time data analysis [126].

3.2.5 Grafana

Grafana is a free monitoring software that allows the representation and visualization of

data series from temporary databases. Thus, this tool allows the representation of the

chosen data through the database saved by InfluxDB, representing them according to the

need within a wide range of options for display and monitoring panels. The software also

allows the use of alerts for values that exceed an established range through tools such as

Email, Telegram, SMS or Microsoft Teams [127].

3.3 Machine Learning

This section will present two of the most common techniques of machine learning to

predict data, being these Linear Regression (LR) and Artificial Neural Network (ANN).

3.3.1 Linear Regression

Linear regression aims to apply a set of assumptions primary regarding linear relationships

and numerical techniques to predict an outcome (output) based on one or more predictors

(input) with the end goal of getting a mathematical model to do a prediction of outputs,

given only the predictor values with some amount of uncertainty [128]. This model is

presented being:

y = a0 + a1 · x1 + a2 · x2 + ... + ai · xi + ϵ, (3.1)
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where,

• y is the predicted output variable (dependent variable);

• xi are the predictor variables (independent variables);

• a0 is the coefficient that intercept or the value of y when each xi equals zero;

• ai is the coefficient that change y based on a one unit change in the corresponding

xi;

• ϵ is a random error term associated with the difference between the predicted y

value and the actual y value.

3.3.2 Artificial Neural Network

ANN is a popular data-driven method based on an interconnected structure of neurons

(connected units or nodes) that work in a complex network of interactions to transmit,

collect, and learn information based on a history of the information that has already been

collected [129]. It uses a complex combination of weights and functions to convert input

variables into predicted variables (outputs) without the need for predefined assumptions

regarding the relationship among the variables [130]. An ANN structure generally consists

of an input layer, several hidden layers, and an output layer (Figure 3.5).

Each layer consists of a set of neurons (with one or more), where each neuron is

connected to previous ones through a specific weight to that path. The two input neurons

are fed into the neural network, which are processed and transmitted through two layers

of neurons, which are referred to as hidden layers. Figure 3.5 shows two hidden (or deep)

layers with each layer containing four neurons (nodes). During the learning stage, a data

set of known inputs and outputs is fed to the model. The weights between the neurons

are adjusted by iteration until an optimal solution of the outputs is reached. The signal

then exits the neural network and is aggregated at the output layer as a single numerical

predicted value [128].
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Figure 3.5: Schematic of a four-layer feed-forward artificial neural network.

3.3.3 PyCharm

The linear regression and neural network algorithms will be developed in PyCharm, an

IDE used for programming, specifically for the Python programming language [131]. The

libraries and tools provided by the software allow you to perform graphical analyses and

save data in different formats, such as PNG, TXT and CSV.





Chapter 4

Methodology

This chapter starts presenting the problem formulation, addressing some aspects that

involve the IAQ, such as parameters that affect it and the health risks caused by the lack

of care with this subject. In sequence, a block diagram with all steps presents on the

process to the implement the system develop in this work will be showed.

A step-by-step of data acquisition and data processing is presented. Starting with

the hardware architecture of the system showing the wiring diagram and communication

interface of sensors with the microcontroller. Then, the process of data transfer and data

storage, and finally monitoring and control phases will be presented.

4.1 Problem formulation

IAQ is an area that involves the health and comfort of the indoor environment occupants.

People spends most part of your day exposed to some indoor pollutants or low thermal

conditions without knowing, since this situation is often not easily noticeable. According

the exposure time and the pollutant concentration this exposition can be harmful to

health. Saini et al. [72] shows the necessity of developing IAQ monitoring systems for

hospitals, schools, offices and homes for enhanced health and well-being and addressing

the impacts of this kind of study to people’s health and wellness.

25
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Development of this work passed for some phases, starting with understand the prob-

lem and the processes that involves an IAQ control and monitoring system through review

of studies presented on state of art. Figure 4.1 presents a block diagram of the implemen-

tation of the system, starting with the data acquisition phase, that involves the hardware

architecture, and data processing with all steps of this phase, that involves the software

architecture of the system.

Figure 4.1: Phases of implementation process of an IAQ monitoring and control system.

Next, it is explained the action performed for each phase of the system proposed in

Figure 4.1.

4.2 Data acquisition stage

Data acquisition is done by the hardware of the system that is composed by the ESP32

microcontroller and the three sensors, those MQ135, BME680 and ZE08-CH2O. The

choice of these devices was based on some IAQ monitoring studies presented in [66] [81]

[83] [85] [86], where other sensors, such as DHT11, MQ5, MQ7 and CCS811, were tested

before obtaining this configuration. These sensors were chosen due to the fact that they

present better stability and precision of the measured parameters, in addition to their

low cost. The Figure 4.2 presents the final result of the module with microncontroller

and sensors, that make up the data acquisition stage of the system. Three modules were

assembled (Module 1, Module 2 and Module 3) where just Module 1 not having the ZE08

sensor due to supplier logistic problems.
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Figure 4.2: Module with microcontroller and sensors used to collect data.

Each sensor has their particularities about PINOUT, interface of communication pro-

tocol and power supply. The connection of the sensors with ESP32 is presented in the

next sessions.

4.2.1 MQ135

Figure 4.3 show the connection between ESP32 and MQ135 where the Vcc pin is connect

to 5 V of the ESP32 board, the ground pin is connect to the ESP32 ground and the analog

pin of the MQ135 is connect to the A0 pin of the ESP32 via a resistor.

For this circuit, the A0 port is used, this GPIO allows receiving the analog signal from

the sensor without interference due to the use of WiFi. GPIOs require 3.3 V signals (not

5 V tolerant). To solve this, a serial resistor is add between the MQ135 analog pin and

the ESP32 A0 pin to protect the GPIOs port from damage.

4.2.2 BME680

BME680 outputs resistance values react according the gas concentration, where the output

signal variation is inversely proportional to the gas concentration. The sensor is connected

to ESP32 for I2C communication protocol that uses two wires to share information. One

is used for the clock signal (SCL) and the other is used to send and receive data (SDA).
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Figure 4.3: Connection between ESP32 and MQ135.

The Figure 4.4 presents how the BME680 is connected to ESP32.

Figure 4.4: Connection between ESP32 and BME680.

The sensor is powered with 3.3 V and the SDA and SCL outputs are connected to

GPIO21 and GPIO22, respectively, that is the default to connection I2C using ESP32

with arduino IDE.
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4.2.3 ZE08

This sensor uses only 3 pin to connect with the microcontroller and gives an output signal

in a range of 0 to 5 ppm with high sensitivity (of up to 0.01ppm). Figure 4.5 shows the

connection.

Figure 4.5: Connection between ESP32 and ZE08-CH2O.

Pins 3 and 4 are GND and VCC, respectively. Pin 2 of ZE08 is connected to Vp pin

of ESP32, as well as MQ135 this sensor gives measurement through an analog signal.

4.3 Data processing stage

Data processing is done by a set of tools and software (Arduino IDE, MQTT protocol,

Node-RED, InfluxDB, Grafana and PyCharm) commonly used for monitoring systems

[68] [81] [83] [132] [133] [134]. Figure 4.6 shows the phases of this process.

The data transfer is responsible to receive the data with Arduino IDE and send to

influxDB using MQTT protocol through Node-RED platform. Then, stored data are sent
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Figure 4.6: Software diagram of the system.

to Grafana to be monitored and accessed by machine learning algorithm developed on

Pycharm.

4.3.1 Data Transfer and Data Storage

Figure 4.7 is the flowchart of the Arduino IDE code develop to receive the data read by

the sensors and send to MQTT topic.

As shown in chart, the algorithm start initialising some parameter, importing the

libraries of the ESP32 and the sensors, setting pins that will receive the data of each

sensor and functions to configuring I2C protocol communication and the functions to

connect the microcontroller to WiFi and the MQTT client. Then, the loop starts checking

if WiFi and MQTT client are connected, if not, it will call the respective functions to

reconnect. Finally, to each parameter measured, a MQTT topic on Node-RED will receive

the information and store data on influxDB, as shown in the Figure 4.8.

The node A is an MQTT node responsible to receive data from Arduino IDE to MQTT

topics. Then, in node B the data passes through a function responsible for assigning an

identifier for each parameter being these: gasBME, altBME, humidBME, ppmMQ135,

pressBME, tempBME, ppmZE08. Finally, in node C this information is joined in a

vector and sending to influxDB in node D.
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Figure 4.7: Flow chart of the algorithm developed in the Arduino IDE.
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Figure 4.8: Node configuration on Node-RED.

4.3.2 Monitoring

One of the tools being used in monitoring phase is Node-RED. In Figure 4.9, a dashboard

was created to show in real time all measured parameters.

Figure 4.9: Data monitoring in Node-RED dashboard.

All parameters are indicated with their related units and scale according the values

indicated in the data-sheet sensors. After store on database, data is displayed in Grafana
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where is possible plot graphics and visualise parameters behave throughout every day

since the database was created. Figure 4.10 presents a dashboard with measurements of

all parameters measured from January 16th to 23th, 2022.

Figure 4.10: Data monitoring in Grafana.

The graphics shows the modules data during one week indicating the last value mea-

sured by all sensors (mod1, mod2 and mod3).

Database was also used in a linear regression and a neural network algorithms to

predict the values of the measured parameters and detect non-standard behavior. The

software used to develop these codes was PyCharm IDE. The step-by-step of the LR and

ANN algorithms are presented through a flowchart in Figures 4.11 and 4.13, respectively.

To facilitate the understanding, the explanation of the algorithm will be made for

the temperature variable, however this process was carried out for all parameters. The

code starts loading data from influxDB corresponding to the last 3 days of temperature

reading, where data from last 24 hours will be used for the test model and data from 48

hours before are for training model. Then, a sample of the average temperature is taken

every 15 minutes, then it goes through a derivation process generating new sequences

of temperatures shifted in relation to each other. To better understand the derivation

process, see Figure 4.12 where an example of 8 temperature samples and 3 stages of

derivation of this parameter (temp_1, temp_2 and temp_3) is presented.

At each derivation, the temperature values are shifted by a sampling interval ahead



34 CHAPTER 4. METHODOLOGY

Figure 4.11: Flow chart of linear regression algorithm.

Figure 4.12: Stage 1 of temperature derivation.
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and the sample values corresponding to the previous intervals of each derivation are null,

so all the data corresponding to these intervals are taken from the dataset so that it can

work only with values non-null, highlighted in Figure 4.12.

Then, forecast models are created based on correlations, made between temperature

and its derivatives in order to establish a relationship between the current value of the

parameter and its past values, so that it is possible to predict future values and using

respectively 90% and 10% from the database for training and testing. In the end, the

results from temperature prediction values, assertively coefficient and mean absolute error

are saved.

In appendixes A.1 and A.2 a pseudo code from this algorithm tested for different

sampling intervals and number of derivations in order to obtain the best possible prediction

are presented. The result of this analysis is presented on the next chapter, just like the

test done to prove the learning functioning.

The Figure 4.13 shows ANN algorithm flowchart where the initial part of loading

influxDB data, sampling and derivation is done as same as LR algorithm. After this,

the dataset is divided into training, testing and validation being 80%, 10% and 10%

respectively. Then, 2 layers deep was defined where both layers have a width of 50 nodes

with the dataset, with the exception of the parameter under analysis, used to create a

reusable function. Next, the training loop will train the model with training data of

reusable function and evaluate it periodically with the validation data. This validation

process helps ensure that the model is not overfitted to the training set data.

Overfitting occurs when the model fails to generalize and make accurate classifications

on data it has not been trained on. During training, a validation dataset is used to make

sure that the results will be as good as the training, and to verify that the model is not

overfitted. Finally, the prediction function will use the reusable inputs already trained

to predict the parameters and then results of prediction values, precision and mean error

are saved. Figure 4.14 shows a schematic of the final training model of ANN projected

on code to predict temperature, the same is done with all parameters.
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Figure 4.13: Flow chart of neural network algorithm.
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Figure 4.14: Schematic of the neural network training model projected.

During the training phase, a series of trainings are performed, where the reusable

function generated in each test is used to feed the next test until the model obtains the

best prediction accuracy score.

4.3.3 Real-Time Monitoring

After training the models, the prediction data is stored in InfluxDB through NodeRED

and displayed in Grafana in real-time along with the data measured by the sensors.

Figure 4.15 shows nodes on NodeRED responsible for this process. In A the node send a

command every 2 minutes to compile the algorithm and produce a new prediction that

uses a function called datetime.today() to do the process with the actual time. Then, in

B the prediction is sent to database through the InfluxDB node.

Real-time monitoring is done by verifying that the measured data is showing values

close to the forecast data displayed in Grafana.
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Figure 4.15: NodeRED nodes to storage prediction data in real-time.



Chapter 5

Tests and results analysis

This chapter will present the database collected from 11/23/2021 to 02/16/2022 and an

analysis of the data behavior in that period. Next, the process for defining the sampling

time and the number of derivation in linear regression algorithm that results in the best

prediction is presented. Then, a test with data storage is done to evaluate the accuracy

of the prediction and finally a smoke test to validate the functionality of LR and ANN

models is done.

5.1 Data behavior analysis

Each module (Figure 4.2) was programmed to collect and store data every two minutes. In

Figure 5.1, the database of parameters measured in a laboratory of Institute Polytechnic of

Bragança (IPB) is presented graphically, in this period the sensors showed good stability.

It is noted that from 12/20/21 to 01/10/22, the concentration of gases showed levels

below normal, due to the pause in academic activities at the IPB, which reduced human

activities in the laboratory.

Now, to understand the behavior of these parameters on ordinary days of activities at

Cedri, data recorded from January 16th to 23th will be presented. Figure 5.2 shows gas

concentration measured by MQ135 and ZE08 sensors over the week, where the module

1 (mod1) is presented in blue, module 2 (mod2) is orange and module 3 (mod3) is the

39
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Figure 5.1: Temporal graphs of data stored in the database.

green indicator, in the second graphic only mod1 is not showed since this module does

not have the ZE08 sensor.

Starting on Sunday (January 16th) until Saturday (January 22th), the data measured

by the sensors showed the same behavior due to some substances, such as CO, alcohol and

smoke, which trigger the two devices. From Monday to Friday, gas level increase from

8hr00 morning, where the human activities starts on Cedri, until 18hr00 and then the

concentration decrease, due to people starts go way from laboratory, marking the lowest

level of gas between 7hr00 and 8hr00 in the morning after passing the period of dawn

without human activity in the environment. Weekend has low gas concentration because

normally does not have people in laboratory.

Figure 5.3 presents the BME680 reading where the gas concentration showed a behav-

ior similar to the previous cases. However, as the output signal of this sensor is inversely

proportional to gas level, in this case the highest values of the output signal were recorded

during the dawn period and on weekends, when the lowest levels of pollutant in the envi-

ronment are presented. The opposite happens in the morning and afternoon periods from

Monday to Friday, where the higher the registered gas level, the lower the values of the

BME680 output signal.
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Figure 5.2: Gas measure of MQ135 and ZE08 sensors during a week.

As expected the temperature and humidity levels increases during the day and decrease

in the night period. It can be see in Figure 5.4, where this behavior was registered for all

week except on Sunday (January 16th) that the temperature scored lower levels than the

other days, probably on this day the room heating system was not on.
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Figure 5.3: Gas measure of BME680 sensor during a week.

5.2 Code analysis

After finishing the LR algorithm, the code was tested to verify result precision from all

combinations of the loops of sampling interval and number of derivation to obtain the

best possible prediction. Figure 5.5 presents all precision score resulted by a test done

to gas concentration measured by MQ135, where this values were summed according to

the sampling time and quantity derivation and stored in Sum Time and Sum Deriv,

respectively.

In this case, the best predictions are made using the sampling interval of 1.5 hours

(1 hour and 30 minutes) and for two derivations (D2). The same process was done to

all others parameters measured for the others sensors and the conditions that satisfy

most of the data is 15 minutes sampling and 2 derivation. After summed all Sum Time

and Sum Deriv for each case MQ135 gas concentration presents the greater degree of

assertiveness. The complete table with all parameters registers are presented in Figure

A.3 in Appendix. Then the code was adapted to working with only 15 minutes of sampling

time and 2 derivations. Next, the algorithm was tested using data from the same week

presented on previous Grafana graphics analysis to prove the precision of the prediction.
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Figure 5.4: Temperature and humidity measure of BME680 sensor during a week.

Figure 5.5: A1 results of gas concentration from MQ135.
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5.3 Predict test

Using data from January 16th to 23th, the prediction algorithms were tested and the

results will be presented below. Figure 5.6 shows LR (A) and ANN (B) forecasts of the

gas concentration measured by BME680. For both predictions the red line is the real data

used to training the model, the blue line to prediction data resulted from LR model, the

green line to ANN model and the grey line represents the error between two values done

through:

Error = Testdata − Predictiondata. (5.1)

Figure 5.6: Prediction of BME680 gas concentration.

In LR prediction (Figure 5.6.A) the random time showed in x axis is provided from

random_state() function used on code that select training data randomly. When ana-

lyzing the test and prediction values in both cases the Error value is close to zero for all

tested values. The assertively was 99.7% and the mean absolute error to this prediction

was about 1.67 kΩ. ANN prediction was similar to LR and scored 98.3% of precision and

7.06 kΩ of mean error.

The Figure 5.7 show the forecast from gas level registered by MQ135. As well as
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BME680 gas, LR prediction presented a high assertively degree (95.81%) and about 1.4

ppm of mean error. Looking at the Figure 5.7.B, we see some points where the neural

network model presents delays in the prediction in relation to the LR model and because

of that this model presented a lower hit rate than the mathematical model, being 81.6%

and an average error of 3.11 ppm.

Figure 5.7: Prediction of MQ135 gas concentration.

As well was showed before in 5.1 section, the prediction of ZE08 gas in Figure 5.8 is

similar with MQ135 and scored 95.5% of predict precision to LR method and 0.015 ppm

of mean error. The prediction on ANN model in Figure 5.8.B presents 81.9% of precision

and 0.03 of mean error.

In temperature forecast is notable the difference of precision between LR and ANN

models presented on Figure 5.9. The score precision of LR prediction is 99.1% and to

ANN is around 82.5%.

The same situation happens to humidity where linear regression done a greater job

than neural network to predict this parameter. In Figure 5.10.A the model presents 96.7%

of precision and the score in B, presented in the Figure 5.10.B is only 75.9%.

In this test, a dataset was used where the parameters do not present changes in

behavior, just to verify the degree of assertiveness of the two machine learning models
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Figure 5.8: ZE08 gas concentration forecast.

Figure 5.9: Temperature forecast.

developed, in all cases the linear regression model showed a higher degree of precision. to

predict the data, another test will now be presented where changes in gas volumes were

proved to verify if the algorithms will respond in some way to these changes.
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Figure 5.10: Humidity forecast.

5.4 Predict validation

To validate the prediction of the system, it is necessary that the models be tested for

adverse values. During the period recorded in the database, there was no abnormal

situation in which could be used to prove the operation of the algorithm. For this, a smoke

test was carried out on February 10th so that the sensors could read high concentrations

of different gases.

5.4.1 Test

In the test, a piece of burnt paper was placed next to the modules and they were covered

with a box measuring 60 cm wide, 42 cm deep and 65 cm high. The Figure 5.11 shows

the three modules under the box.

The test was carried out for one hour and only the gas levels were changed, while

temperature and humidity maintained the same behavior. Figures 5.12 5.13 5.14 shows

gas level measured for MQ135, ZE08 and BME680, respectively.

Before start the test the MQ sensor was reading gas levels from around 600 ppm, 300

ppm and 350 ppm to mod1, mod2 and mod3, respectively. Then, the concentration starts
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Figure 5.11: Simulation of high gas level with burned paper.

Figure 5.12: Resulting graph of MQ135 gas level for smoke test.

increasing marking values up to 2350 ppm, maintaining this average value for around

30 minutes while there was a concentration of smoke inside the box, as indicated in the

figure. As the paper smoke dissipated the gas levels decreased until they returned to

normal around 1 hour after the start of the test.
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Figure 5.13: Resulting graph of ZE08 gas level for smoke test.

The sensor ZE08 has high sensibility and after start the test both modules that have

this sensor registered max level for almost all period of the test.

Figure 5.14: Resulting graph of BME680 gas level for smoke test.

Due to output signal behavior inversely proportional to gas level when starts the test

BME680 sensor decrease this signal registered and keeps this behavior for all period.
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5.4.2 Predicting test data

The algorithms were run using the test data, as expected, the prediction showed different

values from the measured data. Figure 5.15 presents the MQ gas forecast, when analyzing

the Error line, in both cases it is noted that the measured gas value has values greater

than 1500 ppm than the predicted value. The assertively to LR and ANN models were

respectively 46.61% and 34.1% and the mean absolute error scored around 629.42 ppm

and 438.93 ppm.

Figure 5.15: Prediction of MQ135 gas level for smoke test.

The same behavior happens with ZE08 gas predict, in Figure 5.16.A the Error line

shows the difference between test and prediction values to the linear regression, the predict

in this test was 47.24% and a median error from around 6.5 ppm. The prediction from

ANN model in Figure 5.16.B generated only invalid values due to error and precision due

to large difference between predicted data and measured data.

Analyzing the Figure 5.17, the forecast of BME680 gas concentration presents high

differences between test and prediction values in both cases. The final prediction from

LR and ANN scored respectively 60.63% and 61.2% and the average error was around

46.33 kΩ and 93.66 kΩ.
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Figure 5.16: Prediction of ZE08 gas level for smoke test.

Figure 5.17: Prediction of BME680 gas level for smoke test.

In general, the smoke test presented expected results, given that the learning models

were trained to predict the value of gases at normal levels according to the data stored in

InfluxDB. This high value of detected error makes it possible to perceive situations that

compromise the IAQ of the environment, thus being able to alert, in real time, about

variations in the parameters.
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5.5 Real-Time Monitoring

With the trained learning models, the real-time monitoring implementation is done in

Grafana with a new database to store prediction values resulted from the LR and ANN

models. Figure 5.18 is the real-time monitoring in normal conditions done in March 4th,

the measured parameters are highlighted in blue are presenting a behavior similar to

predictions values in yellow.

Figure 5.18: Real-time monitoring in normal conditions.

Figure 5.19 shows a monitoring of smoke test done to verify the real-time implemen-

tation where a dashboard with the high measured parameters on graphics, with the last

measured values highlighted bellow, and the predictions of the next supposed value of

each parameter displayed.

As explained in section 4.4, the data read by the sensors is sent to the database and

automatically loaded into PyCharm IDE to be used in the learning algorithms, then

the prediction values are sent to NodeRED and stored in a database. Then the data is

displayed in Grafana in order to verify that the parameters read are as expected. The
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Figure 5.19: Dashboard to real-time monitoring.

entire process is repeated every two minutes to keep monitoring as up-to-date as possible

for possible data variations.
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Conclusion

This work presents a real-time indoor air quality monitoring system, where two machine

learning algorithms for data prediction were developed, being a mathematical linear re-

gression model and an artificial neural network. The implementation process started

with the choice of a set of low-cost sensors capable of measuring the main parameters

responsible for the IAQ, such as CO, CO2, VOCs, SO2, O3 and NOx, in addition to tem-

perature and humidity, which are comfort parameters that involve the IAQ. Then, the

data were stored in an InfluxDB database, going through a process where they were first

sent to NodeRED through the MQTT communication protocol and later forwarded to the

database with the help of tools provided by NodeRED. The data were stored for a period

of three months where they were constantly monitored through Grafana. This database

was used to train forecasting models developed in PyCharm IDE and later used to com-

pare against forecast results to assess the accuracy of learning models in forecasting. From

the point of view of prediction efficiency, the linear regression model presents excellent

results in well behaved situations, although in many studies the neural network model

stands out in relation to the LR ([109] [110] [111] [115]), in the experiments performed,

the mathematical model stood out in relation to the neural network, reaching values up

to 99.7% accuracy when predicting the gas concentration measured by the BME680 sen-

sor in usual situation. After the learning was done, they were tested in a smoke test

to simulate a rising gas behavior in order to validate if the models would present errors

54
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in the predictions, since they were only trained to predict the normal behavior of the

measured parameters. When validating the functionality, the algorithms were adjusted to

make predictions in real time and these values are displayed on a dashboard in Grafana

with the actual values that are measured by the sensors to have a way to compare if the

concentration of gases in the environment is following the behavior that should have given

the predicted values.

6.1 Future Works

This work addresses several applications for the main topic that is IAQ monitoring. With

this, some implementations for future work are presented:

• Include particle sensors in modules to improve the quality of data collected. The

idea of using this type of sensor was still in mind for this work, however it was not

possible due to supplier logistic problems;

• Improve machine learning models seeking more efficiency in the prediction of pa-

rameters and develop new algorithms in order to discover a model that best meets

the requirements of the proposal;

• Develop a network of modules capable of communicating with each other and di-

viding them to study the behavior of parameters in different environments;

• Implement a control application for the system using the error signals between the

measured values and the predicted values to trigger actuators such as ventilation

and exhaust systems to stabilize ambient gas levels in the event of a leak;

• Development of an application to make the control and monitoring of the system

more practical and accessible.
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Appendix A

Appendices

In this section, the pseudocode of the linear regression algorithm is represented in Figures

A.1 and A.2. Then, in Figure A.3 the complete result of the tests performed in order

to find the best possible configuration for the prediction accuracy of the LR algorithm is

presented.
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Figure A.1: Pseudo code of linear regression algorithm.
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Figure A.2: Pseudo code of linear regression algorithm.
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Figure A.3: Complete a1 results table.
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