
  

 

9 Manipulation as digital 
invasion 
A neo-republican approach 

Marianna Capasso 

1 Introduction 

Political actors in the public sphere often manipulate others: they provide 
incentives and other means to purposely infuence and alter individuals’ 
behaviours and beliefs. In general, manipulation is deemed to be a kind of 
intentional disruption or imposition in the expected functioning of indi-
viduals’ decision-making processes. However, there is no consensus on the 
defnition of manipulation (Sunstein 2016; Coons and Weber 2014b). At 
the same time, technology ethicists have raised concern about the possible 
manipulative nature of new emerging digital technologies, since the perva-
sive and interconnected nature of such systems can undermine users’ auton-
omy and their capacity to make free and meaningful choices in certain cases 
(Klenk and Hancock 2019; Burr, Cristianini, and Ladyman 2018; Burr and 
Floridi 2020a, 2020b). 

The general aim of this chapter is to contribute to the creation of a more 
systematic interaction between the felds of philosophy of technology and 
political philosophy. Moreover, its specifc goal is to give an original contri-
bution to the issue of manipulation in relation to digital nudging. To do that, 
this chapter relies on a critical analysis of neo-republican political philoso-
phy. Contemporary theorists, such as Philip Pettit, Quentin Skinner, Maur-
izio Viroli and others, have developed a civic republican (or neo-republican) 
political theory that, further implementing insights from republicans, indi-
viduates the salient nature of political freedom in the absence of domina-
tion or alien control. Recently, some scholars have used neo-republican 
political theory as a general framework to argue that automated profling 
(Gräf 2017), systems of mass surveillance and Big Data Analytics (Smith 
2020; Hoye and Monaghan 2018; van der Sloot 2018), and algorithms 
(Danaher 2019) are all domination-facilitating tools. All those approaches 
share the idea that such technological systems facilitate the introduction of 
a pervasive and implicit master in an internet user’s life, which can moni-
tor their acts and impact on their privacy protection and autonomy. Pettit 
himself is pessimistic about the dominance of openly partisan and unreliable 
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corporations and media organizations (Pettit 2019), which facilitate online 
relationships in which everyone “wears the ring of Gyges” (Pettit 2004). 

In most cases, this literature is constrained by its almost exclusive focus 
on systems’ negative impact on privacy and security. Instead, my proposal is 
to further extend neo-republican political conceptions to show how they can 
also provide the other side of the same coin: original conceptual clarifca-
tions for the discourse on digital nudging and manipulation. The refection 
on the use of digital nudging has sparked much controversy, and criticisms 
often identify transparency as the most important criterion to distinguish 
nudging from manipulation, raising ethical concerns on the use of non-
transparent digital nudges. In this chapter, by contrast, I try to individuate 
criteria to distinguish nudging from manipulation and to assess the degree 
to which digital nudges can be deemed to be wrongful manipulative – and, 
thus, dominating – technological infuences or, conversely, part of a demo-
cratic net of control and protection. 

The neo-republican political theory may ofer a promising account of the 
conception of manipulation in digital contexts for several reasons. After 
all, neo-republicans predominantly focus on the mere power to manipu-
late as a possible risk of domination. Hence, their frameworks can better 
address the normative issue of manipulation in the digital domain, where 
actual or potential behaviour steering practices by technological systems, 
private and market-driven groups or institutions may afect society without 
being held adequately accountable for their power. Moreover, neo-repub-
licans individuate specifc criteria to assess when manipulation – as a kind 
of interference – is problematic and amounts to domination or not. In this 
sense, neo-republicanism can provide new tools for conceptual clarifcation 
and normative justifcation for possible practices of digital manipulation, 
clarifying when a digital practice can lead to a loss of freedom or what 
kind of digital social relations and infuences can infringe upon individuals’ 
meaningful choices. 

The chapter is structured as follows. In the second section, I  outline 
Pettit’s notion of ‘freedom as non-domination’ and explain how manipula-
tion is a kind of interference. Also, I distinguish the conceptual defnition 
(as an activity) of manipulation from its normative status (as an invasion). 
In Section 3, I provide examples and critical evaluations of a specifc tech-
nological infuence: digital nudges. After having introduced digital nudges, 
I  propose an evaluative framework to assess when and to what extent 
digital nudges can be classifed as dominating manipulative interferences 
(invasions) (Section 4). Finally, I discuss in Section 5 the sense in which 
freedom in the digital sphere requires not the absence of ‘manipulation’ as 
interference but rather the absence of alien control on such activity and the 
presence of a democratic net of protection against the latter. The chapter 
concludes by raising some open issues and suggesting avenues for future 
research. 
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2 Freedom as non-domination: a sketch 

The core of neo-republican theory advanced by Pettit is the ideal of free-
dom as non-domination. Pettit defnes domination as follows: someone, 
A, is dominated as long as another agent or agency B (1) has a power of 
interfering (2) that is arbitrary or not itself controlled by A (3) in a certain 
choice that A is in position to make (Pettit 1997, 52, 2012, 50). This con-
ception of freedom difers from traditional liberalism, for instance, Isaiah 
Berlin’s account of negative freedom, according to which an agent is free if 
there is no interference from others, which means that his or her freedom 
of choice between chosen as well unchosen options remains intact (Pettit 
2011, 704). 

By contrast, freedom as non-domination is freedom of agents, not of 
options (Pettit 2003). An agent can be subject to domination at any time, 
even in those cases where there is no actual interference from others, where 
interference is understood as an intentional or quasi-intentional interven-
tion by one party in the choice of another (Pettit 2008, 110). The para-
digmatic neo-republican example is the relation between the slave and the 
master. The master can be benevolent and might not actually interfere with 
the slave but nonetheless remains in a position and standing to do so and to 
exercise on the slave the constant threat of being interfered with. 

Neo-republicanism allows for two main theses. The frst is there can be 
domination without interference, as in the master–slave example. The sec-
ond is that there can also be interference without domination. This happens 
when interference is non-arbitrary (Pettit 1997), controlled (Pettit 2012) or 
non-alien (Pettit 2008).1 ‘Non-arbitrary’ or ‘non-alien’ are the terms that 
Pettit uses to indicate the legitimacy of certain kinds of interference but 
without a moralized intent (Pettit 2008, 117). In his recent work, Pettit 
prefers to talk about domination as “exposure to another’s uncontrolled 
power of interference” instead of arbitrariness (Pettit 2012, 50–58).2 A lack 
of freedom is not about interfering into a set of options but rather derives 
from uncontrolled interference, that is, “interference that is uncontrolled by 
the person on the receiving end” (Pettit 2012, 58). 

However, something more is needed to characterize interferences as domi-
nating interventions: the absence of control or arbitrariness. This clarifca-
tion on interference may have profound implications for the assessment and 
use of the conception of manipulation. Manipulation is not domination, as 
some scholars have sustained (Wood 2014; Grüne-Yanof 2012) but is one 
of the possible kind of interferences individuated by Pettit in his taxonomy. 
Manipulation is indeed an interference that has an impact on the cognitive 
capacities of individuals and involves what Pettit calls “misrepresentation”: 
it changes how the options are presented to the agent according to his or 
her perceptions. Specifcally, manipulation afects the proper understanding 
of options, leading to the creation of ‘distorted’ options for the decision-
making processes of the manipulated (Pettit 2012, 54). 
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Manipulation falls along a continuum and adopts a wide range of behav-
iours: it can be either an extreme intervention that uses hypnosis, brain-
washing or intimidation (radical manipulation) (Pettit 2008, 110–11) or an 
intervention that takes a non-rational form; that is, it appeals to people’s 
emotions, desires and beliefs. Moreover, it can even take a rational and 
deliberative form, in the rigging of the actual or expected consequences and 
outcomes of people’s actions or in the relevant intrusion in people’s values-
metric with rhetoric (Pettit 1996, 578–79, 2012, 56). And above all, manip-
ulation is not deceptive about its means and intentions: it does not imply 
stating falsities or purposely misinforming. In summary, manipulation, as a 
kind of misrepresentation, leads to “forming your will in the dark” (Pettit 
2012, 54). 

Manipulation as a practice is not necessary for realizing domination: 
being an interference, it reduces freedom but does not eradicate it. Nonethe-
less, it can be one source of subjection, if accompanied by the loss of control 
on the part of the agents. Pettit uses a specifc term to defne the wrongful – 
and, thus, uncontrolled – interference: invasion.3 

Manipulation, understood as a practice, can be defned as a direct, non-
contingent and non-deceptive misrepresentation that afects the manipu-
lated agents’ cognitive capabilities in understanding a set of options and 
leaves them unsure about the means (how) and intentions (why) of such 
misrepresentation. 

Conversely, manipulation as an invasion is one of the possible realiza-
tions of alien control or domination with interference. The latter results 
in being dependent on the will of another that negatively intervenes and 
subverts the agent’s deliberative choice, and that does not leave to the agent 
the ability to respond to and counter-control the interference. Manipulation 
is not domination as such but a peculiar form of domination that occurs in 
combination with a specifc kind of uncontrolled interference (uncontrolled 
manipulation) (Pettit 2008, 110–11). 

Under this account, manipulation is an invasion since it leads to a com-
plete displacement of individuals’ will. ‘Will’ should be understood not in 
a metaphysical or ethical sense but as political: a social free will, which 
allows individuals to be in the position to make free and meaningful choices 
according to their interests and preferences (Pettit 2012, 36–38, 49). This 
displacement implies that A’s authorship over a decision-making process 
is transferred as a whole to B. Indeed, B subverts A’s cognitive resources 
in identifying relevant valued options, options that do matter in the social 
sphere. As a misrepresentation, the invasive manipulation leaves agents 
unsure that such interference in their choice has been put in place and unsure 
about its methods and B’s intentions behind it. Nonetheless, what connects 
such covertness to a loss of freedom is the fact that the misrepresentation 
is uncontrolled or unjustifed by the part of A, that is, A is not located into 
a net of protection that makes covertness unacceptable, or at least suitably 
difcult or costly, and/or easy to detect and to contest. 
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This account of manipulation distinguishes two diferent accounts 
of manipulation: conceptual and normative (the latter based on a neo-
republican approach). They are answers to the following questions: (I) what 
is manipulation? (II) what makes manipulation problematic? The concep-
tual account is descriptive and helps to individuate a set of activities without 
connecting them to moral commitments or to a specifc normative theory 
of justice. In this, I follow other scholars in recognizing that the analysis of 
the normative status of a practice should be preceded by a prior conceptual 
defnition of such practice (Coons and Weber 2014a; Wood 2014; Whitfeld 
2020). 

As a matter of fact, the conceptual defnition of manipulation shows how 
such practice is prima facie wrongful: it fails to respect the integrity of our 
cognitive capacities, leading to a series of acts whose nature consists in mis-
representing a state of afairs. However, this only means that manipula-
tion stands in need of normative justifcation, without providing one. What 
makes it incompatible with freedom and gives it a moral or political valence 
depends on the normative theory through which we look at the concept. 
The neo-republican normative account proposed here is one of the possible 
attempts to fll this gap. 

Second, this account provides a clear-cut distinction between deception 
and manipulation. In manipulative acts there is no need to employ deceitful 
communication. To be efective, manipulators can simply use correct argu-
ments, or abundance of information and rhetoric, or work on an agenda 
to push the manipulated agents towards their preferences. As some schol-
ars noted, this is what makes manipulation indistinguishable from persua-
sion and difcult to reveal and challenge from an objective basis (Whitfeld 
2020). 

Approaches to manipulation that defne it as an infuence that does not 
engage or appeal to individuals’ rational capacities for deliberation and 
refection are misleading (Sunstein 2016; Blumenthal-Barby 2012). On the 
contrary, manipulators often use and employ an adequate knowledge of 
individuals’ cognitive mechanisms and perceptions as means to ensure that 
manipulated agents make decisions and take actions they prefer. The use 
of rational claims can be manipulative (Klenk 2020; Gorin 2014; Barnhill 
2014). The reduction of individuals’ deliberative capacities is not necessarily 
achieved with the adoption of falsities or reason-bypassing means but rather 
by winnowing down options without notifying them about the ratio behind 
such intervention and thus by misrepresenting a state of afairs. 

Third, the normative account of manipulation defnes it as an interfer-
ence that not only tries to reduce and shift the authorship of decision-
making processes but also to subvert it while obscuring such intention. 
This is what I  mentioned as “displacement” of manipulated agents. In 
neo-republicanism, one of the aims is to promote “non-manipulability” of 
institutions and norms, which means that they should promote public ends 
and be resistant “to being deployed on arbitrary, perhaps sectional, basis” 
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(Pettit 1997, 172). Pettit warns against “false positives”, which are sectional 
misrepresentations that pretend to be initiatives supported by public reason 
(Pettit 2000). 

Therefore, to avoid sectional and partisan advantages that violate the 
functioning of public decision-making processes, institutions should pro-
mote the normative ideal of deliberative democracy. This is based on the 
creation of common good and standards that are recognized as fair and 
relevant by all social actors (Pettit 2019). The public decision-making pro-
cesses should respect interests and ideas, “under an efcacious form of con-
trol that you share equally with others in imposing” (Pettit 2012, 178). 
Thus, this account of manipulation is political rather than ethical: it warns 
against socially powerful citizens or groups and institutions and points out 
that there is a need for adequate forms of institutional design, starting from 
tracking and accountability relationships. 

3 Digital nudging 

The term “digital nudging” refers to the “use of user-interface design ele-
ments to guide people’s behaviour in digital choice environments” (Wein-
mann, Schneider, and vom Brocke 2016). It is based on the work of Thaler 
and Sunstein (2008) that advocates a libertarian and paternalistic choice 
architecture. “A nudge  .  .  . is any aspect of the choice architecture that 
alters people’s behaviour in a predictable way without forbidding any 
options or signifcantly changing their economic incentive” (Thaler and 
Sunstein 2008, 6). 

Digital nudges allow for a greater versatility and opportunities for choice 
architects due to the much more dynamic and automated character of the 
digital environment (Meske et al. 2019). As a matter of fact, Big Data nudges 
have been defned as a special kind of nudge: hypernudges, since they can 
shape people’s choice context and collect their data in more efcacious, tar-
geted and interconnected modalities (Yeung 2017). 

As mentioned, neo-republican interference is a term broadly enough to 
cover any activity that intentionally intervenes in choice (Pettit 2012, 50). 
Digital nudges as activities arguably have an interfering nature, since they 
are direct interventions embodied in user-interfaces or websites (choice 
architecture) by designers (choice architects) that seek to infuence users’ 
choice.4 Moreover, digital nudges rely on the use of psychological mecha-
nisms, such as framing, which implies an alteration of the (perceived) pres-
entation of the environment, or priming, which aims to elicit intentions by 
using statements or images that steer towards a specifc action before a deci-
sion is taken (Mirsch, Lehrer, and Jung 2017) and many others. 

Therefore, digital nudges in certain cases may arguably lead to forms of 
manipulation: subjective interferences that change how a set of options pre-
sents itself according to the cognitive perceptions of users and leave the 
nudged unsure about the ratio of such change. Namely, they may lead to 
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misrepresentations that leave the nudged unsure about the means (how) and 
intentions (why) behind them. This is what scholars called the ‘transpar-
ency’ of a nudge (Hansen and Jespersen 2013). 

Some scholars, relying on republicanism, worry that nudges can help gov-
ernments or corporations to dominate individuals because they lack trans-
parency (Grüne-Yanof 2012; Hausman and Welch 2010). Similarly, some 
identify transparency as the most important criterion to distinguish nudging 
from manipulation, raising ethical concerns on the use of non-transparent 
digital nudges (Hansen and Jespersen 2013; Caraban et al. 2019). Digital 
nudges have been defned as manipulative when they afect the un-refective 
cognitive abilities of individuals and are non-transparent (Heilmann 2014). 
When these digital nudges are overt and identifable and allow for the users’ 
consent and general awareness, then they are ethically justifable (Meske 
and Amojo 2020). 

However, the problematic aspect of digital nudges should not be reduced 
only to transparency. Nudges’ ability to interfere and their possible lack 
of transparency can be enough to subject people to domination, as other 
scholars have argued. Nonetheless, their manipulative character is neither 
a sufcient nor a necessary condition to describe these technological infu-
ences as forms of domination per se. Indeed, digital nudges can be designed 
either to be sources of invasion on users and society at large, implicating a 
signifcant alien interference in relevant valued choices or to be vehicles for 
refection and freedom. The key element that allows to diferentiate between 
the two results is not the fact that an interference – such as manipulation – 
can take place, but that such interference can be accompanied by a denial of 
users’ power and control or, conversely, by a recognition and promotion of 
that same power. Freedom in the social and political sense does not require 
the absence of “manipulation”, understood as an activity whose efects and 
reasons are likely to be unrecognized by the individual manipulated agent 
but rather the absence of alien control on such activity and the presence of 
a systematic net of protection against the latter.5 

Not all digital manipulation amounts to forms of domination. Digital 
manipulation is a form of domination with interference as long as it inter-
venes on choices that are signifcant in social life and is neither suitably 
justifed and transparent nor under a democratic form of control. There 
may be cases in which target acts in digital nudging are relevant choices in 
social life that have been selected and evaluated by an alien values-metric. 
This alien values-metric is such if, not checked and controlled, alters the 
set of options before agents and leads to the creation of diferent evalua-
tive profles, which introduce changes “that do matter: changes that afect 
the probabilities of various valued or disvalued consequences” (Pettit 2008, 
122). Digital nudges may run the risk of radically misrepresenting a set of 
options, with the result that the original options are no longer available for 
agents. If not controlled, this could be a feature that might make some spe-
cifc nudges ethically problematic and controversial. 
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4 Manipulation as digital invasion: examples and critical 
evaluations 

Digital nudges may range from desirable interventions to questionable and 
even radical interventions. Thus, what matters is establishing a solid evalu-
ative framework to assess when and to what extent digital nudges involve 
a denial or deprivation of users’ freedom and undermine their social and 
political relationships. 

According to the proposed framework based on neo-republican political 
philosophy, to be classifed as wrongful manipulative interferences (inva-
sions) and thus dominating, digital nudges should fall within at least one of 
those cases: a) nudges do not track and do not conform to the agent’s inter-
ests (inherently hostile); b) nudges subvert relevant valued options for the 
agent in distorted ones; c) the agent is exposed to uncontrolled misrepresen-
tation; d) nudges do not leave the possibility to check and counter-control 
their interferences (displacement). 

In the frst case, when digital nudges do not track and conform to users’ 
general values and metrics, users are exposed to radical manipulation, which 
undermines their overall ability to choose and imposes a goal or result in con-
trast with their interest and ends. Examples comprise the promotion of bias, 
discrimination or fraud against the self-interest of users (Letzler et al. 2017). 

In the second case the manipulative nature of digital nudges lies in the fact 
that they may be interventions in valued and relevant options in the set of 
options before agents. On a neo-republican understanding, the free person 
is not someone who avoids interventions or burdens but rather someone 
who is systematically protected and empowered against interventions in the 
choices that are deemed to be signifcant in social life (Pettit 1996). It is thus 
necessary to defne which choices or which domains of choice should be 
protected in the social sphere. 

Digital nudges shape users’ behaviours and beliefs that may or may not be 
conducive to various social values. For example, due to the nature of their 
feedback, digital nudges can drive self-reinforcing biases and lead to the 
creation of flter bubbles and echo chambers (Bozdag and van den Hoven 
2015; Pariser 2011). 

Relevant value options might refer to the specifc values-metrics of a 
group in society, whose own interests and peculiarities need to be mean-
ingfully taken into consideration. There are cases in which digital nudges 
exacerbate side efects in vulnerable groups, such as persons with eating 
disorders (Levinson, Fewell, and Brosof 2017) or may increase addictions 
rather than reduce them. The latter is known as the “backfre efect”, which 
triggers users to adopt the opposite target behaviour (Stibe and Cugelman 
2016). Thus, in the design of digital nudges, a focus on contextual sensitiv-
ity (Pettit 1997, 53) should be predominant. 

Another important theme is the fact that establishing which options 
should be understood as valuable may be controversial. For example, the 
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permissibility of nudges may vary considerably in terms of which values 
they support – general social values or values tailored for nudged agents – 
or of which domain they interfere with (Alfano and Robichaud 2018). In 
recent years, policy decisions have given citizens the choice to opt out rather 
than opt in for organ donation (i.e., consent to donate is presumed) (Shep-
herd, O’Carroll, and Ferguson 2014) and have thus increased the number 
of organ donors. The same has been realized for increasing the participation 
in corporate pension schemes (Beshears et al. 2017). 

In one passage, Pettit explicitly wonders whether nudges could amount to 
manipulation. According to him there is no general answer, but the specifc 
case of default rules for organ donation does not amount to manipulation, 
since it provides more information on “the correctness of the message con-
veyed” and does not constitute a distortion of valued options (Pettit 2012, 
56n32, my italics.; See also Pettit 2014, 242).6 

However, one may argue that not all opt-out and other psychological 
mechanisms are free from concerns on their acceptability. For example, one 
of the psychological mechanisms used in digital nudges is the application of 
social norms, that is, standards that constrain and guide a group (Mirsch, 
Lehrer, and Jung 2017). Amazon nudges us to buy further products based on 
what other customers bought. Social norms – or even credible and apparent 
norms – emerge from social interactions and networks and can even change 
the evaluative and normative sense of rightness. Indeed, it may happen that 
a powerful group in society has an additional share of infuence over collec-
tive decisions and on certain norms for arriving at a social choice.7 

In neo-republicanism, there is a prior ‘baseline’ to which any efects of 
interferences by groups or institutions must be understood, and this under-
pins a set of basic liberties that may vary “across diferences in culture and 
technology” (Lovett and Pettit 2018). These liberties are the ones identifed 
by law, such as freedom of speech, association, employment, and others, but 
this does not imply that they should be necessarily restricted and resistant to 
discussion or expansion. 

New digital interactions may require a discussion and a justifcation 
drawn from this prior baseline due to the unprecedented and risky possibili-
ties they entail. Therefore, even the set of liberties should be subject to an 
ongoing reassessment, considering the present-day conditions and technolo-
gies. The current debate on the introduction of the right to mental integrity 
to protect the individual from “many diferent forms of manipulation, that 
the mind encounters on a daily basis . . . in reaction to new challenges and 
technologies” could be an example (Michalowski 2020, 411). 

There may be cases in which the presentation of options by default rules or 
other means may impose a burdened or distorted option on what informed 
people would have chosen in counterfactual scenarios. A default rule in a 
domain like politics may endanger the self-government or other norms of 
the political body. Thus, to avert manipulation we can ask which tools we 
have at our disposal to evaluate nudges – such as balancing, proportionality, 
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reasonableness, or others – and if there are ex ante or ex post measures that 
make the choice of (digital) nudges open to participation and discussion 
(Cassese 2016). 

Finally, a misrepresentation can be deceptive or manipulative, according 
to Pettit (Pettit 2012, 54). The latter can involve true statements in the sense 
that it does not imply deceitful communication but nonetheless can give 
misleading impressions, for example in the relevant omission or abundance 
of information. Moreover, we can distinguish between negligent or innocent 
misrepresentations from fraudulent ones. In common law, for example, to 
be fraudulent, a misrepresentation should be accompanied by recklessness 
to the truth of its statements: a state of mind that deliberately and unjustif-
ably takes an action while disregarding the associated risks. In criminal law, 
some scholars call it a kind of “culpable carelessness”.8 But also negligence 
for risk-taking can equally be a kind of culpable lack of care. 

For example, US college students are often unaware of the fact that 
Google or Facebook personalization algorithms track their data and fl-
ter and prioritize and “nudge” contents accordingly, in ways that may not 
be recognized by them (Powers 2017). A Facebook experiment intention-
ally changed many users’ new feeds but omitted to inform users about it 
(Kramer, Guillory, and Hancock 2014). Finally, the recent COVID-19 pan-
demic has shown how an infodemic – understood as an overabundance of 
information online during a pandemic – may include deliberate attempts to 
undermine the public health response and promote alternative agendas of 
individuals or groups (World Health Organization 2020).9 

Uncontrolled misrepresentation may involve the use of “false positives”, 
that is, partisan misrepresentations that pretend to be supported in the name 
of the common good, as already mentioned. These partisan misrepresenta-
tions can be translated in the digital domain as interventions that pretend 
to empower certain common and recognizable interests for shaping govern-
ments or institutions’ decisions, while promoting objectives and goals of 
sectional and partisan providers. In the literature in philosophy of technol-
ogy, for example, there has been a growing concern on the predominant 
impact that market-driven systems, such as private big tech corporations 
like Google or Amazon, may have on shaping public agendas and research.10 

Moreover, an uncontrolled misrepresentation can be supported by a “culpa-
ble carelessness” attitude, which without justifcation disregards or neglects 
the potential worrisome efects associated with an action. These actions in 
turn can expose the others to the risks of sufering foreseen harmful conse-
quences that could have been avoided. 

5 A net of protection and empowerment 

The account of manipulation as invasion that I  propose in this chapter 
groups together a series of practices in the digital domain in which users 
are not fully aware that they are compromised in their actions. The risk is 
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that users may accept the worldview or misrepresentation of choice environ-
ments that market-driven tech corporations can sustain, internalize it, and 
do not see what is arbitrary about it. What I defne as the risk of “covert-
ness” associated to manipulation may imply diferent levels. Beyond the fail-
ure to adequately inform users or the use of dark patterns or hidden agenda 
by corporations,11 such covertness may extend to the unequal distribution 
of social powers in which members of a group tend to reproduce a norm 
that do not adequately rely on rules, regulations or procedures that are in 
line with democratic standards and protect individuals’ rights and interests. 

“Being in the dark” (Pettit 2012, 54) can be prima facie related to the una-
wareness of the intention or means behind an infuence. Of course, big tech 
corporations are moved by the motive of proft and users have some grow-
ing intuition and awareness that their data and actions in the digital domain 
are placed and shaped in such a market environment.12 However, “being in 
the dark” may also refer to the fact that users can unthinkingly – often in a 
manner that is habitual – reproduce in their actions a social norm that pre-
tends to endorse an equal social status for all individuals while exploiting a 
partisan advantage of some over others and undermining the collective abil-
ity to safely rely on the law. As already mentioned, manipulation as invasion 
afects social free will, which allows individuals to choose meaningfully in 
line with their interests: in doing so, it brings about an unequal distribution 
of power and knowledge of whose implications the manipulee can be not 
completely aware.13 

However, the problematic aspect of digital nudges should not be reduced 
merely to transparency and awareness. Digital nudges often lack transpar-
ency and do not reveal and exhibit to people the reasons and procedures 
behind their interactions with them. To be invasive and thus morally prob-
lematic, digital nudges should deny not merely the full or adequate knowl-
edge of their means and supposed aims but even a status to manipulated 
agents: a position which allows them to be recognized and to see, uncover, 
and even contest nudges.14 The lack of transparency can exacerbate and 
also be a symptom of another more dangerous risk: the failure to respect the 
status of users as citizens and thus sources of the norms that govern them. 

Indeed, the further step introduced by neo-republicanism extends the 
scope of freedom, making it a robust and normatively justifed status (Pettit 
2003). Perspectives that reduce neo-republicanism to liberalism, arguing 
that in both approaches the right to individual freedom and privacy is pre-
dominant over instances for public and political protection (Stahl 2016), 
overlook a fundamental feature of Pettit’s framework. Indeed, with the 
term “status” Pettit does not merely imply acts or strict formalizations of 
rights, but relationships of power: the individuation of right forms of rela-
tional balance of power, where one can have the possibility to be heard and 
authorized by the others (Pettit 1996). 

A principle advanced by Thaler and Sunstein to prevent manipulation via 
nudges is Rawls’s publicity principle, according to which public institutions 
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or groups cannot adopt policies that they would not be able or willing to 
defend publicly (Thaler and Sunstein 2008, 244–45). However, as schol-
ars have pointed out, this principle is inefective in digital contexts, since 
monitoring and interactions often take place without citizens’ consent. Also, 
institutions and public or private agencies openly defend their behaviours 
without any concern on the possible consequences of their acts (Yeung 
2015, 462). 

This is where neo-republicanism may turn out to be helpful since it 
focuses on the power to manipulate rather than the acts of manipulation 
themselves. It sheds light on the fact that the absence of manipulative acts 
or the awareness that such acts has been put in place15 are not sufcient to 
guarantee freedom. A benevolent manipulator remains someone who has 
the power to manipulate. There can be unfreedom even in those cases where 
actual or possible practices of manipulation are publicly communicated 
through transparent means and people are aware of those practices.16 

Therefore, in the case of digital nudges, the regulatory challenge consists 
not only in the implementation of awareness by the part of users and of 
transparency about means and intentions by the part of private providers 
but also in providing public tools and means of empowerment, communica-
tion, and contestation. Any kind of interference should be made not only 
transparent but also explainable and justifable: it should be subject to pub-
lic protection, debate, and contestation, especially in all those cases where 
groups in society have a power to interfere with relevant valued options, 
that is, options that are signifcant in the social sphere. When Pettit analyzes 
domination, he is interested in the social relation of power between indi-
viduals and the kind of choices that can have more weight and signifcance 
in the social arena. Some choices and some relationships are more important 
than others for our freedom, and neo-republicanism helps to diferentiate 
normatively diferent kinds of infuences and social standings.17 

The last criterion adopted in this chapter to assess when digital nudges 
are dominating interferences (invasions) is the one related to the “displace-
ment” of individuals or the lack of checking and counter-control. A dis-
placement does not merely imply an intervention into users’ choices but an 
uncontrolled intervention by those whose set of options is afected. 

What makes digital manipulation morally problematic is not the fact 
that it can interfere with the set of options of individuals or that it is non-
transparent. Rather, what makes that digital manipulation lead to a loss of 
freedom is the fact that is democratically uncontrolled: it has an impact on 
options that do matter in social and political reality, without being suf-
ciently or adequately justifed by the part of groups or powers that should be 
held accountable for their actions. Opaque digital nudging by private big tech 
corporations is often a sign that such social actors do not care much about 
a democratically controlled system that can oversee and warn against their 
actions. Political and social freedom does not just concern the absence of 
interferences such as manipulation or the doors that are open to individuals 
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but also requires that no doorkeeper has the power to close or conceal a door 
without signifcant costs (Pettit 2011, 709). In this sense, the development of 
a systematic net of protection serves to make unacceptable, or at least suit-
ably difcult or costly, this kind of uncontrolled digital manipulation. 

Such a systematic net is brought about by a “cultural, legal and political 
matrix of protection and empowerment” (Pettit 2008, 104) and involves 
diferent tasks. For example, in the digital domain it can provide means to 
the public to hold the decisions and acts of private big tech corporations 
democratically accountable. Such a net of protection should raise questions 
about public accountability gaps, which, beyond the issues of information 
disclosing and visibility, afrm that we need modalities to make systems 
not only transparent, explainable, and understandable to the experts or the 
designers but also explainable and understandable to the users and audience 
at large (Pasquale 2015; Santoni de Sio and Mecacci 2021). 

Moreover, in the digital context, over and above the manifest choice of a 
regulatory instrument that should be tailored to new systems’ functionali-
ties and overcome the limits of consent-based approaches, such a net may 
also require a regulatory overseeing body or group. This group could shape 
technological policies and foster public understandability and scrutiny. 
Individuating a mediator in the social environment is one of the modalities 
and solutions that a neo-republican perspective could provide, along with 
a preference for the notion of contestation over that of consent as the basis 
for political legitimacy (Pettit 1997, 202, 2012, 215–16).18 The defnition 
and construction of such a net are a work in progress (Pettit 2019) and can 
constitute a relevant alternative to our current approaches to digital choice 
architecture, which arguably have a predominant focus on individuals and 
neglect collective sociopolitical action.19 

6 Conclusion 

In this chapter, I  showed how neo-republicanism can provide conceptual 
and normative tools to analyse and address the problem of manipulation in 
relation to digital nudges. This proposed shift to a neo-republican perspec-
tive can be a means to address collective and shared responsibility in rela-
tion to – and not in opposition to – individual freedom and agency. Indeed, 
with its emphasis on social and political relations, it may ofer a prom-
ising account on the interconnection between digital choice architecture 
and human freedom. It should be noted, however, that this chapter neither 
addressed the issue of theorizing neo-republican forms of “control” that 
do not lead to a loss of freedom nor explored in detail the role that digital 
nudges may have in shaping and supporting a democratic net of protection 
and empowerment. Thus, future work consists in further implementing the 
proposed theoretical framework to understand the challenge of designing 
digital choice environments that avert forms of uncontrolled manipulation 
and promote the freedom of individuals and society. 
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Notes 
1. On the frequently interchangeable use of the three terms in Pettit, see also Beck-

man and Rosenberg (2018). 
2. Pettit states that the introduction of arbitrariness is not an evaluative justifca-

tion (moral) but factual (Pettit 2012). On the exact understanding of the term 
“arbitrariness” there is a huge debate in the literature, which has generated 
ambiguity and diferent interpretations (see, for example, Arnold and Harris 
2017). However, I am not going to explore in detail the issues related to the 
concept of arbitrariness and its procedural or substantive interpretations. On 
this point, see Gorin’s chapter in this volume, where a “reason substantivism” 
is adopted. 

3. (Pettit 2012, 46). Another kind of invasion is domination: the mere exposure to 
the power of another. Of course, Pettit’s view is focused on the normative status 
of interference. This specifc distinction between a conceptual defnition and a 
normative status of manipulation is proposed in this chapter starting from and 
further developing Pettit’s arguments in various works, among the others: Pettit 
(2012, 2008). 

4. In Pettit’s view, interference takes place only when there is an agent or a corpo-
rate that intentionally exerts it or has the capacity to do so (Pettit 1997, 52–53). 
This may raise questions about the nature of intentionality, the capacities of 
technological systems for intentionality and about the agency of corporates and 
groups that in this chapter I am not going to explore in detail. Nonetheless, 
I  am focusing on the special emphasis that neo-republicanism places on the 
power to change and respond to possible sources of domination and interfer-
ence in the wider environment, notwithstanding these are intentional, quasi-
intentional, or not. 

5. A similar suggestion was advanced for example by Schmidt (2018) and Schmidt 
and Engelen (2020), claiming that nudges to be acceptable should be suitably 
transparent and amenable to democratic control. 

6. This specifc nudge seems to be labelled by Pettit under the umbrella term of 
“persuasion”, which makes the pros and cons of options more salient and does 
not infringe upon individuals’ deliberative capacities (see Pettit 2015). 

7. Some neo-republican scholars prefer to talk about “systemic domination” in 
such a case: a kind of domination that is not agent-relative, stemming from the 
epistemic or material resources of a group. Conversely, it is mediated through a 
set of social norms and practices (Laborde 2010; Gädeke 2020). 

8. Where carelessness is defned as “a suitably clear demonstration of the defend-
ant’s insufcient concern for the interests of others” (Stark 2016, 9). Under 
the term of “culpable carelessness”, Stark (2016) wanted to analyze two terms 
that have been individuated in the Standard Account of Anglo-American 
criminal law and doctrine: “awareness-based culpability (recklessness) and 
inadvertence-based culpability (negligence) for unjustifed risk-taking” (Stark 
2016, 6). 

9. In recent years, scholars have noticed that social networks are a space for tar-
geted and polarized political propaganda, as the case of the Cambridge Analyti-
cal scandal and US political elections have demonstrated (Howard et al. 2018; 
Milano, Taddeo, and Floridi 2020). 

10. On this point, see Sharon (2016, 2021). 
11. See Jongepier and Wieland’s chapter in this volume. 
12. This point is highlighted also in Grill’s chapter in the volume. 
13. According to Sandven, for example, when social norms bring about an unequal 

distribution of status and credibility, they ground epistemic injustice, making 
individuals unable to exercise “responsive” control, the kind of control that 
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people should have after having experienced an interference (Sandven 2020; 
Schmidt 2018).

 14. Reckless actors are culpable when they are “unmoved” by beliefs that show 
how they can be “insufficiently motivated by the interests of others”, see Stark 
(2016, 122).

 15. Awareness is not enough:

(alien control) will remain true if B becomes aware of the invigilation and vir-
tual control exercised by A and can do nothing about it . . . Apart from living 
under the control that goes with being invigilated, B will suffer the inhibition 
that goes with being consciously invigilated.

(Pettit 2008, 113)

 16. A condition for a system to be considered under adequate civic control lies in 
the fact that it is unconditioned, which means that “people have an influence on 
government that is not conditioned on the willingness of government, or of any 
third party, to play along” (Pettit 2012, 80).

 17. On the contrary, this is a limitation of Foucaultian approaches, which hold that 
any reconfiguration of power relations may in principle amount to domination 
(Shapiro 2012; Hoye and Monaghan 2018).

 18. Contestation is provided by open assemblies, critical media, watchdog bodies, 
tribunals, independent ombudsman and courts through which contestations can 
be heard and appealed. They allow a “pre-contestation, for transparency in 
the decisions contested, and post-contestation, for impartiality in resolving the 
charges raised” (Pettit 2012, 215; Farrell 2020, 871).

 19. See also Schmidt and Engelen (2020).
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