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A Deep Learning Based Tool For Ear Training

David Nogales Pérez

Abstract

The primary objective of this thesis is to utilize deep learning techniques to

develop a tool capable of generating meaningful melodic dictation exercises for

music teachers and their students to use and practice with. A meaningful exer-

cise would be one that follows a chord progression and has a certain degree of

musicality. To achieve this, the Nottingham dataset was carefully preprocessed

and formatted in such a way that only the most relevant characteristics were re-

tained before being fed into the model. After fine-tuning the hyperparameters of

a model with an architecture resembling that of a GPT (Generative Pre-trained

Transformer) model, the best performing models were evaluated using synthetic

metrics as well as by teachers with a background in music. Although the results

did not meet the desired expectations due to certain decisions made during the

preprocessing phase, the project offers valuable insights and recommendations

for continued progress in developing a system that effectively meets the needs

of music teachers and students.

Keywords: deep learning, melodic dictation, Nottingham dataset, prepro-

cessing, GPT model, music teaching, chord progression.
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Resumen

El objetivo principal de este pryecto es utilizar técnicas de aprendizaje pro-

fundo para desarrollar una herramienta capaz de generar ejercicios de dictado

melódico significativos para que los profesores de música y sus estudiantes los

utilicen y practiquen. Un ejercicio significativo seŕıa aquel que sigue una pro-

gresión de acordes y tiene cierto grado de musicalidad. Para lograr esto, el

conjunto de datos de Nottingham se preprocesó y formateó cuidadosamente de

tal manera que solo se retuvieron las caracteŕısticas más relevantes antes de

alimentarlas al modelo. Después de ajustar los hiperparámetros de un modelo

con una arquitectura similar a la de un modelo GPT (Transformador Genera-

tivo Pre-entrenado), los modelos con mejor rendimiento se evaluaron utilizando

métricas sintéticas aśı como por profesores con experiencia en música. Aunque

los resultados no cumplieron con las expectativas deseadas debido a ciertas deci-

siones tomadas durante la fase de preprocesamiento, el proyecto ofrece valiosas

ideas y recomendaciones para continuar progresando en el desarrollo de un sis-

tema que satisfaga eficazmente las necesidades de los profesores y estudiantes

de música.

Palabras clave: aprendizaje profundo, dictado melódico, conjunto de datos

de Nottingham, preprocesamiento, modelo GPT, enseñanza de música, pro-

gresión de acordes.
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Resum

L’objectiu principal d’aquest projecte és utilitzar tècniques d’aprenentatge

profund per desenvolupar una eina capaç de generar exercicis de dictat melòdic

significatius perquè els professors de música i els seus estudiants els utilitzin

i practiquin. Un exercici significatiu seria aquell que segueix una progressió

d’acords i té un cert grau de musicalitat. Per aconseguir això, el conjunt de

dades de Nottingham es va preprocessar i formatar acuradament de tal manera

que només es van retenir les caracteŕıstiques més rellevants abans d’alimentar-les

al model. Després d’ajustar els hiperparàmetres d’un model amb una arquitec-

tura similar a la d’un model GPT (Transformador Generatiu Pre-entrenat), els

models amb millor rendiment es van avaluar utilitzant mètriques sintètiques

aix́ı com per professors amb experiència en música. Encara que els resultats no

van complir amb les expectatives desitjades a causa de certes decisions preses

durant la fase de preprocessament, el projecte ofereix valuoses idees i recomana-

cions per continuar progressant en el desenvolupament d’un sistema que satisfaci

eficaçment les necessitats dels professors i estudiants de música.

Paraules clau: aprenentatge profund, dictat melòdic, conjunt de dades de

Nottingham, preprocessament, model GPT, ensenyament de música, progressió

d’acords.
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CHAPTER 1

Context and Scope

1.1 Introduction

In the following sections, the problem that this project aims to solve will be

defined, as well as the theory necessary to understand it.

1.2 Context

The context in which this project is developed is as a Bachelor’s thesis of the

Computer Engineering Degree specialising in Computer Science, which is im-

parted at the Facultat d’Informàtica de Barcelona at the Universitat Politècnica

de Catalunya. The project is overseen and mentored by Enrique Romero Merino,

associate professor at the Department of Computer Science.

1.3 Concepts

Fundamental concepts regarding the scope of the project are defined in the

following sections.

1
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1.3.1 Deep Learning

Deep Learning, as defined in [1], is a subset of Machine Learning that provides

different kinds of techniques and algorithms that allows computers to “learn”

from great amounts of data. Neural Networks are the main algorithms of Deep

Learning whose structure of layers of nodes is inspired by the human brain and

its neurons [2]. An image of a common structure of a neural network is provided

in Figure 1.1

Figure 1.1: Common Neural Network Structure. [3]

Natural Language Processing (NLP)

Natural Language Processing refers to the study of natural language used daily

by humans such as text or speech[4] and with the rise of computers and Deep

Learning techniques, the study of this field has been greatly broaden.

Common problems tackled inside this field are:

• Text Classification.

• Language Modeling.

• Machine Translation.

• Speech Recognition.

Sequence-to-sequence Models

From an NLP perspective, Machine translation is a task mainly used to trans-

late between a source and a target language used by different kinds of people.

A sequence-to-sequence model is a more generalised approach to translation

Chapter 1 Context and Scope 2
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that, not only includes machine translation but other common tasks such as

speech recognition, response generation, and practically anything [5]. A visual

example of said tasks can be seen in Figure 1.2

Figure 1.2: Example of Sequence-to-sequence tasks. [5]

Recurrent Neural Networks (RNNs)

RNNs are neural network architectures that differ from the common feedfor-

ward neural networks in mainly one aspect, they are oriented to time series or

sequential tasks since its internal structure is suited to handle data with rela-

tionships through time.

Throughout the years, variations of the same architecture were introduced

to tackle different issues that the original one presented, such as the vanishing

gradients problem1 which was addressed with the introduction of the Long

Short-Term Memory (LSTM)[6] or theGated Recurrent Unit (GRU)[7]

which tried to maintain the gains of LSTMs while presenting a simplified ar-

chitecture. A simple representation of each architecture can be seen in Figure

1.3.

An empirical comparison of said models was performed in [9], where a pre-

diction task applied to music datasets was used as a benchmark between the

models. The findings concluded in that the latter models performed equally

well and outperformed the original RNN architecture. Some of the results can

be seen in the table 1.1 where GRU model slightly outperforms the rest of the

models.

1The vanishing gradients problem arises from the decaying error between the layers when
performing backpropagation[6]

Chapter 1 Context and Scope 3
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Figure 1.3: RNNs internal architecture. [8]

Music Dataset tanh GRU LSTM

Nottingham
train 3.22 2.79 3.08
test 3.13 3.23 3.20

JSBChorales
train 8.82 6.94 8.15
test 9.10 8.54 8.67

MuseData
train 5.64 4.93 6.49
test 6.23 5.99 6.23

Piano-midi
train 5.64 4.93 6.49
test 9.03 8.82 9.03

Table 1.1: Average negative log-probabilities in music datasets. [9]

Transformers

With the introduction of the transformer architecture[10] (seen in Figure 1.4),

models such as BERT (Bi-directional Encoder Representations from Trans-

formers)[11] and GPT (Generative Pre-Training)[12], achieved state-of-the-

art results on a wide range of NLP-related tasks.

Music Transformer[13] and MusicLM[14] are some examples of what can

be achieved with this architecture when tackling problems in the music domain

such as generating music with long-term structure or generating music from text

descriptions.

1.4 Problem to be Solved

As a student at various music schools, I noticed an extensive lack of on-demand

exercises that aim to develop one or more necessary basic skills to achieve a

certain level of musicianship.

Chapter 1 Context and Scope 4
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Figure 1.4: Transformer model architecture. [10]

This thesis intends to solve this particular issue by applying Deep Learn-

ing techniques to generate meaningful exercises for music teachers and their

students. Since providing a technological solution for every type of exercise

would not be feasible in the period of this thesis, the project will only focus on

providing a solution for Melodic Dictation exercises.

1.5 Stakeholders

The different types of stakeholders involved in this project are listed below.

Chapter 1 Context and Scope 5
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Primary

Music teachers and students are the main stakeholders in the project, as

they are whom the outcome of this initiative is aimed at, providing them with

tools that improve their workflows, in the case of teachers, or hone their skills,

in the case of students.

Secondary

The author of the thesis and the tutor are both involved in the development

of the project and have a shared interest in completing it successfully.

Tertiary

Music schools and Conservatoires could benefit from the outcome of the

project but are not directly involved in it. Lastly, the music community since

it could make use of the research poured into this project.

1.6 Justification

1.6.1 Current Solutions

Throughout my own journey of studying music composition, one of the most

recommended websites by music teachers for practising ear training exercises

has been teoria.com.2

The platform hosts different kinds of exercises such as melodic dictation or

interval recognition. Looking at the user interface (Fig. 1.5) of one of the afore-

mentioned exercises, one can tell that it allows the user to customise its practice

session using a set of high level options.

When selecting different kinds of options a counter is provided to let the user

know the number of exercises available that match the selected characteristics.

The problem arises when the user selects very few options, leaving it with a

small sample of exercises. In other words, the user will always have a fixed

number of exercises when selecting some desired characteristics.

2teoria.com is a platform that specialises in providing music theory as well as a diverse
range of practical exercises.

Chapter 1 Context and Scope 6
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Figure 1.5: Melodic dictation User interface taken from teoria.com. [15]

In fact, the maximum amount of melodic dictation exercises that a user can

practice, at least at the time of writing this thesis, are 1416 (See Total exercises

in figure 1.5), which sounds like a decent amount, but when used regularly in

sessions aimed specifically to practice a set of characteristics, it shows its lack

of variety.

All in all, teoria.com is the better option when it comes to this particular

type of exercise. Since it is a free alternative to traditional textbooks full of

exercises and alternatives such as see TonedEar whose exercises lack a much

needed musicality3.

1.6.2 Related Studies

In [16] we observed that GPT-2 can be used to generate believable music

when working with melodies represented in a text format such as the ABC

Notation4.

Additionally it has been demonstrated that GPT-2 can be fine-tuned to

generate music following a specific structure dictated by the user by using

3Musicality in this context meaning the quality of having a pleasant sound or melodi-
ousness.

4ABC Notation is a system designed to notate music in plain text format.

Chapter 1 Context and Scope 7
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control codes [17]. This would mean that the model can be steered to create

melodies with a particular context such as the generation of melodic dictation

exercises.

1.6.3 Solution Justification

As seen previously, the current solutions fail to provide on-demand melodic

dictation exercises with sufficient variety and musicality when focusing in par-

ticular sets of characteristics.

Moreover, in the previous section we saw some studies which proved that

GPT-2 can generate interesting melodies in a controlled manner. This would

mean that we could leverage the power of language models to potentially solve

our problem.

1.7 Scope

1.7.1 Main Objective

As previously introduced in Section 1.4, the main objective of this thesis is to

present a tool capable of generating melodic dictation exercises with an specific

structure and sufficient musicality.

1.7.2 Secondary Objectives

To accomplish the main objective, the development of the project has been

partitioned into secondary objectives:

• Research transformer based Language Models.

– Study transformer architecture.

– Explore different frameworks for manipulating said models.

• Familiarise with NLP techniques.

• Train the model on a suitable dataset.

– Study different music datasets.

– Fine-tune the model to the dataset

• Deploy the model to a web application.
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– Research web development stacks.

– Develop user interface.

– Program API server.

• Empirically evaluate obtained results.

1.7.3 Additional Requirements

Functional Requirements

• The model is capable of generating melodic dictation exercises.

• The website is capable of interacting with the model

• The website provides a music sheet viewer for the generated exercise.

Non Functional Requirements

• The exercises have sufficient musicality.

• The exercises follow the characteristics provided by the user

• The exercises are generated in a timely manner.

• The application is user-friendly.

• The app has a responsive web design.

• The project follows an Agile methodology and good programming prac-

tices.

1.7.4 Risks and Obstacles

Throughout the development of the project some problems may arise that have

to be taken into account. Potential issues are described as follows:

• Project deadline. For each phase of the project there are different

deadlines to be met.

• Inexperience in the domain. Given that the contents of the project

are not studied deeply throughout the degree, the learning curve of the

subject has to be considered since more time than the allocated could be

needed.
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• Poor planning. Less time than needed could be assigned to one or more

tasks, causing delays in the project.

• Computational power. Deep learning models often require a consider-

able amount of resources that may not be readily available.

1.8 Methodology and Rigour

1.8.1 Work Methodology

For the development of this project I chose to follow an agile methodology since

it provides a more flexible environment compared to a waterfall approach.

More specifically the project will use the Scrum framework [18], with sprints

of one week and with all the roles assigned to myself. At the end of each week

the common Scrum events (Sprint Planning, Review and Retrospective) will take

place. The Daily Scrum will not take place since all the roles are performed by

one person.

1.8.2 Monitoring Tools

To monitor the project, we will use Git as the main version control software,

Overleaf to keep track of the report and GitHub as the platform for remotely

hosting code and as a redundancy measure. Additionally, GitHub Projects

will be used to keep track of the project following the Scrum Methodology.

Finally, meetings with the tutor will always be scheduled before reaching a

milestone, such as passing the project management course, the control meeting

stipulated in the project regulations, and before the final presentation. But they

will not be regularly scheduled, in an attempt to emulate real-life conditions

of the development of a project, aiming to encourage work independence and

creativity in finding solutions when facing complex problems.

Chapter 1 Context and Scope 10



CHAPTER 2

Project Planning

2.1 Task Definition

The Bachelor thesis of the Computer Science degree (TFG) at UPC has a work

load of 18 ECTS, 3 of which belong to the project management course, which

according to its syllabus, it is estimated to be 75 working hours.

This would mean that each ECTS is worth 25 hours of work, so the over-

all project should comprise at least 450 working hours, of which 375 hours are

allocated to project development and the rest to the project management course.

The course syllabus also proposes to allocate 37.5 hours of its workload to

the study of the course material and the synthesis of the final course report,

while the remaining 37.5 hours should be dedicated to working on the main

tasks of the TFG.

Additionally, the project has to meet different deadlines throughout its de-

velopment. First, the student has to pass the Project Management course, then

a follow-up meeting with the tutor has to take place to be allowed to pick a

presentation date.

11
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Furthermore, due to personal reasons, the development of this project had

to be delayed for a couple of months and therefore the deadlines of a normal

term had to be changed accordingly. The deadlines for each phase of the project

can be at table 2.1.

Event Deadline
Project Management Report Delivery 15/03/2023
Progress Review 14/04/2023
Memory Presentation 08/05/23-12/05/2023
Project Defence 15/05/23-19/05/2023

Table 2.1: Project events with their deadlines. [Own Compilation]

In the following sub-sections the tasks will be partitioned according to their

nature and assigned an estimation in hours. Moreover, dependencies between

tasks will be described as well as human and material resources requirements.

2.1.1 Resources

Material Resources

A wide range of tools will be used throughout the development the project as

described down below.

• Code Editor. VS Code will be used as the main tool for writing and

editing code, given its ease of use and extensibility.

• Report Editor. Overleaf will be used since it provides an intuitive in-

terface for writing LaTex based documents.

• Version Control Software. Git and GitHub will be used to keep track

of changes in the project locally and remotely.

• Project Monitoring Tools. GitHub Projects will be used to supervise

the project and Google Workspace apps will be used to arrange meetings

and share progress with the tutor.

• Development Platform. Docker will be used to containerise the envi-

ronment of each aspect of the project.
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• Hardware. A computer will be used with the following specifications: 16

GB RAM, Intel Core i7-10870H and NVIDIA GeForce RTX 3060.

Human Resources

During the development of the project different human resources will intervene.

Said resources are describe as follows:

• Project Manager (PM). In charge of planning the project and ensuring

that the objectives are being met.

• Data Scientist (DS).Designs and develops the necessary components for

an artificial intelligence project. Some responsibilities of a data scientist

are gathering data, building pipelines to use said data, and the final model

evaluation.

• Full Stack Developer (FSD). Is in charge of developing both client and

server software for a website.

• AI Consultant (AIC). Provides expert knowledge in the domain. This

role will be performed by the tutor

In table 2.3, one can observe the different roles assigned to its corresponding

task.

2.1.2 Project Management Tasks (T1)

The tasks related to the overall planning of the project are described below:

• Tutor Meetings (T1.1). The meetings will only take place to present

meaningful progress in the project and occasionally to solve doubts. (10h)

• Contextualisation and Scope (T1.2). Defines the objectives of the

project, its relevance, and the context of the study. (15h)

• Project Planning (T1.3). Describes the tasks to be solved throughout

the project and all the necessary resources for its completion. (12h)

• Economic Management (T1.4). Analyses the economic cost of under-

taking a project of this nature. (12h)

• Sustainability Report (T1.5). Analyses the sustainability of the project

given the resources poured into it. (12h)
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• Final Document Synthesis (T1.6). Verifies the redaction quality of

the final report to make sure it gathers all the requirements of a TFG.

(40h)

• Development Monitoring (T1.7). Comprises all the events of the

Scrum framework necessary to correctly monitor the development of the

project. (35h)

2.1.3 General Tasks

The objectives described in section 1.7.2 are described down below.

Research (T2)

• Study transformer Architecture (T2.1). Familiarise myself with the

theory behind the architecture and some popular transformer-based lan-

guage models. (60h)

• Familiarise with NLP techniques (T2.2). Study different techniques

on how to handle text will help to treat the data in a more efficient way.

(50h)

• Analyse Music Datasets (T2.3). Select a suitable dataset for the

project since a proper dataset should avoid doing more work than neces-

sary. (50h)

• Explore Deep Learning Frameworks (T2.4). Pick an appropriate

framework is an important task given that it could greatly reduce the

development time since they are aimed to provide different layers of ab-

straction to solve a variety of problems. (20h)

• Investigate web development stacks (T2.5). Evaluate the strengths

and weaknesses of different libraries when deploying a Deep Learning ap-

plication. (20h)

Development and Experimentation (T3)

• Create Development Environments (T3.1). The necessary software

for the project has to be defined and installed in order to proceed with

the rest of tasks. (5h)
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• Exploratory Data Analysis (EDA) (T3.2). This task is necessary

to gain valuable insights on the selected dataset and to pre-process it

correctly. (10h)

• Build Experimentation Pipeline (T3.3). Common Machine Learning

Pipelines involve the development of functions with different objectives,

such as a data loader, data pre-processor, model trainer, model fine-tuner

and a model evaluator. All of these are necessary for creating a model, so

it is essential to build a robust pipeline. (20h)

• Train Model (T3.4). This process consumes a considerable amount of

time and utilises the experimentation pipeline. (25h)

• Fine-tune Model (T3.5). Once trained, the model is evaluated and

fine-tuned to generate the best possible results. (10h)

• Design User Interface (T3.6). A sketch of the interface is necessary

to proceed with its implementation. (10h)

• Implement User Interface (T3.7). The front-end is implemented fol-

lowing a concrete design. (10h)

• Program API Server (T3.8). The back-end is implemented to allow

interaction with the trained model. (5h)

• Deploy web application (T3.9). The full application is deployed using

a suitable platform. (5h)

Testing and Evaluation (T4)

• Evaluate Model (T4.1). Empirically evaluate the obtained results and

draw a conclusion. (20h)

• Test User Interface Design (T4.2). Assess interface usability. (20h)

2.2 Time Estimate

As said previously in Section 2.1, different workloads and deadlines have to be

taken into account in order to develop the project successfully.

In order to have balanced workloads every week, the amount of work will

be evenly distributed between weeks starting at 02/01/2023 until the memory

presentation (See 2.1) which roughly comprises 17 weeks.
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The work in hours per week and day is shown in table 2.2, where it is

estimated that a typical day will need 4 hours of work to reach (and surpass)

the 450 hours stipulated by the university normative.

It is worth noticing that the rounded estimation is an approximation of

the project objective and that the hours allocated for the project management

course are there to reflect that some weeks may need approximately 5 hours

to be dedicated in order to do both at the same time.

Total (h) Working Weeks Hours per Week (h) Working Days Hours per Day (h)
Project Objective 412.5 17 24.3 7 3.5
Project Management Course 37.5 4 9.4 7 1.3
Rounded Estimation 476 17 28 7 4

Table 2.2: Time allocation by weeks and days. [Own Compilation]

2.2.1 Workload Estimation

The estimated workload for each task is provided in table 2.3. Additionally a

dependency graph is provided (See Figure 2.1) to assess the concurrency of the

tasks efficiently.

It is worth noting that tasks T1.1 and T1.7 are missing from the aforemen-

tioned graph given that they can be performed in every step of the development.
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Name Task Time (h) Dependencies Human Resources
Project Management T1 136
Tutor Meetings T1.1 10 - PM, AIC
Contextualisation and Scope T1.2 15 - PM, DS
Project Planning T1.3 12 T1.2 PM
Economic Management T1.4 12 T1.3 PM
Sustainability Report T1.5 12 T1.4 PM
Final Document Synthesis T1.6 40 T1.5, T4.1, T4.2 PM
Development Monitoring T1.7 35 - PM
Research T2 200
Study transformer Architecture T2.1 60 T1.2 DS
Familiarise with NLP techniques T2.2 50 T1.2 DS
Analyse Music Datasets T2.3 50 T1.2 DS
Explore Deep Learning Frameworks T2.4 20 T2.1, T2.2 DS
Investigate web development stacks T2.5 20 - FSD
Development and Experimentation T3 100
Create Development Environments T3.1 5 T2.4, T2.5 DS
Exploratory Data Analysis (EDA) T3.2 10 T2.3, T3.1 DS
Build Experimentation Pipeline T3.3 20 T3.2 DS
Train Model T3.4 25 T3.3 DS
Fine-tune Model T3.5 10 T3.4 DS
Design User Interface T3.6 10 - FSD
Implement User Interface T3.7 10 T3.6, T3.1 FSD
Program API Server T3.8 5 T3.1 FSD
Deploy web application T3.9 5 T3.8, T3.7 FSD
Testing and Evaluation T4 40
Evaluate Model T4.1 20 T3.4, T3.5 DS, AIC
Test User Interface Design T4.2 20 T3.9 FSD

Table 2.3: Task dependencies and resource allocation. [Own compilation]
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Figure 2.1: Task dependency graph from table 2.3 with resource colour coded
(PM,green;DS,red and FSD,blue). [Own Compilation]
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2.3 Risk Management

As previously discussed in Section 1.7.4, one has to contemplate possible ways

to solve such problems. An assessment of the impact of each problem is pro-

vided below, accompanied by a recommended solution and a time estimation of

resolution based on a risk percentage ranging from 10 to 20 percent of the total

time of the task according to its risk.

• Project deadline [Low Impact]. If a deadline is approaching, it is pos-

sible to increase the number of hours per day for any task, as all planning

has been calculated with this option in mind. Furthermore, this issue is

constantly evaluated at the end of each sprint to re-evaluate the workloads.

(Task 1.7 estimated delay 3.5-7h)

• Inexperience in the domain [High Impact]. More hours can be

allocated to research if necessary, but this would mean that some non-

functional requirements would not be developed or even that the quality

of the project itself would be lowered, resulting in a reduction of the project

scope. (Task 2.1 estimated delay 6-12h)

• Poor planning [Low Impact]. By following an Agile Methodology this

problem is greatly mitigated as the workload of each task is reviewed in a

timely manner to avoid delays. (Task 1.7 estimated delay 3.5-7h)

• Computational power [Medium Impact]. If a deadline is approach-

ing, one can evaluate the possibility of moving the local training to a paid

cloud-based environment to accelerate the model training. But in addition

to this being expensive in some cases, we would also have to adapt the

code to run on the remote instance. (Task 3.4 estimated delay 2.5-5h)

2.4 Update on the planning

A new Gantt diagram with the updated task spans was not generated because

the differences were almost imperceptible. This was due to the fact that instead

of allocating more days for the extra time taken by tasks, the workday hours

were increased to meet each task deadline with only a day or two of difference.

Moreover, in order to successfully complete the core tasks of the project, the

calculations of the adapted costs for the new hours allocated were intentionally

left undone, as reiterated in the sustainability report.
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CHAPTER 3

Budget

3.1 Cost Identification

This section analyses the budget necessary to carry out the project in its entirety.

3.1.1 Staff Costs

In section 2.1.1, we have already identified the different roles in the project and

also assigned them their corresponding tasks (See 2.3).

The different salaries for the roles are shown at the table 3.1. The annual

salary and hourly fees are described with and without taking into account the

social security percentage. It is worth noting that the hourly rate was calculated

considering 40 hours of work each week and 52 weeks in a year. The full year

has been taken into account as it includes: working days, government holidays

and the annual paid holiday period [19].

Role Annual Salary (€) Annual Salary with Social Security (€) Hourly Rate (€/h)
Project Manager (PM) 48452 65410.20 31.45
Data Scientist (DS) 35666 48149.10 23.15
Full Stack Developer (FSD) 22481 30349.35 14.59
AI Consultant (AIC) 53117 71707.95 34.47

Table 3.1: Salaries by role with 35% social security percentage.[20]
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In table 3.2 we can observe the cost per activity (CPA) based on the hourly

fees of each role while taking into account the social security payments.

Name Task Time (h) PM (h) DS (h) FSD (h) AIC (h) Cost Per Task (€)
Project Management T1 136
Tutor Meetings T1.1 10 10 0 0 10 659.22
Contextualisation and Scope T1.2 15 15 15 0 0 818.94
Project Planning T1.3 12 12 0 0 0 377.37
Economic Management T1.4 12 12 0 0 0 377.37
Sustainability Report T1.5 12 12 0 0 0 377.37
Final Document Synthesis T1.6 40 40 0 0 0 1257.89
Development Monitoring T1.7 35 35 0 0 0 1100.65
Research T2 200
Study transformer Architecture T2.1 60 0 60 0 0 1388.92
Familiarise with NLP techniques T2.2 50 0 50 0 0 1157.43
Analyse Music Datasets T2.3 50 0 50 0 0 1157.43
Explore Deep Learning Frameworks T2.4 20 0 20 0 0 462.97
Investigate web development stacks T2.5 20 0 0 20 0 291.82
Development and Experimentation T3 100
Create Development Environments T3.1 5 0 5 0 0 115.74
Exploratory Data Analysis (EDA) T3.2 10 0 10 0 0 231.49
Build Experimentation Pipeline T3.3 20 0 20 0 0 462.97
Train Model T3.4 25 0 25 0 0 578.72
Fine-tune Model T3.5 10 0 10 0 0 231.49
Design User Interface T3.6 10 0 0 10 0 145.91
Implement User Interface T3.7 10 0 0 10 0 145.91
Program API Server T3.8 5 0 0 5 0 72.96
Deploy web application T3.9 5 0 0 5 0 72.96
Testing and Evaluation T4 40
Evaluate Model T4.1 20 0 20 0 20 1152.47
Test User Interface Design T4.2 20 0 0 20 0 291.82

Hours per Role (h) 136 285 70 30 Total Cost (€)
Cost per Role (€) 4276.82 6597.35 1021.37 1034.25 12929.80

Table 3.2: Human cost per activity (CPA). [Own Compilation]

3.1.2 General Costs

In order to reflect the costs of working remotely, internet and electricity costs

are calculated as follows:

• Internet Cost. Internet with fiber optic connection which will be used

exclusively for the project has a monthly invoice that costs around 55€.

Therefore, 5 months worth of internet will cost 275€

• Electricity Cost. The power consumption of a Computer is around

0.2 kWh. Electricity cost in Spain is around 0.228 €/h, given that the

computer will be used for 476 hours, the estimated electricity cost will be

21.71 €.

• Rent Cost. Given that the project is being developed in a remote man-

ner, we will include in our budget the mean rent in Catalonia in 2023

which is around 800€[21].
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Additionally, the computer depreciates by the passing of time and by its use

so we have to take into account its amortisation. Table 3.3 shows the computer

amortisation.

Hardware Initial Cost (€) Life Expectancy (Years) Yearly Usage (h) Hours Used (h) Amortisation (€)
Computer 1200 5 2080 476 54.92

Table 3.3: Computer amortization calculation. [Own Compilation]

One can see the General Costs (GC) calculated in table 3.4 for hardware

and cost of electricity, software is not taken into account since all the software

described in section 2.1.1 is free to use or at least, a free tier is available.

Type Cost (€)
Hardware
Computer amortization 54.92
Space
Internet 275.00
Electricity 21.71
Rent 800
Total GC 1096.71

Table 3.4: General Costs Summary. [Own Compilation]

3.1.3 Contingencies and Incidentals

In order to lessen the impact of unexpected events, a 10% contingency will be

applied to the CPA, as it is common practice to do so in project of this nature.

Additionally, incidentals like those seen in section 1.7.4 can occur. For this,

the risk of this events has to be calculated and also has to be provided with part

of the budget. These calculations can be seen in table 3.5.

Estimated Cost (€) Risk (%) Cost (€)
Project Deadline 1100.65 10 110.07
Inexperience in the Domain 1388.92 20 277.78
Poor Planning 1100.65 10 110.07
Computational Power 578.72 15 86.81

Total Cost 584.72

Table 3.5: Incidental Cost Calculation. [Own Compilation]
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3.2 Cost Estimates

An estimation for the entirety of the project is shown in table 3.6 as a summary

of all the previous tables.

Activity Cost (€)
Total GC 1096.71
Total CPA 12929.80
CPA Contingency 1939.47
Total Incidentals 584.72
Total Budget 16550.70

Table 3.6: Project Total Budget. [Own Compilation]

3.3 Management Control

In order to control possible budget deviations, a set of formulas is presented with

the aim of providing a way to detect possible imprecisions in our estimations.

• CPA Deviation (CPAD).

CPAD = (estimated cost per hour−real cost per hour)∗total hours consumed

• CG Deviation (CGD). CGD = ED +AD

• Electricity Deviation (ED).

ED = (estimated usage per hour−real usage per hour)∗price per hour

• Amortisation Deviation (AD).

AD = (estimated hours used− real hours used) ∗ price per hour

• Contingency and Incidental Deviation (CID).

CID = (estimated incidental hours−real incidental hours)∗total incidental hours

• Cost Deviation (CD).CD = estimated cost− (CPAD+CGD+CID)
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CHAPTER 4

Sustainability Analysis

In the following sections, the questions regarding the different dimensions of sus-

tainability applied to the current project are answered and ending this analysis

with a self-evaluation concerning the subject.

4.1 Environmental Dimension

Have you estimated the environmental impact of undertaking the

project? Have you considered how to minimise the impact, for ex-

ample by reusing resources?

Given that this project only needs a computer for its development and taking

into account the electricity consumption denoted in section 3.1.2, one could

estimate that throughout the project development the computer will consume

95.2 kWh which according to [22] would yield approximately 0.041 Metric Tons

of Carbon Dioxide (CO2), which roughly equals to 17.41 litres of gasoline. It is

worth mentioning that the aforementioned estimations can greatly deviate from

reality since electricity costs may vary due to a wide range of circumstances

(time of the day, time of the year, weather, war, etc.).

Using transfer learning has been contemplated as a way of reusing resources

in the context of the project since it would avoid to train a model from the
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ground up and potentially spending more resources along the way.

Have you quantified the environmental impact of undertaking the

project? What measures have you taken to reduce the impact? Have

you quantified this reduction?

A big part of the project was devoted to training a deep learning model, The

total training time was around 90 hours when it was projected to take only

around 35 hours. Adding the remaining 55h (11 kWh) to the total consumption

calculated before (95.2 kWh) would yield 106.2 kWh.Using the calculator used

before[22], we get 0.046 Metric tons of CO2 which is roughly equal to 19.70 litres

of gasoline. meaning that the extra 35 hours of training are worth a estimate

of 2.30 litres of gasoline.

If you carried out the project again, could you use fewer resources?

Yes, since in the conclusion of the project we lay a clear path for correcting

the mistakes that we made along the way. And also that the experimenting

environments are already developed.

How is the problem that you wish to address resolved currently (state

of the art)? In what ways will your solution environmentally improve

existing solutions?

As previously seen in section 1.6.2 there are some related studies that reused

GPT-2 for their own tasks, so one way of reusing resources in this context

would clearly be to apply transfer learning where possible.

My solution proposes to use these pre-trained language models to offer a

better alternative to current solutions, while avoiding training a model from

scratch, thus saving resources.

What resources do you estimate will be used during the useful life

of the project? What will be the environmental impact of these re-

sources?

Depending on what extension are decided to be made to the project, it can

increase its use of resources dramatically. An example would just the cost of

maintaining an inference endpoint for the app. if the tool becomes popular
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enough this would mean that the servers would need to be scaled according to

the demand which would cause a proportional impact on the environment.

Could situations occur that could increase the project’s ecological

footprint?

Yes, as previously stated, if the tool becomes popular the server requirements

would increase as well as the ecological footprint.

4.2 Economic Dimension

Have you estimated the cost of undertaking the project (human and

material resources)

Yes, in section 2.1.1 the necessary resources are defined and chapter 3 is devoted

to estimate different kinds of costs for the project.

Have you quantified the cost (human and material resources) of un-

dertaking the project? What decisions have you taken to reduce the

cost? Have you quantified these savings?

No, since other aspects of the project required more attention, the quantification

of the resources spent on the project was deemed unproductive given that these

calculations are just an imaginary estimate that has no repercussion on the

economy.

Is the expected cost similar to the final cost? Have you justified any

differences (lessons learnt)?

As stated before this aspects were not calculated since are deemed as not pro-

ductive in this context. Although, it is worth noting that the calculation of this

costs in a real-world environment would be of utmost importance.

How is the problem that you wish to address resolved currently (state

of the art)? In what ways will your solution economically improve

existing solutions?

My solution would offer a free alternative to paid content, such as books full of

exercises. It would also save time within the classroom, as the teacher would

not have to spend time producing new kinds of exercises.
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Consequently, avoiding wasting time on a task that can be automated would

allow that time to be better spent doing more fruitful things and therefore

making the most of the limited time the student has with the teacher, thus

saving money as well from the perspective of the student since studying music

can be quite expensive.

What cost do you estimate the project will have during its useful life?

Could this cost be reduced to increase viability?

As well as the environmental impact, the economic cost is undetermined given

that it relies on several unpredictable factors.

Have you considered the cost of adaptations/updates/repairs during

the useful life of the project?

No, because of the same reason stated before.

Could situations occur that are detrimental to the project’s viability?

Several factors could arise, ranging from global warming to countries waging

war. Given that the project relies on the availability of electricity, a rise in its

cost could prove detrimental to the viability of the project.

4.3 Social Dimension

What do you think undertaking the project has contributed to you

personally

As a music student myself and failing in exactly the area that this tool is in-

tended to help, I believe that when it is finished it will not only help me, but

other students as well. Furthermore, finding this intersection between music

and technology has made me appreciate both fields even more.

Has undertaking this project led to meaningful reflections at the per-

sonal, professional or ethical level among the people involved?

Yes, it has broadened my understanding of several technologies and made me

appreciate more the times in which we live, where almost anything is just a

search away on the internet.
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How is the problem that you wish to address resolved currently (state

of the art)? In what ways will your solution socially improve (quality

of life) existing? Is there a real need for the project?

I think the project could potentially help other music students besides myself,

as it is an issue I struggle with, I think at least someone else may have the same

problem as me so yes, I think there is a real need for the project.

Who will benefit from the use of the project? Could any group be

adversely affected by the project? To what extent?

The project is aimed at benefiting teachers and students. The only group that

comes to mind who may be adversely affected would be those who sell books

full of exercises.

To what extent does the project solve the problem that was estab-

lished initially?

Although the results were not the ones I had hoped for, they provide a solid

foundation for solving the problem since the issues that prevented the acquisition

of good results have already been identified.

Could situations occur in which the project adversely affects a specific

population segment?

No situation comes to mind that could affect an specific group of the population.

Could the project create any kind of dependency that puts users in

a weak position?

Given that the project is still in its infancy, that situation could not arise in the

immediate future. However, if the project were to be extended with a module

that can perform harmonic analysis reliably and automatically, it could serve

as a tool for cheating on exams and therefore generate a kind of dependency.

4.4 Self-assessment

Having answered the survey provided by the project management course that

aims to assess the knowledge of Sustainable Development Goals (SDGs) and

sustainability skills across environmental, economic, and social dimensions, I
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have come to realise how limited knowledge I possess when discussing subjects

concerning the environment.

Even though throughout the Computer Science Degree at the Barcelona

School of Informatics (FIB), there are courses like Computer Architecture

(AC), Social and Environmental Issues Of Information Technologies (ASMI)

and Business and Economic Environment (EEE) where the student is expected

to develop competences in assessing the impact across the different dimensions

mentioned earlier.

The first (AC) is a mandatory course in the degree where a small portion of

the syllabus is dedicated to assessing the impact on power consumption while

being aware of the underlying computer architecture (memory hierarchy, pro-

cessor design, instruction set architecture design, etc.). The second (ASMI)

is an elective course, which I have not taken, but according to its syllabus is

designed to provide knowledge on the Social and Environmental aspects of in-

formation technologies. The third (EEE) is a mandatory course whose main

objective is to work on the social and economic dimensions of sustainability by

studying the socioeconomic environment of companies from an economics and

business perspective.

On the one hand, the university is aware of the importance of a subject such

as sustainability, given that it provides courses aimed at that. On the other

hand, said courses have little content regarding environmental importance or

are optional for the student to take. Consequently, this would mean that when

finalising the degree, the student may or may not have sufficient skills to write

a report on a complex matter such as sustainability in an environmental context.

In my personal opinion, I think it is high time for the university to broaden

the scope of the different subjects within the degree in order to fit in environmen-

tal topics or make it mandatory to take courses like ASMI to raise awareness

among the students on such matters and to provide them with necessary con-

ditions for them to develop skills regarding the topic.

Lastly, I think having a mandatory course on the subject, such as EEE,

would make a fine addition to the curriculum of the informatics degree since

critical times like the ones we are living in demand new professionals to be
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aware of the possible environmental ramifications of executing projects inside

their field of expertise.
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CHAPTER 5

Further Examining the Problem

As previously stated in sections 1.4 and 1.7.1, our main task is to develop a tool

to generate melodic dictation exercises with minimal input from the user. Some

specific characteristics that may be inputted by the user in order to control the

exercise generation are formally described as follows:

• Key: A specific key in which the melody is presented (A,B,C...).

• Mode: The specific mode in which the melody is presented.

• Meter: or time signature to provide a sense of rhythm and manage the

different rhythmic values that notes can have ( ˇ “, ˇ “( , ˇ “) , etc.).

• Structure: Such as the length of the exercise, chord progression, both,

or even none.

This set of requirements poses several challenges when picking a suitable

dataset, the way it is represented and the strategies used to feed the model with

the dataset.

5.1 Applicable Laws and Regulations

Given the nature of the project, we must abide by the current copyright regu-

lations in Spain, and the European Union meaning that the dataset should be
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open source in nature.

Although, there has been debates around training AI models with copy-

righted data as well as the ethical implications [23], there is still a thin line

between copyright infringement and the originality of AI-generated music, since

the nature of basically every AI model is to identify and replicate the patterns

inside the data it was trained on.

Therefore, in order to mitigate the risk of legal action, it would be advisable

to steer away from such datasets.

5.2 Picking a Dataset

In this section we will analyse the benefits and drawbacks of popular datasets

in the literature.

In this instance we will only focus in symbolic music datasets given that our

goal is to render the exercise in music sheet format, starting with a symbolic

dataset is a more suitable choice. Additionally, this will facilitate the acquisition

of noteworthy characteristics and its posterior analysis.

Dataset Format Hours Songs Genre Melody Chords Multitrack
Lakh MIDI Dataset MIDI >5000 174,533 misc * * *
MAESTRO Dataset MIDI 201.21 1,282 classical
Wikifonia Lead Sheet Dataset MusicXML 198.40 6,405 misc O O
Essen Folk Song Dataset ABC 56.62 9,034 folk O O
NES Music Database MIDI 46.11 5,278 game O O
MusicNet Dataset MIDI 30.36 323 classical *
Hymnal Tune Dataset MIDI 18.74 1,756 hymn O
Hymnal Dataset MIDI 17.50 1,723 hymn
music21’s Corpus misc 16.86 613 misc * *
EMOPIA Dataset MIDI 10.98 387 pop
Nottingham Database ABC 10.54 1,036 folk O O
music21’s JSBach Corpus MusicXML 3.46 410 classical O
JSBach Chorale Dataset MIDI 3.21 382 classical O
Haydn Op.20 Dataset Humdrum 1.26 24 classical O

Table 5.1: Symbolic Music Datasets supported by MusPy.[24]

At first, the JSBach Chorale Dataset was considered as a good starting

point, given its extensive use in various projects [25]. Furthermore, from a

didactic point of view, works by Bach are studied from the very first years of

classical musical training because of their rich harmony and exceptional use of

counterpoint.

The main issue with utilising this dataset to address our task was the neces-

sity to conduct a comprehensive harmonic analysis on the entire dataset which

would take a considerable amount of time and effort. Although some techniques
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can be applied to automatically label the dataset[26], we have no way of proving

the correctness of the technique, so the lack of ground truth leads us to discard

the dataset.

In table 5.1, we can observe several characteristics of symbolic datasets and

if we take a look to the Melody and Chords columns we can instantly see three

datasets that would fit our needs.

• Wikifonia Lead Sheet Dataset: This dataset offers a quite large amount

of songs, but the genres are not specified which would difficult the cleaning

of the dataset. Additionally, for interacting with the dataset, third party

software would be needed to visualise and transform the files if necessary.

• Essen Folk Song Dataset and Nottigham Database: Both are

datasets with defined genres and between the two provide an abundant

collection of instances. Furthermore both datasets are in ABC notation

which is a plain text representation, this would greatly ease the manipu-

lation of the datasets (See Fig. 5.1).

Figure 5.1: ABC notation lead sheet (left) and its music sheet (right). [27]

After skimming through the Wikifonia Lead Sheet Dataset (obtained by

MusPy), some songs were found that may be subjected to copyright such as:

’He’s a Pirate’ by Klaus Badelt, ’Bob-Omb Battlefield’ by Koji Kondo, ’Love’

by Yiruma, and many more. So, due to the difficulty of verifying copyright

compliance for each file this dataset is being discarded.
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Regarding the Essen Folk Song Dataset, this dataset will be discarded in

favour of the Nottigham Database given that the latter will require less compu-

tational resources to be treated due to its compactness.
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CHAPTER 6

Exploratory Data Analysis

6.1 Song Format

First, the dataset was downloaded using the MusPy library [24] in order to be

pre-processed. The data is downloaded as TuneBooks where each TuneBook

is a file with a set of consecutive songs separated by two newline characters.

The structure of a common song is divided into a header and a body where

the header contains metadata of the song and the body contains the song itself.

Some of the header metadata is described as follows:

• ‘X’: This is a unique number assigned to the tune for reference purposes.

• ‘T’: This is the title of the tune.

• ‘S’: This indicates where the tune was collected or transcribed from.

• ‘M’: This specifies the time signature of the tune, indicating how many

beats are in each measure and which note value receives one beat.

• ‘L’: This specifies the default duration of a note in the tune.

• ‘R’: This indicates the rhythm or style of the tune, such as a jig or reel.
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• ‘P’: This specifies the structure of the tune by indicating which parts are

repeated and in what order.

• ‘K’: This specifies the key signature of the tune, indicating which notes

should be played sharp or flat.

• ‘F’: This is the name of the file containing the ABC notation for the tune.

• ‘N’: This field can contain any additional notes or comments about the

tune.

Additionally, according to the ABC standard[28] ‘X’ should always be at

the beginning of the header and ‘K’ at the end of the header, with the rest of

the fields between them and without a specific order.

6.2 Pre-processing and Visualisation

6.2.1 Visualising the original Dataset

In order visualise the data, each tunebook was parsed and concatenated into a

single dataframe, where each field of the header represents a single feature and

the body is also counted as a feature. Yielding around 1000 songs as seen in

figure 6.1.
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Figure 6.1: Tune Count per TuneBook. [Own Compilation]
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6.2.2 Song Header Visualisation

There was a lot of noise in the metadata, such as the field ’R’ which was mostly

empty, some comments were parsed as meaningful data, the unit length (’L’)

was missing in almost half of the dataset given that the ABC standard has de-

fault values that are calculated according to the meter (‘M’) value.

In figure 6.2, we can see the key counts of the thousand songs present in the

dataset. As expected, the number of Major keys present in the data are more

frequent than the Minor ones. Additionally, we can see that not every key is

present in the figure and that the data is heavily unbalanced.

Figure 6.2: Key Count in original dataset. [Own Compilation]

As an interesting fact we can notice that C Major is not the most common

key in the dataset as it is in general [29], one could draw the conclusion that

Irish folk songs vastly prefer D and G major keys over other and may be a core
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characteristic of the genre.

Figure 6.3: Meter Count in original dataset. [Own Compilation]

Looking at the meter values in the original data (See Fig. 6.3) we can see

that the most common time signatures are 4/4 and 6/8 which in general are

rather typical in western music. Moreover, the rest of the keys have less than a

hundred occurrences causing an uneven distribution in the feature.

Observing the different note lengths (Fig. 6.4) present in the dataset we find

two values that indicate mostly crotchets ˇ “(1/4) and quavers ˇ “( (1/8), but also

one can notice that more than 300 values are missing. This is due to the ABC

standard that infers some note resolutions according to the meter.
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Figure 6.4: Unit Note Length Count in original dataset. [Own Compilation]
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6.2.3 Song Body Visualisation

The only feature extracted from the body was the chord progression since it

would give us a good grasp of what chords are inside each piece. One can see

in Figure 6.5 that there a lot of chords whose occurrence in the dataset is not

very high.

Figure 6.5: Chord Count in original dataset. [Own Compilation]
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Additionally one can tell that there are some chords that have a higher count

than the rest, this is due to the fact that most of the songs are in two keys sep-

arated by a fifth, therefore the two keys share the at least one of the I, IV or

V degree chords of their keys which generally have a high occurrence within a

piece with tonal western harmony.

6.2.4 Cleaning the Dataset

While exploring the dataset, different characteristics and anomalies where en-

countered and are summarised as follows:

• Repetition markings were found.

• Header fields were found in the body of the song.

• Chords with special format were present in the data.

• Chords with low occurrence were found.

• Nonexistent chord progression or to small length.

• Songs with more than one voice.

• Unit note length empty in a large amount of data.

• Additional strange symbols were found.

Details on how the aforementioned irregularities were treated are described

in their corresponding subsection accompanied by a comment on the possible

repercussions of their treatment.

Repetition Markings

• Proposed Solution: According to the ABC standard the symbols ”|:

:| |1 |2” represent various types of repetition within the piece. Said

tokens were simply erased from the songs since they are of no use for

our task given that we want to generate small form exercises with no

repetition.

• Possible Repercussions: Given the possibility of having multiple end-

ings by erasing the repetitions the number of measures may not align with
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the time signature leading to a poor performance when finding a pattern

in the structure. Moreover, this could also affect the quality of the melody

given that some harmony concepts are tied to the structure such as fin-

ishing a phrase in a V degree chord and finishing the song in the I degree.

This is just mainly to give a sense of tension and release to the listener.

Body with Header Fields

• Proposed Solution: Erase every encountered field and concatenate the

bodies.

• Possible Repercussions: Headers fields indicating the time signature

and and parts were found. Erasing the first would cause a wrong predic-

tion of the resolution of the notes, while erasing the second could introduce

noise to the chord progression by concatenating parts that are not consec-

utive.

Special Formatted Chords

• Proposed Solution: Given their low occurrence in the dataset extended

chords (augmented; diminished; added 7th, 8th, etc) or chords with bass

indication (”Gmaj/d”) can be dropped.

• Possible Repercussions: None.

Chord Low Occurrence

• Proposed Solution: Drop songs which have chords that have a lower

count than a threshold.

• Possible Repercussions: If the threshold is to high it may cause to

drop a quite large amount of songs which would reduce the variance of the

dataset and therefore reducing the predicting capabilities of the model.

Chord Progression Length

• Proposed Solution: Drop songs that have chord progressions that are

too small to be relevant. Empty chord progressions would mean that the

song has no chord labels and therefore is safe to erase them.

• Possible Repercussions: None, since songs that have these character-

istics have a low occurrence.
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Multiple Voices

• Proposed Solution: Erase the songs that have more than one voice

(multiple pitches at the same time are played).

• Possible Repercussions: None, since most of the songs have only one

voice.

Unit Note Length Missing

• Proposed Solution: Input the empty values according to the ABC Stan-

dard since it can be calculated from the Meter field.

• Possible Repercussions: None.

Additional Symbols in Body

• Proposed Solution: Symbols that indicate dynamics such as "!trill!

!lowermordent! !uppermordent!" can be safely erased since we are

focusing on the structure and harmony of the song rather the way it is

played.

• Possible Repercussions: None

6.2.5 Visualising Clean vs Original Dataset

Figure 6.6: Dropped values vs Clean and Original Data. [Own Compilation]
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In figure 6.6 we can observe that around 200 values were dropped after applying

the aforementioned cleaning procedures, leaving a clean dataset with 800 values

approximately

Figure 6.7: Chord Count in Clean Dataset. [Own Compilation]

Looking at the Chord count of the clean dataset (Fig. 6.7) and contrasting

it with the one of the original data (Fig. 6.5) one can see that a quite large

amount of chords were dropped from the dataset, and now we can clearly see

that the most frequent chords match exactly the pitch of the most frequent keys.
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Figure 6.8: Note Length Count Clean vs Original Data. [Own Compilation]

Contrasting the note lengths from both datasets (Fig, 6.8) we now have a

more balanced feature after inputting the necessary values in the empty header

fields of the original dataset.

Looking at figure 6.9, one can tell that it has the same distribution after

discarding 200 songs but low occurrences were not dropped in this case due to

the fact that the dataset was dwindling rapidly and if we put in place more

measures dropping measures we could be left with almost half of the data
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Figure 6.9: Meter Count Clean vs Original Data. [Own Compilation]

Figure 6.10: Tunes Per Book Clean vs Original Data. [Own Compilation]

Seeing the comparison of the distribution of the songs across the different

tuneBooks (Fig. 6.10) we can see that the songs were dropped evenly across the

tuneBooks which is desirable since the songs are grouped by style this would

mean that no style will predominate in the training.
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Figure 6.11: Key Comparison Clean vs Original Data. [Own Compilation]

After comparing the Keys in both datasets in figure 6.11 we can see that

songs that did not met the requirements were proportionally distributed across

the different pitches. Additionally we can see that the samples of each category

is not balanced at all but we will solve this issue in the next section.

6.2.6 Data Augmentation

Given that we are dealing with a music dataset a common data augmentation

technique is to transpose each song to every other key by semitones which would

yield 12 songs for each tune.

In order perform data augmentation the abcjs[27] library was used to trans-

pose each of the songs by moving six semitones upwards and 5 semitones back-

wards in order to avoid too many ledger lines in the music sheets of the predicted

exercises.
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Figure 6.12: Key Comparison Clean vs Augmented Data. [Own Compilation]

As we can see in figure 6.12, now the keys are evenly distributed in most of

the categories. It is worth noticing that there is not the same number of songs for

each Major and Minor modes since the library may have injected some artefacts

in the songs and the preprocessing step discarded them.

6.2.7 Roman Numeral Dataset

As discussed in the previous section, the library used for data augmentation

introduced some artefacts into the chords description inside the songs. A way

to avoid this issue is to use a different chord representation.

Instead of using the chords in common English or Jazz notation, they will be

replaced by its corresponding Roman Numeral degree which remain invariant
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when transposing the song.1 This was achieved by obtaining the key and chord

progression of each song and replacing the old chord progression by the one

generated by the library.

When visually inspecting the resulting chord progressions, some overly com-

plicated roman numeral representations were found such as representing a simple

‘I’ degree as ‘I35’, and in other instances ‘I’ was inferred by the library. These

inconsistencies across the generated chord progressions were dealt by only tak-

ing into account the roman numeral and discarding the rest.

By applying the aforementioned process, we would be greatly simplifying

the chord representation since information about: augmented (aug); suspended

(sus); diminished (dim or º) and; inverted chords, is being dropped. Given that

most of the songs are in ‘D’ or ‘G’ Major (See fig. 6.11) and share the chords

(see table 6.1) with most occurrences as seen in figure 6.7 it is safe to assume

that the occurrence of said kind of chords is minimal and therefore this loss of

information may not have greater repercussions on the quality of the generated

samples.

Major Key I ii iii IV V VI viiº
G Major G Major A minor B minor C Major D Major E Minor F# diminished

D Major D Major E minor F# minor G Major A Major B Minor C# diminished

Minor Key i iiº III iv v VI VII

A minor A minor B diminished C Major D minor E minor F Major G Major

E minor E minor F# diminished G Major A minor B minor C Major D Major

Table 6.1: Main chord triads by degree and key. [Own Compilation]

In figure 6.13, one can see the occurrence of each degree in the dataset after

augmentation takes place. Interestingly enough, the degrees ’I’,’V’,’IV’ are the

ones with most occurrences in the dataset.

1A roman numeral degree is a representation often used when doing Harmonic Analysis,
see A.4 for more information
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Figure 6.13: Roman Numeral Degree Count. [Own Compilation]

In a tonal context2, These degrees are extensively used in music as they

can form a perfect authentic cadence (IV-V-I chord progression) and other

chord progressions used in classical music or more recently: twelve-bar blues,

pop songs, etc.3

Looking at figure 6.14, we can see the logarithmic chord counts in roman

numeral notation grouped by the mode of the key. It is worth noticing that the

minor keys share almost all of the degrees of the major keys contrary to what

we have seen in table 6.1. This phenomenon can be attributed to modulation4

that, for our purpose, it is deemed as an advanced concept and for simplicity it

is not taken into account in the preprocessing phase.

2Tonal Music, generally refers to western music that uses tonal harmony, see A.2 for
more information.

3These songs are commonly known as Three-chord songs.
4Modulation, in music, is the process of changing from one key to another within a

composition.

Chapter 6 Exploratory Data Analysis 52

https://en.wikipedia.org/wiki/Three-chord_song


A Deep Learning Based Tool For Ear Training

Figure 6.14: Roman Numeral Degrees Count by Mode. [Own Compilation]

With the aim of further understanding the structure of the songs, An undi-

rected graph was created for visualising the chord progressions of the dataset

(See 6.15). Where the nodes represent chord degrees and the edges whether one

chord comes before or after another chord. The size of the edges are determined

by the normalised number of its occurrences and the node size is determined by

the node degree.

Analysing the graph we can see a strong relationship between chords ‘I’,‘IV’,‘V’

and also that very often a chord ‘I’ is followed by itself. Additionally we can see

an edge from ‘i’ minor degree to ‘V’ major degree. This can be explained with

tonal harmony, in which the seventh degree of a minor scale is often raised to

form the leading tone5, so the degree ‘v’ in a minor scale becomes ‘V’.

This is done to provide a sense of resolution when playing the progression

‘V-i’ which is frequently used to establish a tonal centre in a composition.

5The leading tone is a note that is one half-step lower than the tonic and creates tension
that is resolved when it moves to the tonic.
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CHAPTER 7

Model Architecture

7.1 Choosing a Suitable Model

As previously seen in section 1.6.2, using a transformer based large language

model (LLM) would give us a lot of prediction power out-of-the-box. However,

due to constraints imposed by the limited time frame and hardware resources

available, a more simplistic approach has to be adopted. This decision is mainly

guided by the principle of Occam’s razor, which suggests choosing the simplest

solution. By adhering to this principle, it is more likely that the thesis submis-

sion deadline can be successfully met by delivering a functional prototype.

In light of the aforementioned considerations, it was contemplated to employ

a vanilla transformer model. However, upon further evaluation, it was deter-

mined that the nanoGPT model would be a more suitable choice. This decision

was influenced by the fact that the nanoGPT model is a simpler alternative,

and its codebase already includes an implemented training loop with optimisa-

tions, so we would save a lot of development time that could be allocated to

experimentation.

In the following section the transformer architecture will be explained as it
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will be helpful to explain it in order to provide an easier understanding of the

differences presented by the nanoGPT model.

7.2 Overview of Transformer Architecture

The introduction of the transformer architecture has effectively addressed sev-

eral limitations of Recurrent Neural Networks (RNNs), including the encoding

bottleneck, impossibility of parallelisation, and limited long-term memory.[30]

As we have already seen in figure 1.4, the transformer model is divided into

two main blocks: An Encoder and a Decoder. As the transformer model was

aimed for machine translation and other natural language tasks, it was designed

to feed the input to the encoder and the output to the decoder. Each building

block of the transformer will be explained in the following sections.

7.2.1 Positional Encoding

The original paper for transformers[10] used the formulas in 7.1 as a way of

encoding the position of a token and this value was simply added to the embed-

ding of the input as shown in figure 7.1. The position is represented by pos and

i the dimension.

PE(pos,2i) = sin(pos/100002i/dmodel)

PE(pos, 2i+ 1) = cos(pos/100002i/dmodel)
(7.1)

Figure 7.1: Positional Encoding added to Embedding. [10]
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7.2.2 Multi-Head Attention

Each block of multi-head attention has n number of heads where each head

attends to different parts of the embedded input represented by the Value (V ),

Key (K) and Query (Q) matrices as seen in figure 7.2.

Figure 7.2: Multi-Head Attention Block. [10]

Attention Mechanism

Each of the heads in the multi-head attention block presents a layer that imple-

ments the equation shown in 7.2. A layer implementation of this formula can

be seen in figure 7.3

Attention(Q,K, V ) = softmax(
QKt

√
dk

)V (7.2)

The intuition behind the attention mechanism is that it tries to simulate

the retrieval of a value in a database when querying a specific key.[30] A visual

representation of how this is achieved can be seen in figure 7.4, where the max-

imum cosine similarity between a vector Qi and a key Kj would indicate that

the attention for this query should be focused on value Vj . [31]
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Figure 7.3: Scaled Dot-Product Attention Block. [10]

Figure 7.4: Intuition Behind Attention. [31]

The optional mask layer shown in figure 7.3, is used for the self-attention

block inside of the decoder where a triangular mask is used to only allow the

decoder to use previously seen information and prevent it from using “future”

unseen information.
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7.2.3 Residual Connections

The connections shown in figure 7.5 are called residual connections which help

to mitigate vanishing gradients during back-propagation.[32]

Figure 7.5: Residual Connections in the Transformer. [10]

After briefly explaining the core layers that comprise the transformer archi-

tecture, it is highly advisable to read the original paper [10], since it has more

in-depth explanations about the architectural decisions taken.

7.3 Transformer and nanoGPT

NanoGPT[33] is a rewrite of minGPT that focuses on performance where

minGPT aimed to be an educational repository to understand GPT models

since its codebase was minimal and focused on readability.
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Figure 7.6: Transformer vs nanoGPT. [Own Compilation]

As seen in figure 7.6, nanoGPT is decoder only in contrast to the transformer

architecture. Moreover the residual connections in nanoGPT use the Pre-Layer

Normalisation instead of the Post-Layer Normalisation used in the transformer.

Additionally, the positional encoding is obtained by an Embedding Layer

from Pytorch instead of using the formula 7.1 that the transformer uses to

encode the positional information.

For a more in-depth look at the architecture, it is recommended to visit its

GitHub repository [33].
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CHAPTER 8

Experimentation

In the following sections, we explore the process of preparing the clean data for

training and conducting experiments on the datasets obtained. We begin with

a discussion of data preparation techniques and then move on to preliminary

experimentation. Next, we present the results of our experimentation. Finally,

we evaluate the results of the best models and draw conclusions about the

effectiveness of our approach.

8.1 Data Preparation for Training

8.1.1 Data Formatting

Before using an encoding scheme for feeding the data to the chosen model, the

relevant metadata from the header of each parsed song is retrieved. The ob-

tained chord progression of each song is then appended to it as part of the

header that will be generated by the user. The body of the song is stripped of

new line characters since they only affect how the song is visualized on the music

sheet. Finally, the body is appended to the header to form the final formatted

song for training.

After formatting the songs, they are all concatenated with two new line
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characters between each song, following a tuneBook format. This formatting

process can be visualised in figure 8.1.

Figure 8.1: Steps to formatting data for training. [Own Compilation]

8.1.2 Encoding Scheme

One can use different kinds of tokenization methods such as Character-Based,

Word-Based, Subword-Based to encode data[34]. Choosing one of them depends

on factors such as the vocabulary and different types of text data.

In our case, Word-Based tokenization does not seem like a good tokenizer

for our task since our data does not present clear boundaries of what constitutes

a sentence or even a word. Although one could argue that each bar in the song

can represent a word, it could be detrimental to the model since it would lose

a lot of expressive power. This is because one note inside a bar can completely

change the perception of the chord degree that is being played at the moment.
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Subword-Based encodings such as Byte-Pair Encoding (BPE) or Unigram

can be interesting to explore given that our data is represented in ABC notation

format. By applying these encodings, we could easily find tokens that represent

pitches with alterations and notes that have one or more characters that alter

the octave in which they are played.

Finally, Character-Based tokenization is the simplest scheme of all the

aforementioned to encode our data, since ABC songs follow a standard with

relatively small vocabulary and our particular clean dataset has an even reduced

vocabulary (45-48 characters) leading to a reduced time complexity and less

memory usage. Additionally, given that one character can change the meaning

of a note and also that the notes themselves are represented by single characters,

this method seems to be the more appropriate for solving our task and will be

used for the experimentation phase.

8.2 Preliminary Experimentation

While trying to generate a baseline model, two models were trained that gener-

ated songs with unwanted characteristics due to problems related to the clean-

ing of the dataset that were not detected until the experimentation phase. This

models are described and compared to the baseline obtained.

8.2.1 Experiment 1

This model took around 5 hours to train and achieved a 0.042 cross entropy loss

and when analysing some samples generated by the model, a vast majority of

the songs presented multiple voices which is not desirable since we only want to

generate exercises with a single melodic line. This problem was added to section

6.2.4 afterwards to maintain all modifications to the dataset in one place.

8.2.2 Experiment 2

This model took around 4 hours to achieve the same cross-entropy loss as exper-

iment 1. Apparently correcting the problem of having multiple voices allowed

the model to learn faster. This may be due to the fact that we are essentially

reducing the song complexity by erasing information.
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When inspecting several samples generated by the model, it was found that

the songs were following almost the same pattern over and over again, indepen-

dently of the key assigned.

This prompted a revision of the transposition procedure for the dataset,

which was initially done manually using an online tool that could supposedly

transpose whole tunebooks by semitones. However, upon further inspection,

it was discovered that the tool only transposed some of the first songs of the

tunebook and changed only the key field of every song. This led to the false

belief that every song was being transposed correctly. So when transposing to

every other key, what we were essentially doing was copying most of the data

with only the key field changing. As a result, the model was being trained on

800 songs repeated twelve times.

To solve this problem, an ABC song transposer library based on JavaScript

was found. A script was created that transposed each individual song, which

essentially solved the problem.

8.2.3 Baseline Model

After correcting the issues found in the first preliminary experiments, the base-

line model was trained for almost 4 hours and was stopped when the training

and validation loss started to diverge as seen in image 8.2.
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Figure 8.2: Training and validation loss for baseline model. [Own Compilation]

In figure 8.3, we can see a comparison of the baseline model with the first

preliminary experiments where the experiments took less steps to reach the same

loss while the baseline is nowhere near to reach that loss in the same time as

the second experiment (See figure 8.4).

Figure 8.3: Baseline vs Experiments loss by steps (t data:baseline, m voices:Pre-

Expt. 1, s voice:Pre-Expt. 2). [Own Compilation]
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Figure 8.4: Baseline vs Experiments loss by time (t data:baseline, m voices:

Pre-Expt. 1, s voice:Pre-Expt. 2). [Own Compilation]

8.3 Main Experimentation

Having established a baseline model, the following experimentation will focus on

matching the loss achieved by the baseline while tuning the hyperparameters of

the model to see if it is possible to achieve the same performance as the baseline

in less time.

8.3.1 Tuning Hyperparameters

The hyperparameters to be explored can be seen in table 8.1. The finetuning

will be done manually by changing one parameter at a time and freezing the

rest of the parameters until finding the best value (the one that takes less time

to achieve the same loss as the baseline).
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Parameter Values

n layer [8,12,16]

n head [6,8,12]

n embd [240,280,320,368,384,396]

batch size [1,4,8,16,32,64,84,128]

block size [256,512,1024]

Table 8.1: Parameters to be explored. [Own Compilation]

Where the following control the model architecture:

• n layer controls the number of transformer blocks.

• n head controls the number of attention heads

• n embd controls the dimensionality of the embeddings, the larger the num-

ber of embeddings, more information can be captured by the model al-

though at a computational cost.

Whereas batch size controls the number of training samples that are feed to

the model at once and block size defines the context window of each sample.

8.3.2 Experiments Analysis

After almost 90 hours of experimentation, a summary of the results obtained

are show in table 8.2 ordered by most recent to oldest experiment conducted.
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id experiment name n layer n head batch size n embd block size train/loss val/loss time (h)

1 mini-char-gpt-hd-8-ly-12-bt4-rn-data-ovrf 12 8 4 384 512 0,042 0,061 3,00

2 mini-char-gpt-hd-8-ly-12-bt4-ovrf 12 8 4 384 512 0,041 0,162 3,01

3 mini-char-gpt-hd-12-ly-12-rn-data 12 12 32 384 512 0,557 0,603 3,23

4 mini-char-gpt-hd-8-ly-16-rn-data 16 8 32 384 512 0,320 0,419 4,77

5 mini-char-gpt-hd-8-ly-12-rn-data 12 8 32 384 512 0,451 0,517 3,37

6 mini-char-gpt-hd-8-ly-12-bt-4-rn-data 12 8 4 384 512 0,288 0,372 0,93

7 mini-char-gpt-hd-8-ly-12-bt-4-ctx-1024 12 8 4 384 1024 0,248 0,410 1,75

8 mini-char-gpt-hd-8-ly-12-bt-4-ctx-256 12 8 4 384 256 0,236 0,431 1,00

9 mini-char-gpt-hd-8-ly-12-bt-1 12 8 1 384 512 0,358 0,474 1,35

10 mini-char-gpt-hd-8-ly-12-bt-4 12 8 4 384 512 0,283 0,426 0,82

11 mini-char-gpt-hd-8-ly-12-bt-8 12 8 8 384 512 0,236 0,408 1,55

12 mini-char-gpt-hd-8-ly-12-bt-16 12 8 16 384 512 0,218 0,409 2,05

13 mini-char-gpt-hd-8-ly-12-bt-64 12 8 64 384 512 0,513 0,598 5,00

14 mini-char-gpt-hd-8-ly-12-embd-240 12 8 32 240 512 0,425 0,506 4,07

15 mini-char-gpt-hd-8-ly-12-embd-280 12 8 32 280 512 0,411 0,505 4,21

16 mini-char-gpt-hd-8-ly-12-embd-320 12 8 32 320 512 0,293 0,451 3,67

17 mini-char-gpt-hd-8-ly-12-embd-368 12 8 32 368 512 0,410 0,520 5,11

18 mini-char-gpt-hd-8-ly-16 16 8 32 384 512 0,322 0,465 5,07

19 mini-char-gpt-bt-84 12 8 84 384 512 0,418 0,555 7,95

20 mini-char-gpt-bt-128 12 8 128 384 512 3,920 3,915 0,06

21 mini-char-gpt-embd-396 12 12 32 396 512 0,345 0,503 6,72

22 mini-char-gpt hd-12 ly-12 12 12 32 384 512 0,356 0,500 3,18

23 mini-char-gpt hd-8 ly-12 12 8 32 384 512 0,350 0,507 3,19

24 mini-char-gpt t data (baseline) 8 6 64 384 512 0,425 0,534 3,78

25 mini-char-gpt s voice (pre-expt.2) 8 6 64 384 512 0,043 0,043 4,04

26 mini-char-gpt m voices (pre-expt.1) 8 6 64 384 512 0,045 0,046 5,04

Table 8.2: Experiments characteristics, descending date order. [Own Compila-

tion]

In figure 8.5, we can see that there are some parameter configurations that

allow us to greatly reduce the training time. Such is the case with Experiment

10 (See table 8.2) where by choosing a batch size of 4, the baseline performance

can be achieved in less than an hour.

Chapter 8 Experimentation 68



A Deep Learning Based Tool For Ear Training

Figure 8.5: All experiments validation loss by runtime(Except Expts.: 1, 2, 25,

26). [Own Compilation]

8.3.3 Roman Numeral Dataset Experimentation Compar-

ison

Conducting a non-exhaustive experimentation with the roman numeral dataset

shows similar performance to experiments that used the main dataset (see fig.

8.6)
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Figure 8.6: All Roman Numeral dataset experiments validation loss by runtime

(Except Expt. 1). [Own Compilation]

Looking at figure 8.7, we can tell that the only noticeable difference when

evaluating the losses is that the model trained on the Roman numeral dataset

achieves better performance in both validation and training than its counterpart.

This can be explained as that the Roman notation is invariant across songs

and also that we are using a simplified version of the notation. Moreover, the

fact that with this dataset we are also removing the noise introduced in the

transposition step of the original augmented dataset might have something to

do with this as well.
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Figure 8.7: Experiment 1 and 2 validation and train difference area. [Own

Compilation]

8.4 Evaluating Best Models

As seen in the experimentation table (8.2), Experiment 10 was the best perform-

ing. As a result, it was chosen to be trained on both normal and Roman numeral

datasets until it no longer improved. Experiments 1 and 2 are the result of this

decision and will be taken as the best models of the overall experimentation.

In order to further evaluate the models, the metrics shown in table 8.3 were

calculated for the generated datasets. Additionally, the same metrics were cal-

culated for 200 exercises for each of the best models where half of the exercises

are in ‘Am’ and the other half in ‘C’.

dataset name num songs mean notes in key rate mean bars length diff

abc char dataset 9496 0,985 1,936

abc roman num char 9504 0,985 1,936

experiment-2 samples 200 0,973 5,636

experiment-1 samples(roman num) 200 0,974 6,884

Table 8.3: Additional metrics for Datasets. [Own Compilation]

The metric notes in key rate was calculated as show in formula 8.1. As

Chapter 8 Experimentation 71



A Deep Learning Based Tool For Ear Training

we can see in the metrics obtained (8.3), this metric is very similar across the

datasets. For the models, this means that for every hundred notes generated,

only three notes may be out of key. This helps to ensure that dissonance is kept

to a minimum.

notes in key rate =
#notes in key

#total notes
(8.1)

Regarding the metric bars length diff , it basically measures the difference

between the number of bars in the given chord progression and the one present

in the body of the song. Looking at this metric in table 8.3, we can tell than the

generated samples by the models differ from the chord progression in a mean

of 5-6 bars. Interestingly enough, this metric should be zero for the augmented

datasets. However, due to the presence of bars without chords, the length of

the bars may differ.

Although the metrics aforementioned analyse interesting aspects of the sam-

ples generated by the models, they can not assess their quality. For example,

we could trick the notes in key rate metric by always generating the same note

in the pitch of the given key.

8.4.1 Expert Knowledge Evaluation

For the aforementioned reason, a random sample of exercises was provided to a

couple of music teachers with different backgrounds (See table 8.4).

Teacher Background

A

Higher studies in music (cello and composition).

Teacher of music theory, cello and chamber music.

Performer, composer and arranger.

B
Higher studies in music specializing in modern music and jazz,

modern singing and piano teacher at the Liceu Conservatory.

C 25 years of working experience in music schools.

Table 8.4: Teaching background of each teacher. [Own Compilation]

The random sample presented to the teachers consisted of eight exercises.

Four from each model, with two of them in C major and the other two in A
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minor. Each teacher was asked to assess the structure of the samples and verify

that the sample constraints were met.

The comments from each teacher are summarised briefly below.

• Teacher A: Half of the samples are in the indicated tonality. The sam-

ples do not follow the designated meter, but in some cases, there are parts

where the rhythm follows the meter to a certain degree. Moreover, the

harmonic progression is not the same as the one presented, but in some

instances, the songs loosely follow the progression. One can more or less

identify correct phrasing throughout the songs and the use of motifs is ex-

tensive. In general, the melodies are neither interesting nor uninteresting,

musically speaking.

• Teacher B: In most instances, the songs have a weird rhythm that does

not follow the designated meter. Since it does not follow the meter, it

is very difficult to tell the underlying harmonic structure; therefore, the

samples do not follow the provided structure. Additionally, in some sam-

ples, the use of phrases and motifs can be easily recognised, which makes

the sample melodically interesting. However, in most of the samples, this

is not the case.

• Teacher C: Most of the samples follow the harmonic progression to a

degree that can be noticeable but not in its entirety. Moreover, in some

samples the rhythm is nonexistent since they do not follow the meter that

is shown, and some others only follow the meter for a couple of measures.

Regarding the use of motifs and phrases, only half of the samples presented

easy-to-spot motifs and phrases. In general, the musicality of the melodies

tends to be low aside from a couple of examples that are interesting.

Some interesting additional comments about the nature of the melodies were

that Teacher A perceived a modal sound in the melodies, which led him to

associate them with a folk style. This makes sense since the dataset is based on

Irish Folk songs. Additionally, Teacher B said that although the rhythm most

of the time did not make any sense, aurally he could perceive the intention of

the melodies to start with anacrusis. Interestingly enough, a great number of

the songs in the dataset present this characteristic, so the model was able to

understand this musical element.
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CHAPTER 9

Conclusions

The main objective of this thesis was to generate meaningful Melodic Dictation

exercises for music teachers and their students. As we have already stated, a

meaningful exercise should follow the specification designated by the user (me-

ter, key, and pitch). The exercise also should have a defined structure (chord

progression), the structure should be clearly distinguishable (use of musical

phrases and semi-phrases and motifs) and also should provide a sense of musi-

cality.

In order to interact with the model results, a web application has been

developed as well. Details of its implementation are discussed in appendix B.

9.1 Key Findings

After analyzing the results and the insights shared by teachers with expert

knowledge in the domain (Section 8.4.1), we can conclude that the lack of rhyth-

mic sense in most of the samples proves to be detrimental to the perception of

a clear structure of the exercises as well as the perceived musicality.

Although the model successfully learned the underlying grammar of the re-
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duced ABC standard used in the training, it also learned a rhythmic structure

that did not follow the meter in most of the samples. The principal cause for

explaining this kind of behaviour is suspected to be the presence of anacrusis

and repetition markings across the dataset, which may not have been handled

correctly.

9.2 Problems Encountered

Throughout the development of the project several problems were encountered

such as:

• Environment failure: A bad update of Docker and VSCode rendered

both tools unusable as well as the Windows Subsystem for Linux (WSL).

All of them had to be reinstalled and in the case of Docker and VSCode,

the software had to be manually downgraded since no patch was provided

for the buggy update. Given that the development environment was prop-

erly containerized and the code was stored on the cloud as well, there was

no data loss and the problem was solved in a couple of hours.

• Underestimation and overestimation of some tasks: In the first

part of the project, the research part was greatly overestimated since it

left little room for the preprocessing and experimentation parts, which

were vastly underestimated. Due to this, extra hours had to be allocated

to the data preprocessing and experimentation parts of the project.

9.3 Recommendations for Future Work

Based on the results and conclusions of this study, the following recommenda-

tions are made for future work:

• Correctly manage the occurrence of anacrusis and repetition markings for

each of the songs in the dataset.

• Try other data encoding schemes such as BPE.

• Train a vanilla transformer.

• Fine-tune a LLM such as Bert, T5, etc.
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With the aforementioned recommendations taken into account we should be

able to finally see the expressive limitations of the dataset in terms of structure

and musicality. For this, the project could be also extended by crowd-sourcing

a dataset of exercises specifically aimed for this problem, this could also poten-

tially extend even more the scope of the project as extra information could be

introduced into the dataset such as style (Baroque, classic, contemporary) or

more importantly the level to which each exercise is aimed towards (beginners

to advanced students).

The project could also be extended to include other kinds of exercises such as

performing harmonic analysis to a small piece, or validating four-part harmony

compositions, etc.

In conclusion, this thesis has made an important contribution to my under-

standing in both, the field of music education and the development of a system

capable of providing exercises that meet the specific needs of music teachers and

their students. While some challenges were encountered, the insights gained

and recommendations for future work provide a strong foundation for contin-

ued progress. The potential for further development of this project is vast, as

there is currently no widely available tool that addresses these needs. With

the availability of powerful language models that can be trained on consumer-

grade hardware, it is now possible to meet this demand. By building upon the

research and development presented in this thesis, we can expand the reach

of these tools to a broader audience and provide valuable resources for both

teachers and students in the field of music education.
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APPENDIX A

Music Notation and Theory

A.1 Music Notation

Following there is a description of some terms used in music notation:

• Staff: The staff is a set of five horizontal lines and four spaces on which

musical notes are written. Each line and space represents a different pitch.

• Clef: The clef is a symbol placed at the beginning of the staff to indicate

the pitch of the notes written on it. The two most common clefs are the

treble clef and the bass clef.

• Note: A note ( ˇ “) is a symbol used to represent the duration and pitch of

a sound. The shape of the notehead (the round or oval part of the note)

and the presence or absence of a stem (the vertical line attached to the

notehead) indicate the duration of the note . The position of the note on

the staff indicates its pitch.

• Rest: A rest is a symbol used to represent a period of silence in the music.

Like notes, rests have different shapes to indicate their duration.

• Time Signature: The time signature is a symbol placed at the beginning

of a piece of music, after the clef, to indicate how many beats are in each
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measure and which note value receives one beat.

• Key Signature: The key signature is a set of sharps or flats placed at the

beginning of a piece of music, after the time signature, to indicate which

pitches should be played sharp or flat throughout the piece.

• Bar Line: A bar line is a vertical line drawn across the staff to divide

it into measures. Each measure contains a specific number of beats, as

indicated by the time signature.

• Repeat Sign: A repeat sign is a pair of dots placed on either side of a bar

line to indicate that the music within the repeat should be played again.

• Accidental: An accidental is a symbol placed before a note to alter its

pitch. The most common accidentals are the sharp (\), which raises the

pitch by a half step, and the flat (Z), which lowers the pitch by a half step.

• Beam: A beam is a horizontal line used to connect multiple eighth notes

(quavers) or shorter notes, indicating that they should be performed as a

rhythmic group.

• Breath Mark: A breath mark is a symbol that looks like an apostro-

phe, placed above the staff to indicate where the performer should take a

breath.

• Chord: A chord is a group of two or more notes played simultaneously.

• Dynamics: Dynamics are symbols used to indicate the volume of the mu-

sic. The most common dynamic symbols are p (piano, meaning soft), f

(forte, meaning loud), and m (mezzo, meaning medium).

• Fermata: A fermata is a symbol placed above a note or rest to indicate

that it should be held for longer than its written duration.

• Grace Note: A grace note is a small note written before a main note,

indicating that it should be played quickly and lightly as an ornament.

• Ledger Line: A ledger line is a short horizontal line added above or below

the staff to extend its range and allow for the notation of pitches above

or below the staff.
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• Slur: A slur is a curved line placed over or under two or more notes to

indicate that they should be played smoothly and connectedly, without

any separation between them.

• Tie: A tie is a curved line connecting two notes of the same pitch, in-

dicating that they should be played as a single, sustained note with the

combined duration of both notes.

A.2 Tonal Harmony

Tonal harmony is commonly used in Western classical and popular music. It is

used to refer to the use of chords and chord progression based on a tonal centre

(tonic).[35] In tonal harmony, chords have specific functions and relationships

with one another that helps to create a sense of tension and relief when using

them in a particular manner.[36]

A.3 Modal Harmony

In contrast to tonal harmony, modal harmony chords and chord progressions do

not have a predefined function. Instead, the music is based on musical modes.

Common styles that follow this kind of harmony are jazz, folk and some classical

music. In this kind of harmony the chords are used to set a particular mood or

atmosphere in the music and rarely astray from the main notes of the scale.[37]

A.3.1 Modes

There are seven scales that provide unique sound qualities. Each scale is repre-

sented by a Greek mode which are named as:

• Ionian mode

• Dorian mode

• Phrygian mode

• Lydian mode

• Mixolydian mode

• Aeolian mode

• Locrian mode
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A.4 Roman Numeral Analysis

Roman numeral analysis is a method used to analyze the harmonic structure

of a piece of music. It involves labeling each chord in a piece with a Roman

numeral that corresponds to its scale degree in the key of the piece. This type of

analysis is commonly used in Western classical music theory to help understand

the functional relationships between chords in a piece.

To perform a Roman numeral analysis, first the key of the piece has to be

determined. Then, each chord is assigned a Roman numeral based on its scale

degree in the key. For example, in the key of C major, the chord C major would

be labeled as I, as it is built on the first scale degree of the C major scale.

Similarly, the chord G major would be labeled as V, as it is built on the fifth

scale degree of the C major scale.

Additionally, symbols are often used to specify the quality of each chord.

For instance, a lowercase ”m” may be added to denote that a chord is minor,

while a ”7” may be used to signify that a chord is a seventh chord.

In case of chord inversions, that is to say, when the chord is not in its root

position form. figured bass numbers are added to the Roman Numeral label

to identify the type of inversion. See [38] for a complete example on how the

notation is transformed for different cases.
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APPENDIX B

Tool Development

A simple web application is provided as a proof of concept for interacting with

the obtained results.

B.1 Tool Architecture

A small sketch of the components of the web application is shown in figure B.1.
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Figure B.1: Web application architecture sketch. [Own Compilation]

B.2 Technologies Used

• Vercel and Render.io as platforms for deploying the app infrastructure

easily.

• FastAPI library for developing the API server

• Docker to generate the image of the environment for deployment.

• Astrojs to easily manage components from other frameworks and gener-

ate the static website.

• Tailwind for developing and styling responsive components.

• abcjs for parsing ABC notation exercises and interacting with them.

• Github as the main repository for the app.

B.3 Implemented Functionality

Deploying the model to a server can be a difficult and costly task. For this

prototype, a small database of pre-generated exercises is used for simplicity and
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to simulate the inference endpoint of the model.

For easier use of the tool, two modes of use were created. The Teacher View

(see fig.B.2) that aims to provide editing capabilities for the exercise and the

Student View (see fig.B.3) that offers an environment for testing the aural skills

of the student.

Figure B.2: Teacher Mode User Interface. [Own Compilation]
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Figure B.3: Student Mode User Interface. [Own Compilation]

The implemented functionality for both modes is described as follows:

• Generating exercise: In both modes, the system fetches an exercise

from the server with the current configuration of meter, mode, and key

indicated by their corresponding radio buttons and drop-down selector.

• Exercise Editor: In teacher mode, an input area element is provided

that modifies the music sheet visualisation.

• Pitch inputter: In student mode, an input area element is provided for

inputting the pitches of the exercise.

• Show Music Sheet: In student mode, a button is provided for showing

the music sheet of the exercise, given that in this mode it is hidden by

default.

• Play/Pause: In both modes, play and pause buttons are provided to

control the exercise reproduction.
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• Evaluate exercise In student mode, a similarity score is provided when

comparing the text inside the pitch inputter element and the pitches con-

tained in the generated exercise.
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