
Abstract
User studies are a useful tool for researchers, allowing them to collect data on how users perceive, interact with and process
different types of sensory information. If planned in advance, user experiments can be leveraged in every stage of a research
project, from early design, prototyping and feature exploration to applied proofs of concept, passing through validation and
data collection for model training. User studies can provide the researcher with different types of information depending on
the chosen methodology: user performance metrics, surveys and interviews, field studies, physiological data, etc. Considering
human perception and other cognitive processes is particularly important in computer graphics, where most research produces
outputs whose ultimate purpose is to be seen or perceived by a human. Being able to measure in an objective and systematic
way how the information we generate is integrated into the representational space humans create to situate themselves in the
world means that researchers will have more information to implement optimal algorithms, tools and techniques. In this tutorial
we will give an overview of good practices for user studies in computer graphics with a particular focus on virtual reality use
cases. We will cover the basics on how to design, carry out and analyze good user studies, as well as different particularities to
be taken into account in immersive environments.
Keywords: Human-centered computing: User studies

1. Prerequisites

This course assumes a basic level understanding of issues in com-
puter graphics and/or virtual reality. No previous knowledge of psy-
chology, statistics or neuroscience will be assumed. All of the rele-
vant concepts will be explained during the tutorial.

2. Tutorial outline

20 minutes: Introduction, motivation and overview

45 minutes: Good practices for user studies (Sandra Malpica)

We will first define different types of methodologies. User stud-
ies can involve a variety of metrics, such as subjective ratings, per-
formance measures, and behavioral data, and can be conducted us-
ing generative or evaluative methodologies. We will review plan-
ning and design of experiments, how to provide clear instructions
for participants, and how to select useful stimuli and observers
as well as ethics in user studies. We will also share some tips to
choose the appropriate statistical analysis depending on factors like
required sample size or statistical power.

10 minutes: Q&A (Sandra Malpica)

45 minutes: Developing Computational Models with Mathe-
matical and Neurological Insights. (Qi Sun)

When it comes to psychophysical studies, a wide variety of liter-
ature aims to understand the existence of correlations between stim-
uli and human reactions. However, in order to transform scientific
discoveries into algorithmic and engineering systems, a significant

gap is mathematical formulations in the continuous domain. Unlike
well-labeled data for learning and regression, human psychophys-
ical data are commonly noisy and individualized. In this lecture,
we will introduce means that create human perceptual models with
neurologically and physiological insights. The models are to trans-
form into computer graphics algorithms such as shaders to predict
and optimize both VR/AR system and human performance.

10 minutes: Q&A (Qi Sun)

45 minutes: Seeing in Depth (Petr Kellnhofer)

This part will explain how binocular vision and other depth cues
jointly enable our 3D visual perception. We will cover concepts
such as binocular disparity, ocular vergence, ocular accommoda-
tion as well as their mutual interactions. Then, we will discuss how
to measure and model sensitivity of the human visual system to
stereoscopic depth and how to build disparity sensitivity functions
for different applications. To support this, we will also cover differ-
ent types of stereoscopic displays ranging from low-cost anaglyph
displays to state-of-the-art head-mounted displays and experimen-
tal display designs saturating human vision capabilities. Notably,
we will describe their strengths and weaknesses and point out their
suitability for different types of perceptual studies. Afterwards, we
will investigate how stereoscopic vision affects our interaction with
digital systems. Specifically, we will discuss the impact of correct
depth reproduction on estimation of shape, absolute distance or mo-
tion of 3D objects. Furthermore, we will talk about the relation be-
tween depth in a 3D image and the perceived viewing comfort and
realism. Finally, we will close the narrative loop by covering algo-
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rithms exploiting these effects by utilizing perceptual models for
enhancement of image qualities.

10 minutes: Q&A (Petr Kellnhofer)

45 mins: Experiencing Virtual Reality Through Embodi-
ment (Alejandro Beacco and Gizem Senel)

Virtual Reality can be experienced either from 360 videos or real
time 3D rendered environments. This part of the tutorial will show
the particularities and difficulties of conducting user studies in the
last, where interaction and immersion can be achieved through the
embodiment of participants into virtual avatars. Concepts like body
agency and body ownership, or presence, place illusion and plausi-
bility will be introduced through a set of example, behavioral exper-
iments and the introduction to an open source library that easily al-
lows conducting embodiment experiments with Unity. We will then
try to answer new related questions: Should questions be asked in-
side or outside VR? Are the classic Likert scale questionnaires out-
dated? Should we ask more general questions with more freedom
to answer anything?

10 minutes: Q&A (Alejandro Beacco and Gizem Senel)

45 mins: Virtual characters (Rachel McDonnell)

In this part of the tutorial, the focus will be how the human is rep-
resented within virtual reality, and what effect that has on the expe-
rience. In particular, we will look at recent results on the perception
of virtual humans when various geometry and material properties
are altered. We will first discuss the properties of virtual humans
that affect how realistic and appealing they appear, such as shape,
lighting, and materials. Then, we will discuss how the choice of
realistic or cartoon-like avatars can impact social interactions in
immersive virtual environments.

10 minutes: Q&A (Rachel McDonnell)

45 mins: Audio in Virtual Reality (Mauricio Flores Vargas)

This part will explore the influence of auditory and audio-visual
feedback in Virtual Reality. We will begin addressing the funda-
mentals of audio perception and sound spatialization, such as sound
localization and auralization, the technical aspects of audio render-
ing and reproduction, and discuss the available tools and techniques
and their current limitations. Additionally, we will explore the im-
portance of audio on immersion and presence in VR and its influ-
ence on body perception as well as in physical and psychological
responses. Lastly, we will examine the cross-modal effects of au-
diovisual feedback and how it affects both audio and visual percep-
tion in VR.

10 minutes: Q&A (Mauricio Flores Vargas)

10 minutes: Conclusions

3. Similar tutorials (EG and SIGGRAPH)

Optimizing vision and visuals - SIGGRAPH 2022

1/3rd of the course is perception. Focused on holographics dis-
plays and lenseless cameras. The perception part is about Weber’s
law, light and colour, sensitivity to luminance and contrast Our dif-
ferentiation: focus on how to design (and implement) experiments

Authors: Koray Kavakli, David Robert Walton, Nick Antipa, Rafał
Mantiuk, Douglas Lanman, Kaan Akşit

Perception of virtual characters – SIGGRAPH 2019

Perceptual research on virtual characters Our differentiation: not
focused in recent results of the topic Authors: Eduard Zell, Katja
Zibrek, Rachel McDonell

Applications of vision science to virtual and augmented reality –
SIGGRAPH 2018-2017

Fully tailored towards VR/AR. VA conflict, HVS, eye move-
ments and eye tracking, types of psycophysical methods, RDW
case study, accomodation displays Our differentiation: more fo-
cused on how to do experiments, less in perception or VR per se
Authors (different in several years): Anjul Patney, Marina Zannoli,
Joohwan Kim, Robert Konrad, Frank Steinicke, Martin S. Banks,
Gordon Wetzstein, George-Alex Koulieris

Computational displays - SIGGRAPH 2012

Focused in displays, light fields and perception (less than 1/3rd
of the course) Our differentiation: not focused on displays but on
experiments Authors: Gordon Wetzstein, Diego Gutierrez, Douglas
Lanman, Matthew Hirsch

Perceptually-motivated graphics - SIGGRAPH 2010

Focused on examples of how perceptual information can be
leveraged for optimizing rendering algorithms, guiding research
and improving visualization. Displays, use cases, attention and
memory, HVS, selective rendering Our differentiation: focused
on examples of how perception can be leveraged, not on how
to make user studies Authors: Ann McNamara, Katerina Mania,
Marty Banks, Christopher Healey

Visual perception of 3D shape - SIGGRAPH 2009

Explores key findings of how we can perceive 3D stimuli from
2D images Different topic Authors: Roland W Fleming, Manish
Singh

The whys, how tos, and pitfalls of user studies – SIGGRAPH
2009

User studies for computer graphics, case examples to demon-
strate the range of the application of user studies. First part: types
of studies that are appropriate at different times during develop-
ment of a user-interface technique. Second part: perceived image
quality and preference. Third part: eye tracking Our differentiation:
this course adds the evaluation in a context of a design process (first
part). Second and third parts are more similar to our tutorial, but we
will have a focus in VR and newer case studies. Authors: Veronica
Sundstedt, Mary Whitton, Marina Bloj

From Perception to Interaction with Virtual Characters – EG
2020

See perception of virtual characters – SIGGRAPH 2019 Au-
thors: Eduard Zell, Katja Zibrek, Xueni "Sylvia" Pan, Marco
Gillies, Rachel McDonnell

Visual Attention from a Graphics Point of View – EG 2016

Focused on eye tracking, focus on attention driven image and
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video editing. Part 2: models of visual attention, emphasis on sac-
cadic models Our differentiation: not completely focused on Eye
tracking Authors: Kenneth Holmqvist, Eakta Jain, Olivier Le Meur,
Sumanta N. Pattanaik

Eye tracking visualizations – EG 2014

No info Authors: M. Burch and T. Blascheck

Understanding and designing perceptual experiments – EG 2013

Detect what information humans can detect and how it is repre-
sented and processed. Basic Background on design and execution
of perceptual experiments for the practicing computer scientist Au-
thors: D. Cunningham, C. Wallraven

Computational displays – EG 2013

Same as SIGGRAPH course with Diego Gutierrez Authors: Gor-
don Wetzstein and D. Lanman

An eye on perceptual graphics: Eye-tracking methodology – EG
2013

How to build your own, real-time graphics, gaze-contingent dis-
plays (we don’t do that). Presentation of a methodological pipeline
for evaluation. Ignores HVS and focuses on technical details Au-
thors: A. T. Duchowski, K. Krejtz, I. Krejtz, R. Mantiuk, B. Bazy-
luk,

Scientific evaluation in visualization – EG 2011

Planning, design, execution, analysis of results and reporting.
Experimental research, hands-on trial of some methods. Authors:
Camilla Forsell, Matthew Cooper

Perceptually-motivated graphics – EG 2008

HVS and how to apply it to optimization of algorithms in CG.
Similar one in SIGGRAPH Authors: Katerina Mania, Erik Rein-
hard
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Ho, C. C., MacDorman, K. F. (2010). Revisiting the uncanny
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