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ABSTRACT Hardware-based security primitives like True Random Number Generators (TRNG) have
become a crucial part in protecting data over communication channels. With the growth of internet and cloud
storage, TRNGs are required in numerous cryptographic operations. On the other hand, the inherently dense
structure and low power characteristics of emerging nanoelectronic technologies such as resistive-switching
memories (RRAM) make them suitable elements in designing hardware security modules integrated in
CMOS ICs. In this paper, a memristor based TRNG is presented by leveraging the high stochasticity
of RRAM resistance value in OFF (High Resistive) state. In the proposal, one or two devices can be
used depending on whether the objective is focused on saving area or obtaining a higher random bit
frequency generation. The generated bits, based on a combination of experimental measurements and SPICE
simulations, passed all 15 National Institute of Standards and Technology (NIST) tests and achieved a
throughput of tens of MHz.

INDEX TERMS True random number generator (TRNG), resistive random access memory (RRAM),
RRAM based TRNG.

I. INTRODUCTION
Since the number of IoT devices is growing by huge amounts,
the cryptographic applications of electronic devices like Ran-
dom Number Generators (RNG) are becoming integral in
today’s life. The two main types of RNGs are the pseudo
random number generator (PRNG) and the True Random
Number Generator (TRNG). PRNGs mainly produce random
bits using a deterministic function along with a seed. This
process is similar to that followed by linear feedback shift
registers (LFSR) which are based on a deterministic seed
and, thus, the generated bits are emulating randomness there-
fore being vulnerable against modeling attacks. TRNGs can
be realized by extracting any nondeterministic function like
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intrinsically stochastic physical characteristic of the device.
These physical unpredictable phenomena can be, among oth-
ers: random telegraph noise (RTN) [1], soft breakdown of
gate oxides [2], thermal noise generated by resistors [3],
clock jitter in ring oscillators ROs [4], [5] or metastable state
[6]. Most of the state of the art TRNGs are implemented
in CMOS technology and, in many cases, these designs and
implementations introduce bias [7], [8], [9].

Thermal noise stands out as the most popular source of
randomness among physical sources of entropy in TRNG
designs due to its technology-invariance and frequency-
independence [10]. A direct amplification of the thermal
noise has been proposed in [11] and [12] while [8] uses a
single inverter with multi-time amplification. The amplified
noise is compared to a given threshold to generate the random
sequences. However, the analog amplifier required for the
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detection of thermal noise necessitates a high-gain in a wide-
band, hence resulting in large power dissipation. Moreover,
the existence of an offset in the amplification eventually
limits the performance and demands the need of calibration or
post-processing [11], [12].

In most cases, thermal noise is indirectly harvested through
jitter in ring oscillators [11], [13], [14] and metastability in
latches [7], [15] or in sense-amp [7]. RO-based TRNGs
are frequently designed with simplicity and exhibit noise
injection attack tolerance through an automatic tuning loop
[14]. However, many inverters in ROs not only occupy
a large area but also consume a significant amount of
power due to successive charge and discharge during oper-
ation. Metastability-based implementations can provide a
fast response with excellent energy efficiency, but they also
require considerable effort to calibrate and suppress device
mismatches [7], [10], [19], [20]. Latch-based TRNGs offer
low power consumption and small size due to the simple
structure of the latch and the fact that data generation requires
only a one-time voltage transition. However, a mismatch
in the latch’s inverter pair biases the output, resulting in
low randomness. To overcome it, a capacitance-based charge
pump is used in [16] and [17]. This analog method consumes
space and power. The design in [10], [18], and [20] requires
a complex calibration circuit and feedback control loop to
compensate for mismatches. In general, the need for runtime
calibration for process, voltage, and temperature (PVT) vari-
ations not only prevents the fast operation but also increases
costs in power and area [21].

In order to mitigate the aforementioned problems, the
use of stochastic properties like the probabilistic mecha-
nism of transport and/or the switching characteristics of
emerging nanoscale devices (spin transfer-torque, magnetic
memory and memristors) have been recently proposed
[22], [23], [24]. Intrinsic entropy source with high qual-
ity randomness including device-to-device (D2D) variability
within a memory array or a wafer [25], [26], [27] and cycle-
to-cycle (C2C) variability for the same device at each cycle
[23], [28], make memristors in general, and RRAM in par-
ticular, quite suitable devices for generating true random
numbers [29]. Also, they offer a large resistance window,
area scalability, high endurance and low power characteris-
tics. Metal-oxide RRAMs have been shown to feature current
programming in the nA range [30], [31], sub-nanosecond
switching [32], [33] and sub-10-nm scalability [34]. Addi-
tionally, these devices exhibit endurance capabilities of up
to 1011-1012 cycles [35], [36]. The proposed methods for
implementing TRNGs based on memristor are cycle-to-cycle
(C2C) variation [37], RTN [22], [38], device-to-device (D2D)
variation [25], [26], and stochastic switching [23], [27]. It
has been reported in many of these works that the generated
bits from these TRNGs need post processing to be truly
random [27], [38] which costs energy and area overhead.
Also, they cannot achieve a bit generation rate higher than a
few hundreds of kb s−1. In this workwe use C2C variability in

RRAMs in OFF state as the main entropy source to generate
multiple random bits. The generated bits pass all the 15 NIST
tests therefore proving to be truly random. The generated bits
pass all 15 NIST tests providing preliminary evidence of the
data’s randomness.

This paper is organized as follows. RRAM devices and
the experimental setup used in this work are explained
in Section II. The architecture for the proposed TRNG
is described in Section III. In Section IV, experimental
results are presented and, finally, conclusions are drawn in
Section V.

II. EXPERIMENTAL SET-UP
The RRAM devices considered in this work are TiN/Ti/
HfO2/W structures [37]. The 10 nm-thick HfO2 layer was
grown by atomic layer deposition (ALD) at 225◦C using
TDMAH and H2O as precursors, and the top and bottom
metal electrodes were deposited by magnetron sputtering.
The bottom electrode consists of a 50 nm-W layer deposited
on a 20 nm-Ti adhesion layer on a highly doped n-type silicon
wafer, and the top electrode is a 200 nm-TiN on a 10 nm-
Ti layer acting as oxygen getter material. Electrical contact
to the bottom electrode is made through the Al-metallized
back of the silicon wafer. The resulting structures are square
cells of different sizes, but the cells considered through out
this work were of 15 × 15 µm2. A top view optical image
of one device is shown in Figure 1(a) and the correspond-
ing schematic cross-section of the active area is given in
Figure 1(b).

FIGURE 1. The RRAM devices used in this study (a) Top view image.
(b) The cross sectional schematic.

The total resistance of the RRAM drops by applying a
positive bias voltage (V+) to the top electrode during the
SET operation. On the contrary, the resistance of the RRAM
increases by connecting a reversed bias voltage (V+) to the
top electrode resulting in a RESET operation of the device.
After a SET, the device is in a Low Resistive State (LRS) and
has a RLRS resistance, while after a RESET, the device is in a
High Resistive State (HRS) and presents a RHRS resistance.

As illustrated in Figure 2, the electrical characterization
in this work was achieved by using a Keysight B2912A
Precision Source/Measure Unit (SMU) and a probe station.
The automatic measurements were controlled and monitored
by Matlab through a GPIB connection to the instruments.
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In order to change and measure the resistance of the device,
the aforementioned positive or negative voltage is applied to
the top electrode while the bottom electrode is connected to
ground.

First, as shown in Figure 3(a), the DC resistive switching
behavior of the fabricated RRAM device was evaluated by
applying double-sweep voltage ramps from 0 to 1.1 V for
the SET operation and from 0 to -1.4 V for the RESET
operation. These voltage values were extracted after previous
extensive characterization of the manufacturing technology.
The DC analysis of the device allows the verification of its
correct behaviour. The resistive switching behavior of the
RRAM was also assessed under pulse mode, as indicated in
Figure 3(b), by applying a square waveform with the same
voltage amplitudes as in DC mode. It can be seen from
Figures 3(a) and (b) that the cycle-to-cycle variability of the
device is larger in HRS than in LRS.

In order to obtain a significant number of RHRS , a set
of 106 cycles were carried out. Figure 4(a) illustrates the
distribution of the measured resistances. Figure 4(b) shows
the cumulative probability plot.

III. PROPOSAL FOR THE TRNG
The random numbers generated in this proposal are extracted
from the variability of the high resistance state (HRS) of
a RRAM device. The set of 106 resistances experimentally
measured in our laboratory are used as the main entropy
source. As depicted in Figure 3(b), it can be observed that
the variability of RHRS is higher than that of RLRS . In order to
work with magnitudes easily computed by means of digital
circuits, HRS resistances are converted into time delays. In
this work, this step has been done by means of electrical
SPICE-based simulations where the RHRS values have been
extracted from the experimental measurements previously
carried out. The design of the circuit is based on a STMi-
croelectronics 65nm CMOS process.

Figure 5 illustrates the basis of the circuit for the
resistance-to-delay conversion composed of one-transistor
one-memristor cell structure (1T1R), which acts as a volt-
age divider and controls a transmission gate that allows
the charging of capacitor cap. The voltage of the capacitor
feeds an inverter followed by an AND gate that controls
the Enable input of a counter. The output of the counter is
registered and the capacitor can be discharged through an
nMOS transistorMd .

In the proposed circuit, once the memristor is switched
to HRS, the voltage sensed at Vcont during reading at the
voltage divider is used to control the transmission gate. This
stage needs to be done with a reading voltage low enough for
not disturbing the memristor state. Furthermore, the resulting
control voltage Vcont is not a digital signal but an interme-
diate analog one and, for this reason, no inverter is required
between the signals controlling the gate nodes of the PMOS
and NMOS transistors of the transmission gate. Depending
on the resulting divider voltage, the transmission gate offers
a different resistance and determines the time needed by the

capacitor to achieve the threshold voltage that will stop the
counter. The process of charging the capacitor (Vcap) begins
with the input pulse Vstart passing through the transmission
gate (indicated as t0 in Figure 6). The capacitor is connected
to an inverter in such a way that when Vcap reaches the
threshold level of the inverter, its output goes low (t1) creating
a pulse at the output of an AND gate (see Figure 6). This pulse
is used as the enable signal of the counter. According to the
range of RHRS expected in the RRAM technology used in the
work and the frequency range appropriate for the generation
of random numbers, capacitor cap has been chosen to be
10 fF. This value is selected within an appropriate range so
that its impact on area is small, while ensuring that the con-
version time constant falls within the range of the processing
circuit delays.

Due to the intrinsic variability of RHRS , different delays are
obtained in each cycle. This leads to the creation of different
pulse widths which are sampled at a fixed clock frequency
fCLK , which is connected to the clock input of the counter
(fCLK=10GHz in our simulations). Figure 6 illustrates an
example where the generated delay (t1 − t0) is 17.2 ns for
the case of RHRS = 1.52 k�.

The relationship between the memristance and the delay
is not critical. What is important is to verify the random
nature of the RHRS sequence experimentally obtained. In the
simulations, the real RHRS (i) sequence was kept (where i
indicates the ith RESET cycle in the experimental charac-
terization) as input data. Figure 4(a) illustrates the obtained
distribution of RHRS . The randomness of RHRS was evaluated
through the direct mathematical conversion of the RHRS (i)
data into binary coded numbers (bn, bn−1, . . . , b1, b0)i. Since
the RHRS values are on the order of tens of k�, 14 bits
were considered for this preliminary study. The randomness
of these bits was assessed by the tests settled by the NIST
Statistical Test Suite (STS). As a result, the least 6 significant
bits passed all or failed at maximum 2 tests out of the 15 tests.
In order to evaluate if the reason for not passing the complete
set of 15 tests is due to some level of dependency of the
conductive filament for consecutive switching transitions,
the same analysis has been performed over the difference
between RHRS close in the sequence, namely, RHRS (i) and
RHRS (i + j) for 1 ≤ j ≤ 5. Thus, the subtractions (RHRS (i +
j) − RHRS (i)) have been computed for 1 ≤ i ≤ 106 and
1 ≤ j ≤ 5, coded binary and assessed by NIST test. As
a result, comparing RHRS separated by at least 3 positions
in the sequence (j ≥ 3) is enough to make the 6 least
significant bits pass all tests. Given the switching speed of
RRAMs and the auxiliar circuitry needed, with these 6 bits
the design of a TRNG with high throughput seems viable.
These results make us assume that comparing the RHRS for
different cycles separated by at least 3 cycles compensates
any possible dependence between cycle-to-cycle RHRS resis-
tances and results in random values. For the experimental
106 measures of this work, mean(RHRS ) = 3069.15 � and
mean(abs(RHRS (i+ 3) − RHRS (i)) = 568.78 �.

In the next section, the results of the work are presented.
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FIGURE 2. Experimental setup.

FIGURE 3. (a) Current/Voltage characteristics of the RRAM during successive SET and RESET operations in DC mode. (b) RLRS
and RHRS resistances after SET and RESET operations in pulse mode.

FIGURE 4. (a) Distribution of the experimental 106 RHRS measured values from a sample RRAM under pulsing operation. The
experimental data follow a lognormal distribution with µ=7.86 and σ=0.65 (b) Cumulative probability plot.

IV. RESULTS AND DISCUSSION
A. GENERATION BY MEANS OF ONE RRAM DEVICE
According to the previous section, the comparison between
a pair of RHRS generated at different switching cycles of a
RRAM device provides the source of randomness for the
TRNG. For generating the random bit, the proposal of this
work consists in switching a RRAM device to HRS and
computing the delay caused in the basis of the circuit of
Figure 5 coded as (count1). Next, the device is switched to
HRS 3 more times (2 of them are dummy transitions) and
the delay is computed again (count2) and subtracted from the

previous one, (count2 − count1). To perform the subtraction,
in the particular case of 1-bit counter, it is equivalent to
perform an addition. So, the 1-bit counter is only initialized
before generating (count1). The final (count1+count2) yields
the random generated bit.

In order to use the minimum silicon area possible, the
circuit used in this work is shown in Figure 7 where the
voltage of the divider (Vcont ) has been shifted since the range
of voltages generated is too low to control the gate of Mn
due to that Vread is low enough for not disturbing HRS. The
voltage shifter is made up of a pMOS transistor and a nMOS
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FIGURE 5. Circuit for converting the RHRS value into a delay with n-bits resolution.

FIGURE 6. Example of operation of the circuit where the capacitor (cap=10 fF)
starts charging at t0 and Vcap reaches the threshold value after 17.2 ns (t1) for
RHRS = 1.52 k�. The Enable signal of the counter is active during the (t0, t1)
interval.

transistor acting as a resistor. The transmission gate has been
replaced with an nMOS transistor. Furthermore, the counter
is not active (through signal Vactiv) during the process of
discharging cap and switching control of the RRAM. Figure 8
illustrates the state of the reset signal (activated before gener-
ating count1) and the discharge of cap (Vactiv = 0). Also, the
two dummy HRS cycles have been indicated in grey. Before
each HRS transition a LRS transition is needed although not
shown in the figure.

For the case of cap=10 fF, the mean delay value obtained
is 16.9 ns and the maximum delay is 29.3 ns resulting in
a mean time equal to 33.8 ns required to charge two times
the capacitor. Figure 9(a) illustrates the delay versus RHRS
for different sizes of the pMOS Mp of the voltage shifter
(referred to the minimum feature of the technology, Lmin =

0.65µm) and (b) the distribution of delays obtained for the

set of 106 samples. Table 1 indicates the area or size of the
different elements of the circuit.

TABLE 1. Area / size of the cells/devices used in circuit of Fig. 7.

The randomness of this TRNG has been assessed by
the tests settled by the NIST STS. The randomness of the
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FIGURE 7. Circuit for the generation of one random bit by means of one RRAM device.

FIGURE 8. Reset and active signals during the process of generating a random bit.
Note that each HRS cycle is preceded by a LRS not shown in the time diagram. Dummy
HRS cycles are indicated in grey.

FIGURE 9. (a) Delay dependence on RHRS for different widths of pMOS transistor Mp. (b) Distribution of delays.

dataset is indicated by P-value. The P-value more than 0.01 is
required to pass a specific test. All 15 NIST tests have been
applied on the 106 derived bits. Results are shown in Table 2

where the column labeled ‘‘raw bit’’ indicates the result of
NIST test applied to the direct bit (count1) extracted from the
circuit. Only 5 test passed and 3 can not be applied because of
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TABLE 2. NIST test results for the random bit obtained from the circuit of Figure 7. Column labeled ‘‘raw bit’’ indicates direct results of count1. Column
labeled with ‘‘added bit’’ is derived from comparing/adding bits from two HRS cycles separated by 2 dummy transitions, i.e., count1 + count2.

TABLE 3. NIST test results.

not enough data. Column labeled ‘‘compared bit’’ shows the
NIST test results for the proposal of comparing (addition) bits
obtained for two cycles separated by 2 dummy transitions,
i.e., corresponds to count = count1 + count2. All 15 test
passed in this case.

Notice that, for the sake of utilizing the entire avail-
able dataset of 106 samples to apply the 15 NIST tests,
the first bit is generated using the values of RHRS (1) and
RHRS (4), while the second bit is generated using the val-
ues of RHRS (2) and RHRS (5), and so on. This approach
involves using sequences of six consecutive RHRS (i) val-
ues, namely [RHRS (6k), . . . ,RHRS (6k + 5)], to generate three
bits, i.e., [bit(k), bit(k + 1), bit(k + 2)]. Specifically, the pro-
posed scheme requires the utilization of three 1-bit counters
to store count1(k) for RHRS (6k), count1(k+1) for RHRS (6k+

1), and count1(k + 2) for RHRS (6k + 2), respectively.

To generate the first bit of the three-bit output sequence,
count2(k) is activated when the value of RHRS (6k + 3) is
obtained. Similarly, count2(k + 1) and count2(k + 2) are
activated when the values of RHRS (6k + 4) and RHRS (6k + 5)
are obtained, respectively, to generate bit(k+1) and bit(k+2).
Notice that this counter interleave strategy used for the exper-
iments could be applied to any similar TRNG to maximize
throughput, regardless of the RRAM cycle distance used.

To verify that the random behavior of the proposal is
due to the stochastic nature of the RRAM device and not
to the experimental setup or instrumentation, we conducted
the same experiment but substituted the RRAM with a plain
resistor. The resulting behavior was proven not to be random,
with the percentage of zeros and ones significantly biased
from 50%.

As far as the throughput of the proposal is concerned,
the time required to apply a number of SET and RESET
operations to the RRAM has to be considered in addition to
the delay generated to charge the capacitor. In this context, the
presented implementation provides a throughput higher than
Mbps, which is sufficient for some encryption applications
[22]. RRAM devices have been proved to switch at faster
speed even in the sub-nanoseconds range (<5ns has been
assumed in this paper) [39], [40]. In this implementation,
the RRAM have to be switched 8 times (<40ns) and the
delay have to be measured twice (<2× 29.3ns) resulting in a
throughput higher than 10Mbps.

B. GENERATION BY MEANS OF TWO RRAM DEVICES
With the goal of increasing the rate of the generated random
bit, the comparison of the delay caused by two RRAMs has
been considered with the circuit shown in Figure 10 (dis-
charge transistor and reset are not included for simplicity).
We experimentally characterized a second RRAM device to
obtain an additional set of 106 HRS measurements, which
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FIGURE 10. Circuit for the generation of one random bit by means of two RRAM devices.

FIGURE 11. Reset and active signals during the process of generating a random bit by
means of two RRAMs. Each HRS cycle is preceded by a LRS not shown in the time
diagram.

enabled us to validate this proposal. Figure 11 illustrated the
timing evolution of the main signals. The results of applying
the NIST tests on the results are shown in Table 2 where
all tests passed. The area required for this solution doubles

the previous one with the addition of an XOR gate imple-
mented with cell HS65_LS_XOR2 × 3 that occupies 6 µm2.
However, the time needed to generate the random bit requires
a single transition to HRS of both RRAMs (<10ns) and the
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TABLE 4. Performance benchmarking with recent works on RRAM-based TRNGS.

consequent delay for charging the two capacitors cap in par-
allel (<29.3ns) resulting in a throughput higher than 25Mbps.

We have evaluated the performance of the proposed TRNG
implementations against recent RRAM-based TRNGs,
as shown in Table 4. Our proposals offer a high range of
throughput while maintaining a quite compact area. Further-
more, the 106 output bitstreams generated by our TRNG
implementations have successfully passed all the NIST tests.
In terms of energy per bit, our proposal consumes less than
previous state-of-the-art TRNGs, as shown in row ‘‘energy’’
where, for the sake of comparison with [42] and [44], the
energy of the RRAM cell is measured only. However, in a
final implementation, the consumption of the extraction
circuitry beyond the RRAM cells should be considered for
the total energy budget. In our proposal, it corresponds to
9,49 pJ/bit and 3.79 pJ/bit, respectively, for one/two RRAM
cells. This should be compared to the equivalent circuitry of
other works (e.g. comparator / counter / DFF) if available.
Our proposal using two RRAM cells (Figure 10) is the most
competitive in terms of energy per random bit.

As far as the reliability of the proposed TRNG is con-
cerned in front of temperature variations, it is worth noting
that Ti/HfO2-based devices are known for their high thermal
stability [44], [45], allowing them to withstand significant
temperature changes without affecting their performance or
reliability. Therefore, temperature is not expected to be a
reliability issue in the resistance states of Ti/HfO2based tech-
nology, which serves as the foundation for the presented ran-
dom number generation. Furthermore, the switching behavior
of RRAMs has been shown to depend on the width and
amplitude of SET/RESET pulses [46], [47], [48]. Therefore,
prior characterization of the RRAM technology is essential
for ensuring reliable generation of random bits. This charac-
terization should include determination of the optimal range
of pulse duration and amplitude to achieve the correct circuit
behavior. As demonstrated in [47], reducing the pulse width
(i.e., increasing the frequency) can be a powerful technique
for saving energy.

There are many causes that may affect the correct oper-
ation of TRNGs, from design, manufacturing or to in-field
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operation. Therefore, to assure the randomness of the gen-
erated bits, TRNGs have to undergo extensive testing,
not only after manufacturing but also during operation.
On-the-fly tests of TRNGs implemented in hardware aim
to detect failures or statistical weaknesses of the entropy
source. These real-time circuits enable prompt identifica-
tion of any instances where the generator fails to exhibit
the intended properties, providing a mechanism to mitigate
potential issues.

V. CONCLUSION
In this paper, a circuit capable of generating random bits has
been proposed by expoiting the high stochasticity of the OFF
state (HRS) of one or two RRAMs through its conversion to
time delays. In the case of one RRAM, the delays generated
for two different switching cycles of the device are compared
through a 1-bit counter. In the case of two RRAMs, the delays
are compared through an XOR gate after being evaluated
by two 1-bit counters. The randomness of experimentally
generated bit has been assessed by the NIST randomness
tests. The proposed TRNG designs could be applicable for
security purposes like cryptographic operations, stochastic
computing and others, with low power consumption and
throughput higher than 10Mbps.
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