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Abstract— A fully normalized algorithm to implement the
optimal triple-phase-shift (TPS) modulation strategy of the dual
active bridge (DAB) converter is proposed in this article. The
algorithm evaluates three simple expressions that fit the optimal
solutions obtained in recent works, which allows the algorithm to
be implemented in real-time and valid for the whole operating
range. As a result, the converter operates under zero voltage
switching (ZVS) conditions and minimizes conduction losses.
In addition, the algorithm considers the minimum current
required to guarantee the ZVS condition that faces the undesired
dead-band of switching devices effect. The proposal achieves a
soft transition between any operation region and a fast closed-
loop response with no stability concern, presenting robustness
under leakage inductance deviation. Finally, the algorithm pre-
sented in this article is verified with a 4-kW experimental pro-
totype. Experimental results show that the algorithm proposed
can be evaluated with less than 2.8 µs and allows soft transition
between any operation region to be achieved. Besides, fast closed-
loop changes of 750 µs through all the operating ranges, keeping
minimum rms current under ZVS, are shown.

Index Terms— Dual active bridge (DAB), normalized modu-
lation, rms current minimization, triple phase shift (TPS), zero
voltage switching (ZVS).

I. INTRODUCTION

THE dual active bridge (DAB) has an essential role in dc
microgrids, which have high efficiency and fast dynamic

response [1]. DAB topology presents outstanding characteris-
tics that allow the bidirectional power flow between two dc
voltage sources with galvanic isolation. It can operate under a
soft-switching mode, increasing the power density. The DAB
converter offers modularity. It can work in series [2] or parallel
as a current source converter [3]. Moreover, the current source
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Fig. 1. DAB converter topology.

behavior also enables step-up and step-down voltages as a
function of control variables and load, allowing its use in
applications as renewable energy integration where voltages
of energy storage systems (ESSs) are widely variables [4].

The DAB topology is shown in Fig. 1. It consists of two full
bridges interconnected through a high-frequency transformer
with no additional resonant passive elements needed.

DAB modulation strategies have been widely discussed in
previous works and summarized in recent reviews [5], [6]. The
triple phase-shift (TPS) modulation strategy allows the power
flow to be controlled by applying a specific phase shift, φ,
between the two three-level voltage waveforms at both sides
of the transformer. These voltages are controlled to produce a
constant-frequency squared voltage waveform with a specific
duty cycle, for the primary and secondary sides, respectively.
The TPS can be defined as the generalized modulation strategy
of the DAB converter, where the single phase shift (SPS),
enhanced phase shift (EPS), and dual phase shift (DPS) are
particular cases of the TPS [5], [6], [7].

Most recent works, such as [8], implement analytical
TPS modulation to operate the converter under zero voltage
switching (ZVS) conditions minimizing the peak transformer
current [9] that does not always match with the optimal
modulation or the rms current [10]. In [11] and [12], a closed
form of complex analytic expressions of an optimal mod-
ulation scheme to minimize the rms current for different
operating conditions is obtained. Still, many do not consider
the minimum current to achieve soft switching. The need
to achieve high performance for closed-loop controllers also
requires that the implementation of the TPS allows for soft
transition between the different cases. On the other hand, some
recent works such as [13], [14], or [15] adopt a closed-loop
proportional integral (PI) controller to determine the φ angle.
These works do not present primary and secondary analytical
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expressions of pulse widths as a voltage ratio and power
reference function. This control strategy compromises the
relative stability of the system since POut = f (φ) dependency
is highly nonlinear in some operation regions, limiting the
dynamic response of the DAB converter. In [12] and [16],
a DAB converter based on a single-stage isolated ac–dc
converter is presented, adopting a modulation strategy that
allows ZVS in the whole range by designing the magnetizing
inductance of the transformer to achieve ZVS in the sec-
ondary side switches. It is well known that the possibility of
reducing the magnetizing inductance increases the ZVS region
of the converter. Nevertheless, it has the disadvantage that
the primary current becomes higher, significantly increasing
the losses and consequently decreasing the converter’s overall
efficiency [17]. Recently, model-predictive controllers (MPCs)
have been proposed for DAB dc–dc converters to minimize
converter tracking errors with no stability concerns. The pro-
posal given in [18] describes an MPC design by analyzing
the large signal stability of a DAB converter. However, it only
considers SPS modulation. The algorithm proposed in [19]
designs a current shaping scheme with a fast dynamic response
to startup quickly. It controls the inrush current on dc distribu-
tion systems for renewable energy applications, but it depends
on many coefficients, complicating the universal usage. On the
other hand, [20] optimizes the peak current instead of the
rms current, which is responsible for the conduction losses.
Moreover, works detailed before [18], [19], [20] do not
describe the operation of the converter under ZVS/zero current
switching (ZCS) conditions. Most MPC schemes need the
time-consuming, trial-and-error tuning procedure to achieve
satisfactory performance, resulting in slow dynamic response
and a significant computational burden for the controller.

From the discussion presented, only the proposals imple-
menting the SPS can solve the modulation by solving a single
set of equations. On the other hand, proposals that adopt
more advanced techniques (EPS, DPS, or TPS) require to
use highly parameter-dependent approaches, like the MPC,
PI controller, or lookup table (LUT) [21], to determine some
of the controlling variables. These techniques are complex to
implement. They can add dynamics to the system, compromis-
ing the stability, and the use of LUT implies a large memory
occupation and introduces errors due to the extrapolation
issues.

The contribution of this article is a new algorithm to
implement the optimized TPS modulation strategy for DAB
converters solving a set of simple expressions that allows
all modulation variables to be established in real time.
Besides, the proposed algorithm is implemented in a complete
normalized domain, valid for any DAB converter parameters,
regardless of the working voltage ratio and output power.
The optimized modulation is obtained by imposing ZVS
soft-switching conditions and minimizing the rms current
considering the three TPS variables (pulse width modulated
voltage waveforms and a phase shift between voltages VH1
and VH2 as depicted in Fig. 1), which ensure minimum con-
duction losses [15]. Moreover, due to the given expressions not
implying a high computational cost, its implementation can be
done using low-cost microcontrollers. The algorithm presents

robustness to parameter uncertainties, as demonstrated in the
analysis and results included in the article. The fast dynamic
response of the converter is obtained owing to not intro-
ducing any additional dynamics to the system, which avoids
compromising the system’s stability. In addition, experimental
results show optimal efficiency using the proposed algorithm
compared with previous proposals.

Section V presents experimental results for different sce-
narios, where the fast dynamic response is validated. Finally,
a comparison is conducted between the algorithm proposed in
this article and other recent works.

II. ANALYSIS OF ZVS TPS MODULATION TO MINIMIZE

DAB CONVERTER LOSSES

This section defines the modulation strategy for the DAB
converter that optimizes the converter losses owing to the
operation under ZVS and the minimization of the transformer
rms current that is proportional to conduction losses.

A. TPS Analysis

In previous works, such as [7], it has been demonstrated
that 12 different cases result in all possible combinations of the
manipulated variables. This article defines the angles δ, α1, and
α2 as manipulated variables when the TPS modulation strategy
is adopted. The angle α1 corresponds to the falling edge of
VH1 when the voltage is positive. In contrast, angles α2 and
δ correspond to the rising edges of VH2 when this voltage is
positive and negative, respectively. Finally, all these variables
are defined concerning angle zero, defined as the rising edge of
VH1 when this voltage is positive. Fig. 2 shows the theoretical
transformer voltages and current waveforms for the cases that
allow ZVS operation and soft transition in the whole operating
range, as shown in [15]. This figure also shows the definition
of the control variables corresponding to the different cases of
the TPS modulation strategy. The different cases are classified
based on the order of the depicted manipulated variables δ,
α1, and α2. Finally, the m1 and m2 modulation indices that
correspond to the pulse widths in per unit (PU) of VH1 and
VH2, respectively, are also depicted.

In this article, all expressions are normalized to general-
ize the model, and results are obtained by establishing the
independent terms of the implementation parameters, such as
voltage levels, switching frequency, and transformer parame-
ters like leakage inductance. The normalization is implemented
according to the base quantities defined as Vb = V1n, Ib =
Vb/( fsw8L), and Pb = V 2

b /( fsw8L) considering the variables
presented in Fig. 1, where fsw is the switching frequency and
the voltage conversion ratio is defined as d = V2/V1n, where
n is the transformer’s turns ratio.

By analyzing the voltage and current waveforms, analyt-
ical expressions for each case can be derived as found in
previous works [7], [22]. These expressions allow evaluation
of the rms current of the transformer, the transferred power,
and the current for all switching angles depicted in Fig. 2.
Furthermore, they allow the objective and constraint functions
to be established to optimize conduction losses imposing the
operation under ZVS conditions.
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Fig. 2. Theoretical waveforms of the voltages and currents in the transformer
and the definition of main variables used to control the power flow. (a) Case I
(δ ≤ α2 ≤ α1). (b) Case II (α1 ≤ π + δ ≤ π + α2). (c) Case III (π + δ ≤
π + α2 ≤ α1). (d) Case IV (α2 ≤ π + δ ≤ α1).

B. Losses Optimization

Analyzing the ZVS requirements for the operation of a
DAB converter, the conditions to guarantee soft switching
can be obtained as stated in the literature [22], which can
be synthesized as follows:

(IL(δ) & IL(α1) & IL(α2) & IL (π)) > IZVS (1)

where IZVS is the minimum current that ensures ZVS oper-
ation. Therefore, it is the minimum current that ensures that
the voltage across the power transistor reaches the clamping
value at the same time the current reaches zero.

Most recent works focus on achieving ZVS without con-
sidering the dead band between two pulse width modulation
(PWM) signals of the same leg. However, the work presented
in [15] shows that optimal TPS modulation, which minimizes
Irms, can generate voltage ringing and no real ZVS when a
dead band is considered. This work [15] also demonstrates
that imposing minimum IZVS, ZVS is achieved and the Irms
is not much compromised. The calculation of IZVS has been
presented in previous works as [23], [24] and it depends on
the inductance value (L), parasitic capacitance of the switching
devices (Cx ), the voltage ratio d , and the switching frequency
( fsw)

IZVS[PU] = 4π fsw
√

d L Cx . (2)

Once IZVS is obtained, the required dead band can be deter-
mined. The algorithm presented in this article enables config-
uring IZVS according to the converter parameters to minimize
the dead band effect.

Fig. 3. Surfaces of m1 and m2 indices corresponding to the optimal solution.
(a) m1 surface for the optimal solution. (b) m2 surface for the optimal solution.

The normalization proposed ensures that the optimization
of conduction losses only presents three parameters, output
power transfer in PU p, d , and IZVS. The minimum rms
transformer current (ιrms) is obtained with the following
objective function for each voltage ratio (d), transferred power
(p), and case (c) regarding the four different cases depicted in
Fig. 2, and considering constraint (1). Then, the global optimal
Irms considering the feasibility of all cases is obtained by a
nonlinear optimization solver

min
ιrms

∑

d∈D

∑

p∈P

∑

c∈C

(ιrmsd,p,c(δ, m1, m2, IZVS)) (3)

where P = [−1, . . . , 1] ∈ R, D = [0, . . . , 3] ∈ R, and C =
[1, . . . , 4] ∈ N.

The optimization has been executed for all the possible
values of p ∈ [−1.0, . . . , 1.0], and d ∈ [0, . . . , 3], where the
increment of p values was established equal to 0.02 and the
increments of d equal to 0.0125 for each case c ∈ [1, 2, 3, 4].
This mesh allows to map the optimal solution for any DAB
converter and, it guarantees ZVS for any p which corresponds
to the possible power transference (POut) and voltage con-
version ratios d . A numerical search with nesting loops for
P , D, and C has been conducted to validate the solutions
obtained. Therefore, both switching losses and conduction
losses are minimized. Furthermore, this fully normalized mesh
map solution obtained will be curve fit in Section III by three
simple equations, which gives a high potential for real-time
implementation.

The surfaces of m1 and m2 indices corresponding to the
optimal solution are depicted in Fig. 3. These surfaces can be
superimposed and depicted with level curves as it is shown
in Fig. 4 for the particular case when IZVS = 0. These level
curves depict a nomogram of d versus POut. Fig. 7 depicts the
corresponding operating region of the cases shown in Fig. 2
for the optimal solution presented in the nomogram of Fig. 4.
The angle δ can be calculated from output power expressions
as explained in Section III through (5)–(8). Therefore, only
Fig. 4 is needed to obtain the value of the manipulated
variables for any operation point once the converter base
values are known. These solutions can be implemented in a
microcontroller through an analytical solutions approach or an
LUT table. However, the LUT solution implies a large memory
occupation. Section III treats the analytical proposed approxi-
mation, and the implication of computational requirements are
evaluated in Section V.
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Fig. 4. Nomogram of optimal solution minimizing conduction losses. m1 and
m2 indices for IZVS = 0. Right side numbers mark m2 index level curves
and left side numbers mark m1index level curves.

Fig. 5. Nomogram symmetry pattern of the optimal solution minimizing
Irms current regarding output power POut and voltage ratio d.

III. ANALYTICAL EQUATIONS TO APPROXIMATE THE

OPTIMAL SOLUTIONS

This section presents a proposal of analytical equations to
approximate the optimal solutions. The aim is to simplify the
implementation of the generalized TPS modulation strategy
for a DAB converter in a complete normalized domain in both
open and closed-loop systems.

It can be demonstrated that optimal solutions regarding m1
and m2 indices are symmetric for positive and negative output
powers, and both modulation indices result in the inverted
functions for (d < 1) and (d > 1). Fig. 5 summarizes
these statements. For this reason, only the equations of the
quadrant POut > 0 and d < 1 are enough to analyze the
whole operating range. Therefore, this article proposes to
approximate the optimal solutions in the mentioned quadrant
adopting the set of expressions for both modulation indices
(m1 and m2) = f (d, POut) shown in Table I, where the
constants are adjusted to minimize the error with the optimal
solutions and subindices I and II refer to the cases depicted
in Fig. 2.

To verify the accuracy of the proposed solutions, Fig. 6
shows both optimization solution and analytical approximation
calculated with the set of equations presented in Table II
overlap for the quadrant corresponding to POut > 0, d < 1.
The root-mean-square error (RMSE) committed is RMSE =
0.0032 for m1 and RMSE = 0.0015 for m2. Additionally, the
coefficients of determination R2 for m1 is equal to 0.9997 and
0.9998 for R2 of m2.

It should be noted that this set of analytical solu-
tions, expressed with only three equations and making the

TABLE I

EXPRESSIONS OF MODULATION INDICES m1 AND m2 FOR QUADRANT
POUT > 0 AND d < 1

Fig. 6. Nomogram for the quadrant POut > 0, d < 1 obtained with the
optimization problem (m1TH, m2TH) and obtained by analytical equation
approximation (m1AN, m2AN).

corresponding change of variables to cover the whole oper-
ating region, allows the optimized TPS modulation strategy to
be implemented in real-time for DAB converters. Moreover,
this result is valid for any voltage levels, power range, and
switching frequency requiring an extremely low computational
burden. The results section shows that the main consequence
is that using these expressions allows fast dynamic results
without compromising stability and the converter is operated
with minimum losses.

The algorithm proposed in this article implements the set
of equations shown in Table I to establish m1 and m2 indices
as a function of POut, d , and IZVS. Fig. 7 defines the different
regions in the POut versus d plane, for which each case
described in Fig. 2 that corresponds to the optimal solutions
obtained in Section II-B. Then, the expressions of Table I are
used for each region following the pattern illustrated in Fig. 5.

It can be demonstrated that when IZVS increases, all cases
narrow their regions as it is shown later on in Section V [23].

The flowchart shown in Fig. 8 describes the sequences to
implement. For example, if d < 1, it is assigned case I or II
of Fig. 7, when POut is higher or lower than Pbr, respectively,
with Pbr being the boundary between the two cases of the
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Fig. 7. Theoretical operational region for each case with the quadrant
POut > 0, d < 1 shadowed.

Fig. 8. Flowchart algorithm sequence.

shadowed region in Fig. 7, which is calculated as

Pbr = −(2 ((d − 1)γ d − 2 IZVS d)) γ (4)

where γ = 2 (IZVS) − 1. Thereafter, m1 and m2 are calcu-
lated. Finally, δ angle is calculated using the output power
expressions as a function of m1 and m2 [7] as follows.

For case I:

δ = m1π

2
+ m2π

2
− π

2
−

√
δ − POutπ2

2
. (5)

For case II:

δ = πm2
1 + πm1m2 − 2πm1 + 0.5POutπ

2m1
. (6)

For case III:

δ = m1π

2
+ m2π

2
− 3π

2
+

√
δ + POutπ2

2
(7)

where δ is

δ = −π2m2
1 − π2m2

2 + 2π2m1 + 2π2m2 − π2. (8)

Finally, case IV is calculated the same as (6) but with the
values of m1 and m2 exchanged.

On the other hand, if d > 1, the same sequence described
before is addressed, but 1/d substitutes the voltage ratio d .

Recent works [13], [15] adopt closed-loop controllers, like
PI controllers, to determine the phase shift φ. However, these
strategies compromise the relative stability of the system due

Fig. 9. POut as function of φ for different voltage ratio d.

Fig. 10. FFW closed-loop proposed on the top. Primary droop control on the
bottom where Rv 1, Rv 2, and Rv n are the virtual impedance for each converter
and Vdc. C is the voltage and capacitance of the dc link (see Fig. 11).

to the POut = f (φ) dependency, being highly nonlinear in
some operation regions, as shown in Fig. 9. This fact can
limit the dynamic response of the DAB converter.

IV. CONTROL STRATEGY, STABILITY, AND ROBUSTNESS

ANALYSIS

This article proposes the control sequence described in
Fig. 8 which can operate in both open and closed-loop control
since the equations presented to determine the indices m1 and
m2 do not depend on the phase shift φ. Instead, as it was
shown previously, they are a function of d , POut, and IZVS.

On the other hand, a feedforward closed-loop control
scheme (FFW) depicted in Fig. 10 is proposed in this article.
The FFW control can be designed to obtain a fast dynamic
response with no stability concern. Also, it results in low
consumption of computational resources when the proposed
set of analytical equations presented in Table I are imple-
mented. The DAB PLANT block of the converter depicted in
Fig. 10 corresponds to the model of the converter considering
manipulated variables as input and the output current variable,
which is proportional to the output power (POut), being the
variable to control. The output current (IOut) depicted in
Fig. 1 can be obtained by integrating the rectifier transformer
current over half the switching period to get the averaged
expression, resulting in the following expressions for each
case:

IOut CI[PU] = 2
(−α2

1 + (π + α2 + δ)α1 − α2
2 − δ2

)

π2 (9)

IOut CII[PU] = 2(−α1(α1 − π − δ − α2))

π2 (10)
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Fig. 11. Case study application with the DAB converter working as a current
source.

IOut CIII[PU] = 2
(
α2

1 + (−3π − δ − α2
)
α1

π2

+
(
2(π + δ)2 + (π + α2)

2)

π2 (11)

IOut CIV[PU] = 2(−(α2 − π − δ)(α2 − α1 + π + δ))

π2 . (12)

It can be deduced from these expressions that the output
current only depends on the manipulated variables. Therefore,
the proposal allows the output current to be established without
additional dynamics because all the variables are determined
directly by applying the proposed algorithm.

This control strategy makes the DAB converter more ver-
satile in dc microgrids in such a scheme as depicted in
Fig. 11 [25], [26].

The control scheme shown on top of Fig. 10 can be part
of the primary droop structure [27] presented at the bottom of
Fig. 10 due to the power source behavior of the DAB converter.

This strategy has great potential since combining different
ESSs as supercapacitors or lithium-ion and lead-acid batteries
(see Fig. 11) has benefits in terms of efficiency degradation and
the possibility of offering different services to the grid [28].
These services are delivered by controlling each DAB con-
verter’s dynamic response with a virtual impedance Rv x that
corresponds to each ESS. In addition, the outer control loops
can regulate the dc bus voltage or control the total transference
of power (POut1 + POut2 + · · · + POutn), which are usually
controlled by the inverter or through a centralized controller.

A. Stability Analysis

Fig. 12 shows the open-loop bode plot between the reference
power and the measured power at the output, corresponding to
the block diagram shown in Fig. 10. The bode plot presented
corresponds to a particular operating point given by POut =
0.6 PU and voltage ratio equal to d = 1.37. However, one of
the main contributions of the proposal is that the algorithm
implements the expressions given in Table I, which represent
the inverse of the plant. For this reason, it is concluded
that the system behaves as linear from the proposed FFW
controller’s perspective. Therefore, the bode plots presented
in Figs. 10 and 12 are valid for the whole operating range.
This frequency response of the systems allows the model to
be validated as indicated previously through (9)–(12). The
continuous traces correspond to the model’s results, and the
marks correspond to the measures of the switching circuit
obtained using the PLECS software. From this figure, it can
be concluded that both results of the model and the switching
circuit fit all the frequency ranges. It can be observed that the

Fig. 12. Bode plot of the converter between power reference and output power
for the model and the switching circuit using PLECS software. It corresponds
to the operating point given by POut = 0.6 PU and voltage ratio equal to
d = 1.37.

Fig. 13. Bode plot of the converter between power reference and output
power for the model and the switching circuit using PLECS software with a
low-pass filter of fc = 400 Hz. It corresponds to the operating point given
by POut = 0.6 PU and voltage ratio equal to d = 1.37.

flat gain and zero-phase feature over the entire frequency range
means that the input–output relationship has no dynamics.
In addition, the perfect matching between both results indicates
that the system behaves linearly for the mentioned input and
output variables, which is a consequence that the algorithm
allows all the manipulated variables to be established in real
time. Fig. 13 shows the same results when a first-order filter
is added to eliminate any possible oscillation caused by the
output current ripple. Again, both models show a good fit for
this case, similar to the previous one.

Finally, Fig. 14 demonstrates the system’s linearity in the
whole load range and for any voltage ratio. Four different
voltage ratios are presented as examples. In addition, the same
dynamic step response of the power transferred upstream and
downstream can be observed. The settling time is adjusted
through the FFW controller’s K P value.

B. Transient Performance

Regarding the transient performance, Fig. 15(a) and (b)
compares the dynamic response of the converter for an exam-
ple of a step power reference from POut = −0.75 to 0.75 (PU)
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Fig. 14. Step response transferred power for different input up and down
steps of reference power and different voltage ratios (d = 0.44, d = 0.73,
d = 1.37, and d = 2.25).

Fig. 15. Comparison of the dynamic response for a step from POut =
−0.75 to 0.75 (PU) of the converter using the strategy proposed in [15]
and the proposed algorithm. (a) Response of the strategy proposed in [15].
(b) Response of the proposed strategy.

using the strategy proposed in [15] and the proposed algorithm,
which corresponds to the complete setup, power, and control
stages, using PLECS software. It can be observed that the
time response is reduced approximately six times. This fact is
because the proposed algorithm does not introduce dynamics
into the system, the calculation of the proposed expressions is
carried out very quickly, and the FFW control scheme allows
faster results than, for example, PI controllers. The dynamic
response of the proposed modulation is a consequence of
the FFW control loop and the first-order filter on the power
reference. It can be observed that the response for the proposed
strategy fits regarding waveform and the settling time of
700 μs with the analogous experimental test presented in
Fig. 19 of Section V-A.

Fig. 16. Evaluation of the rms current as a function of the manipulated
variable m1, while the other variables are determined according to the
algorithm, considering the output power as a parameter and the inductance
deviation from rated value to 5%.

From these results, both in the frequency and time domains,
it can be concluded that the converter always behaves stably,
can track the reference, and has an excellent transient response.

C. Robustness Analysis

This section presents an analysis of the robustness under
parameters variation to establish the deviation from the optimal
point of operation of the converter. Concerning the variations
of the switching capacitors, the minimum current IZVS was
determined by measuring the worst condition operating point,
ensuring the ZVS operation for the regarded dead band needed
after measuring the intervals turn on and turn off time. This
topic is one of the main reasons to include the minimum cur-
rent value in the optimization to achieve ZVS, demonstrating
its importance as proposed in the article. Moreover, it should
be noted that unlike the articles cited in the bibliography
that propose optimizing the converter’s operation using the
TPS modulation strategy, this current is not usually taken into
account.

On the other hand, it is important to consider possible
variations of the leakage inductance of the converter since it is
the parameter that can imply the most changes in the control
modulation. Next, the analysis of the rms current considering
a deviation of the leakage inductance of ±5% is presented.
Fig. 16 shows the variation of the rms current as a function
of one of the manipulated variables, m1, when the converter
operates in the proposed FFW closed-loop control for three
different output powers and when the voltage ratio is equal
to d = 0.73. The results correspond to the solutions of the
algorithm establishing the power with the nominal value of the
leakage inductance (red triangle), L with −5% (red circle), and
with +5% (red mark). All the other measurements are obtained
by operating the converter in a closed loop and forcing a
deviation from the optimal point deduced from the algorithm
changing the m1 index and for the nominal leakage inductance
L (triangle), L −5% (circles), and L +5% (dots).

These results show that the operating points calculated by
the algorithm correspond to the minimum rms current for all
cases. It is observed that the optimal operating points with the
minimum rms current are achieved even in the presence of L
deviation since the proposed algorithm is implemented in a
normalized domain. Moreover, the inductance variation does
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TABLE II

RATED PARAMETERS OF THE EXPERIMENTAL PROTOTYPE

Fig. 17. DAB converter prototype with indications considering the nomen-
clature of Fig. 1.

not compromise the stability of the proposed control strategy
since the bode diagrams presented in Figs. 12 and 13 are only
modified by the corresponding gain, which the FFW control
will correct.

V. EXPERIMENTAL RESULTS

This section presents the experimental results that validate
the algorithm proposal and compare them with recent litera-
ture, using the DAB prototype shown in Fig. 17, whose main
characteristics are given in Table II. IZVS is set at 0.05 [PU]
considering (2).

A. Proposed Algorithm Validation

Six different dynamic responses address the validation of
the proposed algorithm presented in Section IV through the
entire nomogram. Fig. 18 depicts all the addressed validation
tests regarding their corresponding figures. The horizontal
tests (see Figs. 19–22) correspond to a constant d and power
step response with proportional constant control, presented
in Fig. 10, of K P = 0.3. The soft transition between any
operation region and closed-loop fast response is observed
with the reference marked with cursors. All four experimental
tests get the steady state with 750 μs. Additionally, waveforms
are presented in detail with the ZVS condition validation
marked with colored circles, considering (1).

The vertical tests shown in Fig. 18 are addressed for a
particular reference of POut (PU), while the voltage ratio d
increases from zero, keeping a constant load resistor of 100 	
for Fig. 23 or 50 	 for Fig. 24.

B. Modulation Comparison

The DAB converter has been a point of interest for
its significant potential since the early 1990s [29], [24].

Fig. 18. Nomogram of the optimal solution with IZVS = 0.05 PU
and the operational points shown in this section superposed referred to the
corresponding figures.

Fig. 19. Step reference for d = 2.25 and Pb = 800 W from POut =
0.75 (3 A) to POut = −0.75 (−3 A) with ZVS condition validation.
(a) Dynamic response. (b) POut = 0.75 (3 A). (c) POut = −0.75 (3 A).

However, the first closed-form TPS modulations are of the
early 2010s [7], [22], whose implementations were based on
numerical or LUT algorithms. On the other hand, generalized
TPS modulations proposed in recent research are based on
LUT algorithms [30] or analytical solutions that can get better
performance in terms of computational resources required.
In this article, the proposed modulation is compared with some
of the most recent works that impose ZVS conditions and
consider the minimization of the Irms. Table III summarizes
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Fig. 20. Step reference for d = 0.73 and Pb = 2450 W from POut =
−0.05 (−0.5 A) to POut = 0.65 (8 A) with ZVS condition validation.
(a) Dynamic response. (b) POut = −0.05 (−0.5 A). (c) POut = 0.65 (8 A).

Fig. 21. Step reference for d = 0.44 and Pb = 4020 W from POut =
−0.2 (−4 A) to POut = 0.75 (15 A) with ZVS condition validation.
(a) Dynamic response. (b) POut = −0.2 (−4 A). (c) POut = 0.75 (15 A).

different strategies according to the computational method
implementation and its generalization when it is normalized.

Fig. 22. Step reference for d = 1.37 and Pb = 1300 W from POut =
0.9 (6 A) to POut = −0.1 (−0.65 A) with ZVS condition validation.
(a) Dynamic response. (b) POut = 0.9 (6 A). (c) POut = −0.1 (−0.65 A).

Fig. 23. Vdc1 = 200 V and POut = 0.2 reference from d = 0.0 to
d = 1.33 with ZVS condition validation. (a) Dynamic response. (b) d =
0.1 (9 V). (c) d = 0.27 (24 V). (d) d = 1.15 (102 V). (e) d = 1.33 (118 V).

The complexity of the algorithm, the possibility of soft tran-
sition between different case regions, and the possibility of
configuring IZVS to overcome the dead band effect are also
evaluated.
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Fig. 24. Vdc1 = 60 V and POut = 0.7 reference from d = 0.0 to d = 3.0 with
ZVS condition validation. (a) Dynamic response. (b) d = 0.375 (10 V).
(c) d = 1.05 (28 V). (d) d = 1.5 (40 V). (e) d = 3.0 (80 V).

TABLE III

COMPARISON OF THE PROPOSED MODULATION AND OTHER ONLINE

CALCULATION RECENT WORKS

Table III shows that the proposed modulation and [15] are
the strategies that present the lowest complexity of implemen-
tation. Both modulations have been implemented in the micro-
controller TMS320F28379DPTPT, and computational time has
been calculated. The proposal requires an execution time of
2.8 μs for the worst case (corresponding to 350 kHz), which
gives 10% less time than the time needed when the algorithm
proposed in [15] is used.

On the other hand, the proposal of the FFW close-loop
scheme explained in Section IV allows a fast response under
changes in the output power. The reason is that the POut
reference corresponds directly to the inputs of the proposed
algorithm. This feature makes an essential difference between
the proposed scheme and previous ones that require determin-
ing the phase shift φ to solve the modulation algorithm from
an output power POut owing that the relationship between the
phase shift φ and power POut is highly nonlinear, as shown
in Fig. 9. This nonlinearity compromises stability and limits
short transient responses. For example, in [15], a power

Fig. 25. Efficiency of the DAB converter for proposal modulation and TPS,
EPS, and SPS for tested converter at V1 = 200, DB = 300 ns. (a) d = 0.73.
(b) d = 1.37.

reference change using a phase-shift-dependent PI controller
is shown, lasting around 40 ms. The authors of this article
have implemented this modulation and adjusted the controller
to get the fastest response in a wide operation range, achieving
an 8.5-ms transient response. This time is around five times
faster than presented in [15], but it still represents more than
ten times compared to the 750-μs response of the proposed
algorithm shown for Section V-A.

As explained before, the main objective of this article is
to propose a new algorithm that facilitates the implementa-
tion of the TPS in real-time with minimal Irms considering
IZVS. Fig. 25 shows the efficiency of the implemented DAB
converter using the proposed modulation. It compares the
efficiency of different strategies presented in the literature,
such as TPS, EPS, and SPS, to verify that the minimum
switching and conduction losses are obtained. The converter
performance is shown for two different conversion ratios,
d = 0.73 in Fig. 25(a) and d = 1.37 in Fig. 25(b).

VI. CONCLUSION

This article proposed a set of equations to implement mini-
mum Irms TPS modulation considering IZVS with no stability
concern. The approximation uses a simple set of analytical
expressions that accurately fits the optimal solution with an
R2 of 0.9997 in the entire operating range. The proposal
allows evaluating the algorithm in real time with less than
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2.8 μs. Furthermore, the algorithm enables a soft transition in
the closed loop validated for different scenarios with a time
response of 750 μs. Therefore, the proposed solutions offer
a complete normalized algorithm with a low computational
burden and robustness under leakage inductance deviation
that can perform a fast dynamic response for any DAB
converter.

REFERENCES

[1] T. Dragicevic, X. Lu, J. C. Vasquez, and J. M. Guerrero, “DC
microgrids—Part I: A review of control strategies and stabilization
techniques,” IEEE Trans. Power Electron., vol. 31, no. 7, pp. 4876–4891,
Jul. 2016.

[2] C. Sun, X. Zhang, J. Zhang, M. Zhu, and J. Huang, “Hybrid input-
series–output-series modular DC–DC converter constituted by resonant
and nonresonant dual active bridge modules,” IEEE Trans. Ind. Electron.,
vol. 69, no. 1, pp. 1062–1069, Jan. 2022.

[3] Z. Sun, Q. Wang, L. Xiao, and Q. Wu, “A simple sensorless current
sharing control for input-parallel output-parallel dual active bridge con-
verters,” IEEE Trans. Ind. Electron., vol. 69, no. 11, pp. 10819–10833,
Nov. 2022.

[4] E. L. Carvalho, C. A. Felipe, L. V. Bellinaso, C. M. D. O. Stein,
R. Cardoso, and L. Michels, “Asymmetrical-PWM DAB converter
with extended ZVS/ZCS range and reduced circulating current for
ESS applications,” IEEE Trans. Power Electron., vol. 36, no. 11,
pp. 12990–13001, Nov. 2021.

[5] S. Shao et al., “Modeling and advanced control of dual-active-bridge
DC–DC converters: A review,” IEEE Trans. Power Electron., vol. 37,
no. 2, pp. 1524–1547, Feb. 2022.

[6] N. Hou and Y. W. Li, “Overview and comparison of modulation and con-
trol strategies for a nonresonant single-phase dual-active-bridge DC–DC
converter,” IEEE Trans. Power Electron., vol. 35, no. 3, pp. 3148–3172,
Mar. 2020.

[7] F. Krismer and J. W. Kolar, “Closed form solution for minimum
conduction loss modulation of DAB converters,” IEEE Trans. Power
Electron., vol. 27, no. 1, pp. 174–188, Jan. 2012.

[8] A. K. Bhattacharjee and I. Batarseh, “Optimum hybrid modulation for
improvement of efficiency over wide operating range for triple-phase-
shift dual-active-bridge converter,” IEEE Trans. Power Electron., vol. 35,
no. 5, pp. 4804–4818, May 2020.

[9] J. Huang, Y. Wang, Z. Li, and W. Lei, “Unified triple-phase-shift control
to minimize current stress and achieve full soft-switching of isolated
bidirectional DC–DC converter,” IEEE Trans. Ind. Electron., vol. 63,
no. 7, pp. 4169–4179, Jul. 2016.

[10] S. Shao, H. Chen, X. Wu, J. Zhang, and K. Sheng, “Circulating current
and ZVS-on of a dual active bridge DC–DC converter: A review,” IEEE
Access, vol. 7, pp. 50561–50572, 2019.

[11] A. Tong, L. Hang, G. Li, X. Jiang, and S. Gao, “Modeling and analysis of
a dual-active-bridge-isolated bidirectional DC/DC converter to minimize
RMS current with whole operating range,” IEEE Trans. Power Electron.,
vol. 33, no. 6, pp. 5302–5316, Jun. 2018.

[12] J. Everts, “Closed-form solution for efficient ZVS modulation of
DAB converters,” IEEE Trans. Power Electron., vol. 32, no. 10,
pp. 7561–7576, Oct. 2017.

[13] Z. Guo and D. Sha, “Dual-active-bridge converter with parallel-
connected full bridges in low-voltage side for ZVS by using auxil-
iary coupling inductor,” IEEE Trans. Ind. Electron., vol. 66, no. 9,
pp. 6856–6866, Sep. 2019.

[14] B. Liu, P. Davari, and F. Blaabjerg, “An optimized hybrid modulation
scheme for reducing conduction losses in dual active bridge converters,”
IEEE J. Emerg. Sel. Topics Power Electron., vol. 9, no. 1, pp. 921–936,
Feb. 2021.

[15] Z. Guo, “Modulation scheme of dual active bridge converter for seamless
transitions in multiworking modes compromising ZVS and conduction
loss,” IEEE Trans. Ind. Electron., vol. 67, no. 9, pp. 7399–7409,
Sep. 2020.

[16] J. Zhang, D. Sha, and P. Ma, “A dual active bridge DC–DC-based
single stage AC–DC converter with seamless mode transition and high
power factor,” IEEE Trans. Ind. Electron., vol. 69, no. 2, pp. 1411–1421,
Feb. 2022.

[17] D. Das and K. Basu, “Optimal design of a dual-active-bridge DC–DC
converter,” IEEE Trans. Ind. Electron., vol. 68, no. 12, pp. 12034–12045,
Dec. 2021.

[18] L. Tarisciotti, L. Chen, S. Shao, T. Dragicevic, P. Wheeler, and
P. Zanchetta, “Finite control set model predictive control for dual active
bridge converter,” IEEE Trans. Ind. Appl., vol. 58, no. 2, pp. 2155–2165,
Mar. 2022.

[19] K. Yu, F. Zhuo, F. Wang, X. Jiang, and Y. Gou, “MPC-based startup
current shaping strategy with state-space model of DAB in DC distri-
bution system,” IEEE J. Emerg. Sel. Topics Power Electron., vol. 10,
no. 4, pp. 4073–4089, Aug. 2022.

[20] F. An, W. Song, B. Yu, and K. Yang, “Model predictive control with
power self-balancing of the output parallel DAB DC–DC converters in
power electronic traction transformer,” IEEE J. Emerg. Sel. Topics Power
Electron., vol. 6, no. 4, pp. 1806–1818, Dec. 2018.

[21] C. Song, A. Chen, Y. Pan, C. Du, and C. Zhang, “Modeling and
optimization of dual active bridge DC–DC converter with dead-time
effect under triple-phase-shift control,” Energies, vol. 12, no. 6, p. 973,
Mar. 2019.

[22] J. Everts, F. Krismer, J. Van den Keybus, J. Driesen, and J. W. Kolar,
“Optimal ZVS modulation of single-phase single-stage bidirectional
DAB AC–DC converters,” IEEE Trans. Power Electron., vol. 29, no. 8,
pp. 3954–3970, Aug. 2014.

[23] G. Oggier, G. Garcia, and A. Oliva, “Analysis of the influence of
switching related parameters in the dab converter under soft-switching,”
Latin Amer. Appl. Res., vol. 43, no. 2, pp. 121–129, 2013.

[24] M. N. Kheraluwala, R. W. Gascoigne, D. M. Divan, and E. D. Baumann,
“Performance characterization of a high-power dual active bridge DC-
to-DC converter,” IEEE Trans. Ind. Appl., vol. 28, no. 6, pp. 1294–1301,
Nov. 1992.

[25] G. E. Mejia-ruiz et al., “A system identification-based modeling frame-
work of bidirectional DC–DC converters for power grids,” J. Modern
Power Syst. Clean Energy, vol. 10, no. 3, pp. 788–799, May 2022.

[26] J. A. Mueller and J. W. Kimball, “Modeling and analysis of DC
microgrids as stochastic hybrid systems,” IEEE Trans. Power Electron.,
vol. 36, no. 8, pp. 9623–9636, Aug. 2021.

[27] J. M. Guerrero, J. C. Vasquez, J. Matas, L. García de Vicuna, and
M. Castilla, “Hierarchical control of droop-controlled AC and DC
microgrids—A general approach toward standardization,” IEEE Trans.
Ind. Electron., vol. 58, no. 1, pp. 158–172, Jan. 2011.

[28] F. Diaz-Gonzalez, M. Aragues-Penalba, F. Girbau-Llistuella,
M. Llonch-Masachs, and A. Sumper, “A power sharing algorithm
for a hybrid energy storage system based on batteries,” in Proc.
IEEE PES Innov. Smart Grid Technol. Eur. (ISGT-Europe), Sep. 2019,
pp. 1–5.

[29] R. W. De Doncker, D. M. Divan, and M. H. Kheraluwala, “A three-
phase soft-switched high-power-density DC/DC converter for high-
power applications,” IEEE Trans. Ind. Appl., vol. 27, no. 1, pp. 63–73,
Jan./Feb. 1991.

[30] J. Li, Q. Luo, D. Mou, Y. Wei, P. Sun, and X. Du, “A hybrid five-variable
modulation scheme for dual-active-bridge converter with minimal RMS
current,” IEEE Trans. Ind. Electron., vol. 69, no. 1, pp. 336–346,
Jan. 2022.

[31] Y. Tang et al., “RL-ANN-based minimum-current-stress scheme for
the dual-active-bridge converter with triple-phase-shift control,” IEEE
J. Emerg. Sel. Topics Power Electron., vol. 10, no. 1, pp. 673–689,
Feb. 2022.

Macià Capó-Lliteras was born in Menorca, Spain,
in 1990. He received the M.Sc. degree in indus-
trial engineering from “Escola Tècnica Superior
d’Enginyers Industrials de Barcelona–Universitat
Politècnica de Catalunya” (UPC), Barcelona, Spain,
in 2014.

In 2014, he joined the CITCEA Research Center,
UPC, as a Project Engineer developing tasks focused
on the design of power electronics converters. This
area involves dual active bridge (DAB) convert-
ers for the dc–dc isolation, vehicle-to-grid (V2G)

projects for EV, and controllers for light electric vehicles. His main research
interests include hardware design with new semiconductors’ technologies and
its control in EV and battery integration.



3546 IEEE JOURNAL OF EMERGING AND SELECTED TOPICS IN POWER ELECTRONICS, VOL. 11, NO. 3, JUNE 2023

Germán G. Oggier (Member, IEEE) was born in
Córdoba, Argentina. He received the Electrical Engi-
neering degree and the M.Sc. degree in electrical
engineering from the Universidad Nacional de Río
Cuarto, Río Cuarto, Argentina, in 2003 and 2006,
respectively, and the Ph.D. degree in control systems
from the Universidad Nacional del Sur, Buenos
Aires, Argentina, in 2009.

In 1999, he joined the Grupo de Electrónica Apli-
cada, Facultad de Ingeniería, Universidad Nacional
de Río Cuarto, where he is currently a Professor and

a Researcher with CONICET. His current research interests include power
electronics, electric vehicles, and renewable energy conversion.

Eduard Bullich-Massagué was born in Barcelona,
Spain, in 1987. He received the degree in industrial
engineering, the M.Sc. degree in energy engineering,
and the Ph.D. degree in electrical engineering from
the Universitat Politecnica de Catalunya (UPC),
Barcelona, in 2013, 2015, and 2018, respectively.

In 2010, he joined the Centre d’Innovació Tec-
nològica en Convertidors Estàtics i Accionaments
(CITCEA-UPC), UPC, where he has been a Lecturer
with the Electrical Engineering Department since
2020. He is also a Lecturer of the Serra Húnter

Program. His research interests include energy management and optimization,
renewable energy generation, and smart grids.

Daniel Heredero-Peris was born in Vilanova i la
Geltrú, Spain, in 1985. He received the M.Sc. degree
in control engineering and the Ph.D. degree from the
School of Industrial Engineering of Barcelona, Uni-
versitat Politècnica de Catalunya (UPC), Barcelona,
Spain, in 2010 and 2017, respectively.

Since 2010, he has been working with the Centre
d’Innovació Tecnològica en Convertidors Estàtics i
Accionaments (CITCEA-UPC), UPC, as a Project
Engineer developing tasks focused in the design of
algorithms related to the control of grid-connected

and standalone single/three-phase inverters, and vehicle-to-grid (V2G) projects
for EV. His main research interests include control of power electronics,
microgrids, and EVs.

Daniel Montesinos-Miracle (Senior Member,
IEEE) was born in Barcelona, Spain, in 1975.
He received the M.Sc. degree in electrical
engineering from the Escola Tecnica Superior
d’Enginyeria Industrial de Barcelona (ETSEIB),
Universitat Politècnica de Catalunya (UPC),
Barcelona, in 2000, and the Ph.D. degree from
UPC in 2008.

In 2001, he joined Salicru Electronics, S.A., Santa
Maria de Palautordera, Barcelona, as a Research
and Development Engineer. Since 2001, he has

been involved with the Centre d’Innovació Tecnològica en Convertidors
Estàtics i Accionaments (CITCEA-UPC), UPC, as a Research Collaborator,
where he was a Lecturer with the Electrical Engineering Department in
2005. Since 2012, he has been an Associate Professor with UPC. In 2012,
he has co-founded teknoCEA, a spin-off company providing components,
systems, and services for power electronics research and manufacturing.
His primary research interests include power electronics, drives, and green
energy converters.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Black & White)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSansMM
    /AdobeSerifMM
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /ArborText
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /BellGothicStd-Black
    /BellGothicStd-Bold
    /BellGothicStd-Light
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /EstrangeloEdessa
    /EuroSig
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Impact
    /KozGoPr6N-Medium
    /KozGoProVI-Medium
    /KozMinPr6N-Regular
    /KozMinProVI-Regular
    /Latha
    /LetterGothicStd
    /LetterGothicStd-Bold
    /LetterGothicStd-BoldSlanted
    /LetterGothicStd-Slanted
    /LucidaConsole
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /MinionPro-Semibold
    /MinionPro-SemiboldIt
    /MVBoli
    /MyriadPro-Black
    /MyriadPro-BlackIt
    /MyriadPro-Bold
    /MyriadPro-BoldIt
    /MyriadPro-It
    /MyriadPro-Light
    /MyriadPro-LightIt
    /MyriadPro-Regular
    /MyriadPro-Semibold
    /MyriadPro-SemiboldIt
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Webdings
    /Wingdings-Regular
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 300
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 900
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


