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1 Introduction 

Railway accidents significantly disrupt the transportation network and cause catastrophic impacts on society, 
such as fatalities, injuries and economic loss. Each railway accident should be fully investigated to understand 
immediate causes and underlying factors and address hazards identified. As a critical part of the investigation, 
recommendations and remedial actions can be considered as crucial components to ensure that lessons are 
learnt and future strategies for addressing risks are implemented to increase railway safety. Several studies 
have discussed the challenge of making recommendations and ensuring their further implementation (Akel et 
al., 2022; Cedergren, 2013; Lundberg et al., 2012), implying the importance of the role that recommendations 
play in the progress of advancing railway safety. 

Despite the consensus that railway safety can be improved through analysing recommendations from accident 
reports, investigating this issue becomes more complicated and time-consuming due to the difficulty of 
handling a huge volume of textual data, whilst the body of railway accident reports and recommendations 
increases over time. Nevertheless, most works in this context concentrate on single jurisdictions and discuss 
the inter-organisational challenges (Cedergren, 2013) or the learning behaviour while implementing 
recommendations (Stemn et al., 2018). Limited attention is given in the literature to comparing 
recommendations made by individual railway accident investigation bodies across jurisdictions, hindering 
practitioners from advancing railway safety by learning from other countries’ experience. Although railway 
systems operated in different jurisdictions differ from one another in terms of the infrastructure design, signal 
systems and management approaches, valuable insights can still be retrieved and applied to reinforce the 
awareness of railway safety through learning from accidents in other jurisdictions. Additionally, 
recommendations that result from each investigation are extremely precious given that considerable effort is 
devoted to mitigating risks identified. Similar accidents can be prevented from occurring once these 
recommendations proposed in other jurisdictions are learnt and implemented in advance elsewhere. 

To reduce the difficulty of analysing textual data, a considerable number of works put emphasis on leveraging 
the power of Natural Language Processing (NLP) and machine learning to streamline the analysis of 
crowdsourced textual data. NLP is a technology developed for processing human languages and addressing 
the interface between text and programming (Collobert et al., 2011; Luo et al., 2020; Syeda et al., 2017). 
Machine learning is the technique for identifying the relationship and patterns within the data and providing 
potential trends and features to the NLP model for understanding human languages. Several empirical works 
have proven that NLP can help to reduce manual effort and increase the accuracy of developed models (Dong 
et al., 2022; Kume &Kozaki, 2021; Single et al., 2020). Despite a broad discussion about the application of 
NLP in practice, researchers suffer from the absence of a consistent and systematic framework for interpreting 
the result. Nevertheless, some studies adopt (semi-)supervised learning approaches, demanding a large amount 
of annotated data that requires heavy human effort whilst training the NLP model (Augenstein et al., 2016; 
Yang et al., 2021). These obstacles can create a significant barrier for practitioners and researchers to utilising 
these state-of-the-art technologies effectively. 

Thus, this paper aims to overcome the difficulties mentioned above by developing a consistent analysis 
framework based on the NLP and unsupervised-based machine learning approaches. The proposed model is 
implemented to analyse railway accident report recommendations. RecoMap is a practice-oriented and data-
driven model for helping the railway industry learn how recommendations are made across jurisdictions and 



time. The RecoMap also reveals the potential transition in the style of making recommendations in each 
jurisdiction, which is beneficial for understanding the learning behaviours in the railway industry. 

This paper is organised as follows. Firstly, the existing literature body related to recommendations analysis is 
briefly reviewed (Section 2). Secondly, the framework of semi-automated analysis of textual data is elaborated 
(Section 3). Next, details related to the development of RecoMap based on the application to the railway 
industry are provided, including information on processing data and interpretation (Section 4). Additional 
findings from the RecoMap related to the transition in the style of making recommendations in the railway 
industry are highlighted (Section 5). Lastly, several conclusions, limitations and suggestions for future work 
are proposed (Section 6). 

2 Literature context 

The relatively limited literature in the field of railway accident recommendation analysis primarily treats 
recommendations as a proxy of the behaviour of investigators. It concentrates on the role they play in a railway 
accident. For instance, it has been revealed that investigators can have difficulty determining the scope of 
recommendations and allocating responsibility for the tasks derived from recommendations (Cedergren, 2013). 
Additionally, previous studies also find that the potential underlying factors making similar railway accidents 
occur include the lack of organisational learning and understanding even though recommendations are 
proposed and implemented immediately after the railway accident (Drupsteen & Hasle, 2014; Wrigstad et al., 
2014). Effective organisational learning has been proven to significantly improve the safety of work 
environment by learning from historical accidents (Fahlbruch &Schöbel, 2011) and adapting lessons learnt 
(such as recommendations in railway accident reports) for further implementation and operations (Choularton, 
2001). However, the gap and delay between the recommendations made by investigators or academic 
researchers and implementation by the industry is also revealed (Brath, 2020; Underwood &Waterson, 2013). 
This implies a need to improve the connection between the recommendations proposed and learning behaviour 
in the railway industry. 

Several factors might hinder the railway industry from organisational learning, such as technological barriers, 
the lack of a practical learning framework and legislative restrictions. Some prior works have discussed 
potential barriers to learning in the railway industry. For example, Blackwood &Renaud (2022) identify that 
the railway industry might suffer from barriers to learning due to internal concerns such as the lack of evidence, 
time constraints and limited cost-benefit analysis. Elliott et al. (2000) reveal significant barriers to 
organisational learning and argue that the railway industry repeats mistakes and fails to learn from the 
aftermath of accidents due to the lack of understanding of the role of organisational learning. This argument 
is also supported by later studies although cross-country analysis is still absent in the literature (Gray, 2008; 
Johnsen et al., 2006; Nolan-McSweeney et al., 2022). Lack of organisational learning might result in the 
failure to learn from accidents and repeat mistakes.  

On the other hand, several definitions exist in the literature for expressing organisational learning more 
generically. One commonly used definition is the concept proposed by Georges &vanWitteloostuijn (1999), 
dividing the learning level into single-loop, double-loop, and triple-loop. Single-loop learning refers to taking 
corrective action after the mistake is identified, whereas double-loop learning includes considering underlying 
factors at the organisational level and modifying norms, objectives and policies (Georges &vanWitteloostuijn, 
1999; Størseth &Tinmannsvik, 2012). Finally, triple-loop learning manifests structural opportunities, 



promotes people’s participation in making well-informed decisions, and extends the deepness and fullness of 
diverse issues (McClory et al., 2017; Wang &Ahmed, 2003).  

Many studies have shown the transition from single-loop to double-loop learning and the benefit to railway 
safety in the railway industry (Pilbeam et al., 2016; Rosness, 2013; Steiro et al., 2004). In recent years, there 
has been growing attention to the shift to triple-loop learning and the potential importance for railway safety. 
For instance, the lack of incentives to report experience at the management level has postponed the triple-loop 
learning in the railway industry (Rydstedt Nyman, 2019). Additional evidence also suggests that triple-loop 
learning can improve railway safety by achieving dynamic maintenance regulation (Granström et al., 2022). 
However, most studies emphasise the potential benefits of triple-loop learning or the present performance in 
learning processes. The understanding of how the triple loop learning is driven in the railway industry remains 
unclear, hindering practitioners from adopting the learning concept at the organisational level. Given that 
recommendations made by independent railway accident investigators play a critical role in leading the 
improvement of railway safety (Cedergren, 2013; Watson, 2004), more evidence related to the 
recommendations should be collected and analysed to understand the learning culture and promotion in the 
railway industry.  

3 Semi-automated analysis of textual data 

The topic modelling approach can be used to extract critical insights from recommendations made in the rail 
industry and to understand the focus each jurisdiction puts on specific recommendations. Topic modelling is 
a practical application in information retrieval and Natural Language Processing (NLP) to categorise text into 
domain topics and rank documents against topics (Dornick et al., 2021; Roque et al., 2019; Yang and Anwar, 
2016). A topic model reveals the relationship between topics and documents by different features, such as the 
probability of occurrence of words and high dimensional word embeddings. The model assumes that a 
document contains a collection of underlying themes, and the distribution of words in the document over the 
whole corpus might derive topics representing these underlying themes. A set of keywords is identified to 
reflect underlying topics and their trend and contribute to informative statistics for further methodological and 
practical applications (Blei and Mcauliffe, 2007).  

Several NLP models have been developed for the topic modelling task (Angelov, 2020; Grootendorst, 2022; 
Han and Eisenstein, 2019; Lata et al., 2022; Ly et al., 2020). These approaches can be roughly divided into 
word-embedding-based methods and bag-of-words methods based on the mechanism of understanding the 
natural language. The word-embedding-based approaches, such as the BERTopic model, identify the meaning 
of one word by considering the words in the same document. The higher dimensionality of the word-
embedding-based approaches allows the model to store the characteristics of each word from different 
dimensions. On the other hand, the bag-of-words-based approaches, such as the Structural Topic Model (STM), 
use the dimensionality equal to the volume of vocabulary used in the data. Each word is treated individually 
and uniquely regardless of words with similar meanings. For instance, “rail” and “track” are identified as two 
independent words in the STM even though they share a part of the concept that supports wheels to roll upon. 

The recommendations in the railway industry accident reports show a strong semantic homogeneity of 
descriptions in terms of words used. For example, consider the following recommendations from the RAIB 
recommendations dataset: 



• It is expected that Network Rail will take account of principles identified by recent research when 
modifying crossings. (RAIB, 2017) 

• Network Rail should review the design of long hoods that can be fitted at level crossings and 
implement any necessary changes identified to make them more effective. (RAIB, 2009) 

• When addressing risks identified by the implementation of the revised process, Network Rail should 
prioritise the implementation of required mitigation measures to level crossings where consequences 
of operator error are severe and not protected by engineered safeguards. (RAIB, 2014) 

The recommendations above are assigned to the same topic by the word-embedding-based method because 
the semantic meaning of Network Rail’s obligation on level crossing risks is detected by words in bold, 
including “expected”, “should”, “Network Rail”, and “level crossings”. However, the topic of interest in this 
study is “how” recommendations address the risk. Keywords with underlines including “review”, 
“implementation” and “principles” should be identified and assigned to topics. In this case, the bag-of-words-
based approach is more applicable because the occurrence of words is more meaningful than the semantic 
context information.  

There are several bag-of-words-based approaches popularly used in empirical analysis, such as the Latent 
Dirichlet Allocation (LDA), the Correlated Topic Model (CTM), and the Structural Topic Model (STM). In 
recent years, the STM has shown many advantages over other approaches, such as allowing co-variance 
analysis and temporal analysis and high flexibility on small and sparse documents (Bai et al., 2021; Kuhn, 
2018; Kwayu et al., 2021). Thus, the STM is utilised for analysing recommendations in the railway industry 
in this study.  

3.1 Structural Topic Model (STM) 

The STM is an unsupervised learning-based probabilistic topic modelling method derived from the Latent 
Dirichlet Allocation (LDA). The LDA is a generative statistical model that classifies documents based on 
the observations of each individual word collected in the documents and assumes that the topic of each 
document is derived from the aggregation of the words in that document. Suppose a word is a basic item 
from a set of vocabulary indexed by {1, 2,…, V}, a document (w) is a sequence of N words noted by w = 
(w1, w2, … , wN), and a corpus is a set of M documents noted by D = {w1, w2, … , wM}. Assume documents 
(D) are created by a random combination of latent topics, characterised by a specific distribution over 
words (N) and follow a generative probabilistic model (Blei et al., 2003). The generation of each document 
(di) in a corpus D follows the consecutive theorems: 

1. The number of words N is chosen by a Poisson(ζ) distribution. 
2. A random parameter θ drawn from a Dirichlet (α) distribution is chosen to represent the proportions 

of topics in one document. 
3. For each word wn in N words within one document, a random topic zn is assigned to wn drawn from a 

Multinominal(θ) distribution. 
4. For each topic zn, proportions of each word are drawn from another Multinomial distribution 

𝑝𝑝(𝑤𝑤𝑛𝑛|𝑧𝑧𝑛𝑛,𝛽𝛽), where 𝛽𝛽 is a parameter representing the proportions of words in one topic. 

The basic LDA model is commonly applied and virtualised for an alternative approach to be explained by 



Blei (2012) and shown in Figure 1. Assuming that the dimensionality of the Dirichlet distribution is a 
fixed and known value k representing the number of topics, the 𝛽𝛽  can be parameterised as a 𝑘𝑘 × 𝑉𝑉 
matrix for mapping the probabilities of words based on the bag-of-words approach. Blei (2012) also notes 
that N is an independent variable, and its randomness is ignored during the development of the LDA 
model. Thus, the probability density of the proportions of topics in one document retrieved from the 
Dirichlet (α) distribution can be illustrated as: 

𝑝𝑝(𝜃𝜃|𝛼𝛼) = Γ(∑ 𝛼𝛼𝑖𝑖𝑘𝑘
𝑖𝑖=1 )

∏ Γ(𝛼𝛼𝑖𝑖)𝑘𝑘
𝑖𝑖=1

× 𝜃𝜃1
𝛼𝛼1−1 ⋯𝜃𝜃𝑘𝑘

𝛼𝛼𝑘𝑘−1                   Equation 1, 

where Γ(x) is the Gamma function and 𝛼𝛼𝑖𝑖 is a k-vector mapping the distribution of topics. 𝑝𝑝(𝜃𝜃|𝛼𝛼) =
Γ(∑ 𝛼𝛼𝑖𝑖𝑘𝑘

𝑖𝑖=1 )
∏ Γ(𝛼𝛼𝑖𝑖)𝑘𝑘
𝑖𝑖=1

× 𝜃𝜃1
𝛼𝛼1−1 ⋯𝜃𝜃𝑘𝑘

𝛼𝛼𝑘𝑘−1                   Equation 1 reflects the nature of two plates in Figure 1, 

representing documents (M) and the recurring choice of words and topics in one document. The outer 
plate represents the association between all documents (M) and the random parameter θ drawn from a 
Dirichlet (α) distribution; whereas the inner plate illustrates the association between all words (N) in one 
document and random topics zn drawn from a Multinominal (θ) distribution. Therefore, the link between 
topics and words appearing in each document is built. On the other hand, another parameter 𝛽𝛽  is 
estimated to identify the link between the proportions of words in one topic. The joint distribution of θ 

for a set of words w and topics z can be expressed as: 

𝑝𝑝(𝜃𝜃, 𝑧𝑧,𝑤𝑤|𝛼𝛼,𝛽𝛽) = 𝑝𝑝(𝜃𝜃|𝛼𝛼) × ∏ 𝑝𝑝(𝑧𝑧𝑛𝑛|𝜃𝜃)𝑝𝑝(𝑤𝑤𝑛𝑛|𝑧𝑧𝑛𝑛,𝛽𝛽)𝑁𝑁
𝑛𝑛=1             Equation 2. 

In this case, key parameters 𝛼𝛼  and 𝛽𝛽  can be inferred with a Bayesian approach by estimating the 
posterior distribution of known variables from the original corpus (Kuhn, 2018). 

 
Figure 1, a generic concept of the LDA model illustrated as a plate diagram (Blei et al., 2003)  

The LDA has been widely improved and implemented in accordance with the context of interests. For 
example, Li et al. (2018) advance the structure of the LDA model by training a Word2Vec embedding on 
the dataset. The journal articles dataset is partitioned into summary, method, and conclusion according to 
the cosine similarity of embeddings. A weighted topic embedding is created to improve the accuracy of 
the clustering result. Another example is that Guo et al. (2019) who improve the accuracy of LDA by 
partitioning the documents into paragraphs and applying weighted summation to obtain the predicted 
topics. Despite the convenience of retrieving document-level information delivered by the LDA, the 
assumption that the probability of the occurrence of one word within one document is fixed after the LDA 
model is developed restricts the flexibility of analysis. For instance, estimated parameters 𝛼𝛼 and 𝛽𝛽 are 
not allowed to be sensible to temporal factors or other potential covariates (Kuhn, 2018). 



The STM is developed on the same statistical basis as the LDA in addition to allowing correlations of 
external factors among topics. The main difference lies in the pre-generalised linear models derived from 
the nature of the data used while estimating parameters. In doing so, the parameter θ is not applied to all 
documents equally drawn from the Dirichlet (α) but from the logistic-normal distribution to estimate the 
topical prevalence on document-level data. Furthermore, the assumption is that fixed parameter 𝛽𝛽 
(distribution of topics over words) should be released by replacing the multinomial distribution with a 
multinomial logit model for estimation. Mathematically, the parameter (𝛽𝛽𝑑𝑑,𝑘𝑘,𝑣𝑣) for an individual word v 
in document d within the topic k should be as the following equation for capturing the influence of 
covariate data (Roberts et al., 2013): 

𝛽𝛽𝑑𝑑,𝑘𝑘,𝑣𝑣 ∝ exp (𝑚𝑚𝑣𝑣 + 𝜑𝜑𝑣𝑣
.,𝑘𝑘 + 𝜑𝜑𝑣𝑣

𝑦𝑦,. + 𝜑𝜑𝑣𝑣
𝑦𝑦,𝑘𝑘)                 Equation 3, 

where 𝑚𝑚𝑣𝑣 is the baseline occurrence of word v, the 𝜑𝜑𝑣𝑣
.,𝑘𝑘 is the effect of topic k, the 𝜑𝜑𝑣𝑣

𝑦𝑦,. is the effect of 
covariate y, and the 𝜑𝜑𝑣𝑣

𝑦𝑦,𝑘𝑘 is the mixed effect among topic k and covariate y. Thus, the plate diagram 
(Figure 1) can be further extended in Figure 2. The main distinction lies in the prior estimation of 
parameter θ during topic prevalence analysis and additional consideration of covariate variables in 
topical content. More mathematical details and theorems can be found in Roberts et al. (2013). The STM 
is more suitable than the LDA for analysis of railway accident reports because critical covariates are 
usually disclosed and discussed in reports, such as the occurrence of time and the involved mode of rail 
transport and organisations. These critical covariates can offer valuable insights for better understanding 
the nature and prevalence of railway accidents across time. For instance, the STM may reveal how the 
platform-train interface incidents occur on the light rail system and other modes of rail transport system. 
The trend of how it happens may also be revealed by supplementing the occurrence of time as an 
additional covariate in STM temporal analysis. 

 

Figure 2, the concept of the Structure Topic Model illustrated as a plate diagram (Roberts et al., 2013) 

3.2 Model selection and validation 



To ensure the performance of candidate models during training, two metrics are introduced as indicators: 
Semantic Coherence (SC) and Exclusivity. The SC is a measurement determining the occurrence of 
individual words and the co-occurrence of the pairs of distinctive words. For instance, we have terms 
“freight train” and “passenger train” in our dataset with the same word “train”, and a distinct topic should 
be able to detect this and assign these two words to different topics. On the other hand, exclusivity means 
the extent to which the model is able to assign one critical keyword to one topic with a high level of 
possibility of appearing and ensure the possibility of appearing is low in other topics. A higher SC usually 
leads to lower exclusivity and vice versa. A model with a lower number of topics (k) would have higher 
SC because a limited number of topics and words are used for estimation. However, it would lead to lower 
exclusivity as well because the option of critical keywords is limited. When the k increases, the SC will 
decrease, whereas the Exclusivity increases because more topics are available for assigning distinct 
keywords. Once k is equal to the number of words in the vocabulary (V), the exclusivity will become 
almost infinite, and the result will not offer any valuable insight. To reach a balance between SC and 

exclusivity by determining a suitable number of topic k, 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑚𝑚𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖 = � 𝑆𝑆𝐶𝐶𝑖𝑖−𝑆𝑆𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚
𝑆𝑆𝐶𝐶𝑚𝑚𝑖𝑖𝑚𝑚−𝑆𝑆𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚

 � ×

� Exclusivity𝑖𝑖−Exclusivity𝑚𝑚𝑚𝑚𝑚𝑚
Exclusivity𝑚𝑚𝑖𝑖𝑚𝑚−Exclusivity𝑚𝑚𝑚𝑚𝑚𝑚

 �              Equation 4, covered by both metrics, is designed in this 

study to estimate the balanced performance of the STM developed. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑚𝑚𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖 = � 𝑆𝑆𝐶𝐶𝑖𝑖−𝑆𝑆𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚
𝑆𝑆𝐶𝐶𝑚𝑚𝑖𝑖𝑚𝑚−𝑆𝑆𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚

 � × � Exclusivity𝑖𝑖−Exclusivity𝑚𝑚𝑚𝑚𝑚𝑚
Exclusivity𝑚𝑚𝑖𝑖𝑚𝑚−Exclusivity𝑚𝑚𝑚𝑚𝑚𝑚

 �             Equation 4, 

where 𝑆𝑆𝐶𝐶𝑖𝑖  represents the Semantic Coherence of the i model, 𝑆𝑆𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚  and 𝑆𝑆𝐶𝐶𝑚𝑚𝑖𝑖𝑛𝑛  is the highest and 
lowest Semantic Coherence value in all models respectively, Exclusivity𝑖𝑖 represents the exclusivity of 
the i model, Exclusivity𝑚𝑚𝑚𝑚𝑚𝑚  and Exclusivity𝑚𝑚𝑖𝑖𝑛𝑛  is the highest and lowest Exclusivity value in all 
models respectively. This indicator allows us to select the model with the lowest marginal effect on SC 
and Exclusivity for a range of k. 

4 The development of RecoMap and application to the railway industry 

4.1 The datasets 

In case of inconsistency in the analysis and bias resulting from the different language used in recording 
information in the railway industry, this study only considers recommendations included in railway 
accident reports published by independent railway accident investigation bodies in countries with the 
following conditions to secure the model’s performance: (1.) having and maintaining a comprehensive 
documentation system to ensure the consistency of data processing, (2.) being granted independent 
authority to investigate railway accidents, (3.) making recommendations that the railway industry are 
required to take actions, (4.) being in the English-speaking countries with reports written in consistent 
English language regardless of investigation engagement, time and types of accident to reduce the 
complexity of analysis, and (5.) have published over 100 reports. 

Thus, the recommendation section in railway accident reports published by Rail Accident Investigation 
Branch (RAIB), Australian Transport Safety Bureau (ATSB), National Transportation Safety Board 
(NTSB) and Transportation Safety Board of Canada (TSB) are selected based on the requirements 
mentioned above. A variety of time periods is covered by datasets provided by investigators. All railway 



accident reports are retrievable from the official websites of selected investigators. Note that we have 
removed scanned documents because of technical difficulties. 

Table 1 illustrates the overview of the processed recommendations dataset at the sentence level. The 
number of recommendations made by the TSB is limited because the TSB only publishes 
recommendations at the highest level of accidents with severe consequences. Similar circumstances can 
be found in the ATSB dataset given that only identified risks are highlighted without publishing 
recommendations directly, offering the railway industry the flexibility to propose strategies for managing 
risk factors. Another note is that the NTSB provides the independent recommendations dataset ranging 
from 1966 to 2020 and stored in an editable way. Therefore, all recommendations are retrieved to 
understand the composition of recommendations across time.  

Table 1, the overview of the processed recommendations datasets 

 No. of 
sentences 

Period covered Note 

RAIB 4,807 2005-2019 All reports are linked to corresponding 
recommendations. 

ATSB 1,074 1999-2021 Only a limited number of reports lead to 
recommendations. 

NTSB 3,185 1966-2020 Reports earlier than 1996 are scanned files, but the 
recommendations dataset is independent, editable 
and retrievable from 1966 to 2020. 

TSB 76 1991-2021 Only a limited number of reports lead to 
recommendations. 

4.2 Data pre-processing 

The data pre-processing for the STM consists of the following steps: lowercasing, digital number 
removing, punctuation removing, and stemming. The R package textProcessor is implemented in the 
STM. The metadata is associated with processed text by the quanteda package, converting data into a 
sentence-term matrix and holding covariates at the sentence-level (Benoit et al., 2018). Other libraries 
under quanteda also provide a wide range of functions, such as reading data in multiple forms. The output 
can be directly fit into STM functions. 

4.3 Selecting the number of topics 

For the STM model, the number of topics influences the performance of the model and needs to be 
estimated carefully. An iterative analysis sets the number of topics from 5 to 50 and each model’s 
performance is recorded using Equation 4. The result suggests that using 26, 21, 12, and 5 topics for the 
RAIB, ATSB, NTSB and TSB recommendation datasets respectively results in the best performance and 
balance between semantic coherence and exclusivity. 

4.4 An overview of results 

Figure 3 to Figure 6 show the extracted keywords of the RAIB, ATSB, NTSB and TSB datasets 
respectively with the highest occurrence probability and the assigned name of each topic. The 



interpretation is completed by reviewing keywords and representative sentences from the perspective of 
recommendations for railway accidents rather than the nature of railway accidents. For instance, although 
the keywords “cross”, “user”, and “level” in Topic 22 of the RAIB dataset (Figure 3) might refer to the 
mechanism of level crossing accidents, the label “review of consideration of design and standard for level 
crossing safety” is assigned to highlight the representation of other keywords and the real meaning of 
sentences sorted to this topic. 

For the RAIB recommendation dataset (Figure 3), several identified topics of recommendations have been 
widely discussed in the railway accident studies and recommendation analysis in the literature such as 
removal of the hazard (assessment and measurement), enhancement of design, enhancement of design 
assurance and approvals, steps to address safety culture (attitudes and behaviours), management process, 
enhancement of procedures, and training and competency (Braut et al., 2014; Cedergren &Petersen, 2010; 
Hulme et al., 2019; Tretten &Candell, 2021; Zhan &Zheng, 2016). However, other topics including 
standardisation of process and operation, cooperation, lesson learnt processes, and documentation are 
seldom discussed. 

 

Figure 3, the extracted topics and keywords of the RAIB recommendation dataset from the STM 

On the other hand, recommendations frequently proposed by the ATSB are reviewing communication 
technology, exchanging knowledge with other organisations, and undertaking risk mitigation strategies 
(topic 9 in Figure 4). A notable finding is that a more significant proportion of the sentences is sorted to 
the topic “request to take action to address identified safety issue” (topic 4), implying that some parts of 
the recommendations are made to remind the reader about compliance of existing rules or procedures. 



 

Figure 4, the extracted topics and keywords of the ATSB recommendation dataset from the STM 

According to Figure 5, a considerable amount of focus is put by the NTSB on cooperation with 
organisations within the railway industry, implying less intervention and restrictions on the approach 
operators apply to address identified hazards. Furthermore, assisting research and programs is also 
mentioned with high frequency, which might indicate the promotion of cooperating with third parties and 
producing a comprehensive solution. Another note is that assigning specific methods to address identified 
hazards is rarely found in the NTSB recommendations. Most recommendations are supportive and offer 
high flexibility for the railway industry to implement improvements. 



 

Figure 5, the extracted topics and keywords of the NTSB recommendation dataset from the STM 

Figure 6 illustrates the extracted topics and keywords of the TSB recommendation dataset from the STM. 
The TSB dataset comprises recommendations requesting the examination and reassessment of current 
procedures rather than developing new rules or processes. On the other hand, limited suggestions are 
given to cooperate with organisations within the railway industry. Furthermore, most recommendations 
are directed to individual railway companies, assigning an objective to resolve identified hazards. Lastly, 
interfering recommendations such as assigning specific instructions to organisations involved are not 
identified, implying the TSB tends to propose supportive advice primarily and remains a large degree of 
flexibility for the railway industry. 



 

Figure 6, the extracted topics and keywords of the TSB recommendation dataset from the STM 

4.5 A systematic perspective of topics extracted 

In previous sections, we discuss the outcomes of STM and the distribution of each topic over different 
countries. However, these interpretations are limited to revealing underlying topics without thoroughly 
understanding how issues identified in the railway accident reports are intended to be addressed and what 
perspective investigators consider in investigating the issues. Furthermore, initial outcomes shown in 
previous sections cannot discover the transition in the style of making recommendations in the railway 
industry, hindering stakeholders from managing systematic risks in the railway recommendation system. 
Therefore, a systematic view of the outcomes of STM is required to clarify the relationship between 
recommendations made and the socio-technical system in the railway industry. 

For the systematic interpretation, topics extracted are further connected to existing risk management 
theory to understand the behaviour of railway accident investigation bodies whilst proposing 
recommendations. The argument about modelling risk management by considering it to be a control 
problem and addressing issues from the perspective of a control structure inclusive of the society for each 
type of hazard begins with the work done by Rasmussen (1997). Subsequently, several studies have 
applied such a concept to real-world cases and proposed frameworks for interpretation (Arenius &Sträter, 
2014; Grant et al., 2016; Yuyua et al., 2021). AcciMap is one of the commonly used frameworks 
representing the interactions between hazardous elements from different systems in a structured way, such 
as technology, human factors and environment (Stanton et al., 2019; Thatcher et al., 2019; Underwood 
&Waterson, 2013; Wheway &Jun, 2021). The AcciMap also elaborates on the decision flow, including 
consequences and reactions from the top to the bottom of the system. However, this framework might not 
be applicable to the railway recommendations data because the shape of one recommendation consists of 
several system levels in the socio-technical system. For example, a recommendation for a railway accident 



suggesting learning across organisations might involve system levels at regulatory bodies, local 
governments and the railway industry. This might be difficult to implement into the existing AcciMap. 
Furthermore, the AcciMap cannot neither visualise multiple types of recommendations nor describe the 
trend of decisions made by one organisation over time, thus hindering users from having a holistic map 
of all recommendations made by different countries. 

The taxonomy of recommendations proposed by Karanikas (2016) is used to discriminate the 
recommendation type based on the extent to which the railway has the flexibility to address hazards 
identified by investigators. There are three types of recommendation proposed by Karanikas, namely 
assignment, action and reminder (Table 2Table 2). The assignment type of recommendation offers a 
distinct objective for organisations to come up with solutions and implementations and is considered a 
supportive recommendation. In contrast, the action type of recommendation might contain specific 
approaches assigned by the investigator to address hazards, limiting the flexibility of organisations to 
adopt solutions; as such it is categorised as the interfering type of recommendation. Lastly, the remainder 
type of recommendation is another supportive recommendation, providing enormous flexibility to 
organisations in modifying the existing rules and procedures of the operation. 

Table 2, Types of made recommendations (based on Karanikas, 2016) 

Recommendation type Description Example Role 
Assignment Assign an objective for 

organisations to resolve 
identified hazards 

Network Rail should identify and 
implement suitable measures to 
mitigate the risk of a runaway 
[train]. 

Supportive 

Action Assign specific methods to 
address identified hazards 

Network Rail should amend its 
National Hazard Directory to 
include the access point alongside 
South Hampstead station; 

Interfering 

Reminder Remind the compliance of 
existing rules or procedures 

Federal Railroad Administration 
should increase monitoring of their 
employees for compliance with 
existing applicable rules and 
procedures 

Supportive 

There is no one-size-fits-all solution for addressing hazards in the railway industry given that each country 
uses a wide range of systems and has developed an inherent railway safety culture. In addition, 
recommendations also need to reflect the nature of the investigated railway accident and should be 
balanced between each type to ensure moderate flexibility in implementing solutions. 

Next, this study slightly modifies the method of describing each recommendation's role (Table 2) in the 
railway system and proposes the customised model, referred to as RecoMap, to address the issues of being 
unable to consider systematic factors mentioned above. Instead of showing the decision flow, the 
RecoMap enables a variety of recommendations to be positioned at multiple system levels and depict the 
trend of the occurrence of recommendation’s types made over countries and time. Figure 7 shows the 
proposed RecoMap applied to the outcomes of the STM. The extracted topics are compressed based on 



their similarity and placed in the RecoMap in accordance with the covered systems, and the number of 
occurrences is labelled as well. The depth of the colour represents the time that recommendations sorted 
to the topic are proposed. Given that each dataset covers different periods, each colour is divided into 
three levels of depth representing one third of period of time covered. The lightest colour refers to the 
recommendations made in the first one third of period of time covered. The railway system is divided into 
the organisational and operational levels, representing how the socio-technical system works in the 
railway industry. Therefore, the RecoMap addresses the concern of aggregating findings and insights 
obtained from railway accidents in other jurisdictions. Furthermore, practitioners can review what role 
each recommendation plays in the socio-technical framework and understand how the legislative 
framework and regulations influence the railway safety in each jurisdiction through the implementation 
of recommendations. 

 

Wei-Ting Hong
Please let me know if this description would be too mouthful or not

Geoffrey Clifton
What do you mean by most recommendations? Is there a percentage?

Wei-Ting Hong
Need to check the sense again



 

Figure 7, the proposed RecoMap applied to the outcomes of the STM 



Overall, RecoMap maps out how investigators in different countries address identified hazards and 
provides the possibility for the railway industry of each jurisdiction to improve railway safety by learning 
across jurisdictions and time. Examples of common recommendations at the operational level are 
procedures of maintenance and inspection, consistency of testing processes, introducing state-of-the-art 
equipment, and reviewing existing designs and technologies. On the other hand, recommendations at the 
organisational level popularly proposed are process standardisation, cooperation with other organisations 
and dissemination of railway safety knowledge.  

5 The transition in the style of making recommendations in the railway industry 

A growing shift from addressing hazards at the operational level to the organisational level is found in ATSB 
and RAIB recommendations, implying the railway industry gradually adopts system theory and control theory 
to improve railway safety and addresses risks from the perspective of an integrated whole. Such a trend might 
provide useful predictive capabilities to make the railway system adapt to the dynamic environment. On the 
other hand, NTSB consistently offers recommendations at the organisational level, in contrast to 
recommendations made by TSB. 

Several recommendations made by ATSB indicate detailed instructions at the operational level, such as the 
prioritisation of tasks, the management of workload and validation of the effectiveness of existing standards. 
This might imply that ATSB tends to propose interfering recommendations (the action type in Table 2) to 
address identified issues. However, most interfering recommendations are coloured in light, indicating a 
potential transition from making interfering recommendations addressing operational issues to making 
supportive recommendations addressing organisational issues. A similar shift can also be observed in RAIB, 
transferring from interfering recommendations such as improving physical equipment and assessments of 
individuals to design and standardisation of the system. 

Furthermore, NTSB proposes many recommendations related to cooperation between organisations and 
assisting research and programs, implying a solid promotion of learning across jurisdictions and sharing 
knowledge with other research organisations. The trend continued recently along with recommendations 
relating to disseminating railway safety knowledge. It is also observed that NTSB consistently tends to 
propose precise but interfering recommendations, such as verifying existing systems and assisting research 
and programs.  

Lastly, the number of recommendations made by TSB is extremely limited because only investigating major 
railway accidents results in recommendations. In addition, most of them address hazards from the operational 
perspective and recommendations at the organisational level are proposed only rarely, hindering how the 
railway industry deals with hazards as an integrated whole. 

Different combinations of the style and system level of recommendations might be feasible for different roles 
in the railway industry. Therefore, the role that local railway regulators and national railway accident 
investigators play is suggested to be clearly defined under the legislative framework. For local regulators, 
operational recommendations might be appropriate to be proposed given the high homogeneity of railway 
systems and operation. In addition, local regulators have more experience and understanding of railway 
systems under their jurisdictions. The level of cooperation is higher than national railway accident 



investigators, indicating that interfering recommendations might provide more efficiency to the performance 
of railway safety improvement.  

On the other hand, national railway accident investigators are eligible to instruct the whole railway industry, 
including local railway regulators. Therefore, the emphasis should be put on proposing a positive railway 
safety culture, disseminating railway safety knowledge and ensuring lessons are fully learnt and applied to all 
relevant railway organisations across the country. In doing so, the recommendations made by national railway 
accident investigators need to be supportive, offering organisations the best flexibility for local railway 
regulators and railway organisations to modify the day-to-day operation and gradually adopt new approaches 
to manage potential impacts. Furthermore, recommendations at the organisational level are suggested to be 
proposed by national railway accident investigators to enhance the communication and safety culture of the 
whole railway industry. Promoting learning behaviours and eliminating the obstacle of the interface between 
organisations by supporting cross-section engagement are also critical objectives to be achieved. Thus, 
proposing supportive recommendations to address hazards and manage risks from the organisational 
perspective might be the most beneficial for railway safety. 

Table 3 shows the comparison matrix for investigated countries between the style and system level of 
recommendations. Cells from the top left (dark grey) to the bottom right (light grey) represent the implied 
combination of the style and system level of recommendations adopted by the investigator at the lower system 
level (i.e., local railway regulators) to the higher system level (i.e., national railway accident investigators). 
Each investigated country has been divided into two stages: the early stage and the current stage. Overall, the 
style of proposing recommendations of all countries at the early stage tends to be interfering at the operational 
level. Such a trend has gradually shifted to making supportive recommendations at the organisational level. 
However, the majority of recommendations made by NTSB are still interfering, and TSB thus far proposes 
most recommendations at the operational level. Therefore, it is suggested that investigators at different levels 
consider the role they play before coming up with recommendations. 

Table 3, the comparison matrix for investigated countries between the style and system level of 
recommendations 

 Interfering Neutral Supportive 

Operational ATSB (early years) RAIB (early years) 

TSB (early years) 

TSB (current) 

Neutral NTSB (early years) RAIB (current) ATSB (current) 

Organisational NTSB (current)   

Apart from the style of making recommendations, learning behaviour also plays an essential role in advancing 
railway safety (Paul et al., 2018; Zhan &Zheng, 2016). Topics related to learning across jurisdictions and time 
are highlighted with red outlines (Figure 7), including lessons learnt, communication, dissemination, and 
cooperation. The result suggests that investigators gradually put emphasis on exchanging knowledge and 



learning across organisations within the jurisdiction in recent railway accident reports, indicating that the 
adjustment to correct mistakes (single loop learning) and the identification of underlying factors (double loop 
learning) have been fully implemented in the railway industry. However, the participation of people in making 
well-informed decisions for addressing complicated and dynamic risks (triple loop learning) is not yet found 
in made recommendations. For instance, recommendations are seldom found to review cultural dimensions. 
The idea of learning across organisations has been proposed, but investigators rarely remind the rail industry 
to understand the value of making these decisions which might result in a passive attitude toward railway 
safety. 

To sum up, the proposed RecoMap provides a holistic view of how different accident investigation bodies 
countries make recommendations, enabling the railway industry in other jurisdictions to learn potential 
approaches to address similar risks from these countries. The style of making recommendations is discussed, 
and the result suggests that the most appropriate type for each organisation might vary based on its role in the 
railway system. A shift from making interfering recommendations at the operational level to making 
supportive recommendations at the organisational level is also identified in this study. Lastly, the learning 
behaviours are also observed, and the analysis suggests that the behaviour of triple loop learning is still 
insufficient in the railway industry of the investigated countries. Learning from recommendations might not 
be the only way to improve railway safety but understanding recommendations can help the railway industry 
understand how similar issues are addressed in other jurisdictions. 

6 Conclusions and suggestions 

This work analyses over 9,000 sentences in the recommendation section of railway accident reports published 
by RAIB, ATSB, NTSB and TSB. The STM has been applied to explore latent topics within each dataset, 
enabling us to understand the emphasis investigators put on mitigating hazards identified. The performance 
metric for the STM is designed to ensure that models established reach the proper balance between SC and 
Exclusivity. The initial result shows distinct approaches that each investigator applied. For instance, NTSB 
concentrates on promoting cooperation and sharing knowledge between organisations in the railway industry, 
whereas ATSB makes recommendations as a reminder instead of requesting immediate actions of 
modifications. 

To advance the interpretation of the result, this study introduces the taxonomy of recommendations, system 
theory and control theory to extend the analysis. The developed model RecoMap is proposed to describe the 
distribution of recommendations made from the organisational perspective over different countries, providing 
an alternative approach for interpreting the outcomes of topic modelling which prior works have struggled 
with. Additionally, a shift from making interfering recommendations at the operational level to supportive 
recommendations at the organisational level is observed. A growing trend of promoting learning across 
jurisdictions and knowledge sharing is also found across investigators. However, railway safety is proactively 
led by accidents and driven by authorities. Recommendations have not included people's participation in 
making well-informed decisions for addressing dynamic risks. In other words, railway operators know the 
decision should be made but might not understand why this should be done (Huang et al., 2019; Tappura et 
al., 2022). This might imply an insufficient understanding of triple-loop learning and result in a potential 
passive attitude due to underestimating the value of railway safety (Li et al., 2020). 

Although the RecoMap allows the railway industry to learn across jurisdictions and time by offering a 



systematic view on recommendations made in different jurisdictions, several limitations remained unsolved 
and would be worth investigating. Firstly, incentives and barriers making the railway industry follow safety-
related instructions are critical for decision-makers to understand the behaviour of practitioners but have not 
yet been revealed by RecoMap. Secondly, the performance and effectiveness of recommendations made by 
different countries cannot be evaluated and compared by the RecoMap although they have played an important 
role in cost-benefit analysis. Lastly, the interpretation of topics extracted from the topic model still requires 
adequate manual effort. Further work should develop advanced NLP models to overcome such difficulties. 
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