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## Abstract

In this thesis, we focus on two topics in computational geometry.
The first topic is analysing trajectory similarity. A trajectory tracks the movement of an object over time. A common way to analyse trajectories is by finding similarities. The Fréchet distance is a similarity measure that has gained popularity in the theory community, since it takes the continuity of the curves into account. One way to analyse trajectories using the Fréchet distance is to cluster trajectories into groups of similar trajectories. For vehicle trajectories, another way to analyse trajectories is to compute the path on the underlying road network that best represents the trajectory. In Chapters 2,3 and 4 , we focus on trajectory similarity problems.

The second topic is improving graph dilation. Dilation measures the quality of a network in applications such as transportation and communication networks. Spanners are low dilation graphs with not too many edges. Most of the literature on spanners focuses on building the graph from scratch. We instead focus on adding edges to improve the dilation of an existing graph. In Chapters 5 and 6 , we focus on graph dilation problems.
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## Chapter 1

## Introduction

### 1.1 Computational geometry

Computer science is the study of computers and computation. It encompassed a wide range of fields, including:

- Computer systems. This field focuses on the design, implementation, and management of hardware, software, and networks. Subfields include computer architecture, operating systems, computer engineering, parallel computing, concurrency, distributed computing, computer networking, computer security, cryptography, blockchains, databases and data mining.
- Applied computer science, which focuses on practical applications of computer science to solve real-world problems. Subfields include computer graphics, information processing, visualisation, computational science, human computer interaction, software engineering, programming languages, compilers, artificial intelligence and machine learning.
- Theoretical computer science focuses on the mathematical foundations of computer science. Subfields include automata theory, computability theory, complexity theory, quantum computing, information theory, coding theory, algorithms, data structures, programming languages and formal methods.

Computational geometry is a subfield of theoretical computer science that focuses on problems that can be stated geometrically. Geometric problems are commonly set in the Euclidean plane (alternatively, the Cartesian plane or the $x y$-plane). Geometric problems may also be set in higher dimensions.

Computational geometry overlaps with other subfields of theoretical computer science. In particular, there is significant overlap with:

- Algorithms. Given an input, perform a sequence of steps to produce the desired output. An algorithm is more efficient if it requires fewer steps. In theoretical computer science, an algorithm's efficiency is described mathematically. In particular, an algorithms running time is often stated in Big-O notation. Examples of algorithms in computational geometry include convex hull algorithms and sweep line algorithms.
- Data structures. Given input data, perform processing steps to construct a data structure. Given a query and the data structure, perform query steps to produce the desired output. The quality of a data structure depends on: the efficiency of the preprocessing algorithm, the efficiency of the query algorithm, and the size of the data structure. Examples of data structures in computational geometry include range searching data structures and point location data structures.
- Complexity theory. Given an input, how many steps are required to produce the desired output? The complexity of a problem is the efficiency of the best algorithm for solving it. A problem's complexity is often stated in terms of its complexity class. Examples of complexity classes in computational geometry include NP-hard problems and 3SUM-hard problems.

In this thesis, we focus on two topics in computational geometry. The first topic is analysing trajectory similarity, which we introduce in Section 1.2. The second topic is improving graph dilation, which we introduce in Section 1.3.

### 1.2 Trajectory similarity

The widespread use of the Global Positioning System (GPS) in location aware devices has led to an abundance of trajectory data. Although collecting and storing this data is cheaper and easier than ever, this rapid increase of data is making the problem of analysing this data more demanding.

A GPS trajectory tracks the movement of an object over time. We model a trajectory as a polygonal curve in the Euclidean plane. A common way to analyse trajectories is by finding similarities. Computing similarities is a fundamental building block for other analyses, such as clustering, classification, or simplification. There are numerous similarity measures considered in literature $[16,58,80,116,151,155]$, many of which are application dependent.

The Fréchet distance is a similarity measure that has gained popularity, especially in the theory community $[12,37,69,148]$. Under the Fréchet distance, a minimum cost continuous alignment is computed between the pair of trajectories. A continuous alignment is a simultaneous traversal of the pair of trajectories that satisfies four conditions: (i) the first pair is the first point from both trajectories, (ii) the last pair is the last point from both trajectories, (iii) each point must appear in some pair in the alignment, and (iv) the alignment must be a monotonically increasing sequence for both trajectories. The cost of a continuous alignment, under the Fréchet distance, is the maximum distance between a pair of points in the alignment.

Alt and Godau [12] were the first to study algorithms for computing the Fréchet distance. For a pair of trajectories of complexity $n$, they provide an $O\left(n^{2} \log n\right)$ time algorithm. Later, Buchin et al. [37] provide an improved $O\left(n^{2} \sqrt{\log n}(\log \log n)^{3 / 2}\right)$ time algorithm.

Bringmann [28] was the first to apply fine-grained lower bounds, conditioned on the Strong Exponential Time Hypothesis (SETH), to Fréchet distance problems. Bringmann [28] showed a quadratic lower bound for computing the Fréchet distance between trajectories of dimension two or higher. Buchin et al. [42] extended the results to hold for the Fréchet distance of 1-dimensional trajectories.

One way to analyse trajectories using the Fréchet distance is to cluster trajectories into groups of similar trajectories. The $(k, \ell)$-center and $(k, \ell)$-median clustering problems
are two such problems that have received attention. Given a set $\mathcal{G}$ of trajectories, and parameters $k$ and $\ell$, the problem is to find a set $\mathcal{C}$ of $k$ trajectories (not necessarily in $\mathcal{G}$ ), each of complexity at most $\ell$, so that the maximum Fréchet distance (center) or the sum of the Fréchet distances (median) over all trajectories in $\mathcal{G}$ to its closest trajectory in $\mathcal{C}$ is minimised. The set $\mathcal{C}$ is also known as the set of center curves, and the intuition behind restricting the complexity of the center curves is to avoid overfitting.

Driemel et al. [69] were the first to consider ( $k, \ell$ )-center and $(k, \ell)$-medians clustering of trajectories. They showed that both problems are NP-hard when $k$ is part of the input, and provided $(1+\varepsilon)$-approximation algorithms if the trajectories are one-dimensional. Buchin et al. [40] showed that $(k, \ell)$-center clustering is NP-hard if $\ell$ is part of the input, and provided a 3 -approximation algorithm for trajectories of any dimension. Buchin et al. [44] provided a randomised bicriteria-approximation algorithm with approximation factor $(1+\varepsilon)$ for trajectories of any dimension.

For vehicle trajectories, another way to analyse trajectories is to compute the path on the underlying road network that best represents the trajectory. Alt et al. [11] study this problem on geometric planar graphs. They provide an $O(p q \log p)$ time algorithm, where $p$ is the complexity of the graph and $q$ is the complexity of the trajectory. Alt et al. [11]'s algorithm forms the basis of several existing implementations [25, 53, 145, 161, 163]. Brakatsoulas et al. [25] implement Alt et al. [11]'s algorithm and experimentally compare it to a linear-time heuristic and an algorithm minimising the weak Fréchet distance. In their experiments, forty-five vehicle trajectories, each with approximately one hundred edges, are mapped onto an underlying road network with approximately ten thousand edges. Their experiments conclude that out of the three algorithms, Alt et al. [11]'s provides the best results but is the slowest. Subsequent papers focus on improving the practical running time of the algorithm [145, 163].

### 1.3 Graph dilation

Let $G=(V, E)$ be a graph embedded in a metric space $M$. For every pair of points $u, v \in V$, the weight of the edge $(u, v)$ is equal to the distance $d_{M}(u, v)$ between points $u$ and $v$ in the metric space $M$. Let $d_{G}(u, v)$ be the weight of the shortest path between $u$ and $v$ in the graph $G$. For any real number $t>1$, we call $G$ a $t$-spanner if $d_{G}(u, v) \leq t \cdot d_{M}(u, v)$ for every pair of points $u, v \in V$. The stretch, or dilation, of $G$ is the smallest $t$ for which $G$ is a $t$-spanner.

Spanners have been studied extensively in the literature, especially in the geometric setting. Given a fixed $t>1$, a fixed dimension $d \geq 1$, and a set of $n$ points $V$ in $d$ dimensional Euclidean space, there is a $t$-spanner on the point set $V$ with $O(n)$ edges. For a summary of the considerable research on geometric spanners, see the surveys [77, 98, 147] and the book by Narasimhan and Smid [133]. Spanners in doubling metrics [50, 95, 110] and in general graphs $[19,135,154]$ have also received considerable attention.

Given a set of points $V$, a spanning tree of $V$ with minimum dilation is known as a minimum dilation spanning tree $[15,26,56]$, a tree spanner $[47,82,87]$ or a minimum maximum-stretch spanning tree $[76,121,136]$. Computing a minimum dilation spanning tree is NP-hard even if $M$ is an unweighted graph metric [47] or the Euclidean plane [56]. The minimum dilation spanning tree problem is closely related to tree embeddings of general metrics [17], and has applications to communication networks and distributed systems [136].

The approximability of the minimum dilation spanning tree problem is an open problem
stated in surveys and papers [56, 77, 136], and is a major obstacle towards constructing low dilation graphs with few edges $[15,108]$. The minimum spanning tree is an $O(n)$ approximation [77], but no better result is known. Only in the special case where $M$ is an unweighted graph is there an $O(\log n)$-approximation [76].

### 1.4 Contributions

In this section, we summarise the main contributions in this thesis. Chapters 2,3 and 4 contribute to analysing trajectory similarity. Chapters 5 and 6 contribute to improving graph dilation.

## Chapter 2: Subtrajectory clustering

Detecting commuting patterns or migration patterns in movement data is an important problem in computational movement analysis. Given a trajectory, or set of trajectories, this corresponds to clustering similar subtrajectories.

We study subtrajectory clustering under the continuous and discrete Fréchet distances. The most relevant theoretical result is by Buchin et al. (2011). They provide, in the continuous case, an $O\left(n^{5}\right)$ time algorithm and a 3SUM-hardness lower bound, and in the discrete case, an $O\left(n^{3}\right)$ time algorithm. We show, in the continuous case, an $O\left(n^{3} \log ^{2} n\right)$ time algorithm and a 3OV-hardness lower bound, and in the discrete case, an $O\left(n^{2} \log n\right)$ time algorithm and a quadratic lower bound. Our bounds are almost tight unless SETH fails.

## Chapter 3: Map matching queries

Map matching is a common preprocessing step for analysing vehicle trajectories. In the theory community, the most popular approach for map matching is to compute a path on the road network that is the most spatially similar to the trajectory, where spatial similarity is measured using the Fréchet distance. A shortcoming of existing map matching algorithms under the Fréchet distance is that every time a trajectory is matched, the entire road network needs to be reprocessed from scratch. An open problem is whether one can preprocess the road network into a data structure, so that map matching queries can be answered in sublinear time. We investigate map matching queries under the Fréchet distance. We provide a negative result for geometric planar graphs, and a positive result for realistic input graphs. We show that for $c$-packed graphs, one can construct a data structure of $\tilde{O}(c p)$ size that can answer $(1+\varepsilon)$-approximate map matching queries in $\tilde{O}\left(c^{4} q \log ^{4} p\right)$ time, where $\tilde{O}(\cdot)$ hides lower-order factors and dependence on $\varepsilon$.

## Chapter 4: Continuous dynamic time warping

Dynamic Time Warping is a popular similarity measure for time series, where we define a time series to be a one-dimensional polygonal curve. The drawback of Dynamic Time Warping is that it is sensitive to the sampling rate of the time series. The Fréchet distance is an alternative that has gained popularity, however, its drawback is that it is sensitive to outliers. Continuous Dynamic Time Warping (CDTW) is a recently proposed alternative that does not exhibit the aforementioned drawbacks. CDTW combines the continuous nature of the Fréchet distance with the summation of Dynamic Time Warping, resulting in a similarity measure that is robust to sampling rate and to outliers. Despite its advantages,
the major shortcoming of CDTW is that there is no exact algorithm for computing CDTW in polynomial time. We present the first exact algorithm for computing CDTW of onedimensional curves. Our algorithm runs in time $O\left(n^{5}\right)$ for a pair of one-dimensional curves, each with complexity at most $n$.

## Chapters 5 and 6: Improving graph dilation by adding edges

Most of the literature on spanners focuses on building the graph from scratch. We instead focus on adding edges to improve an existing graph. A major open problem in this field is: given a graph embedded in a metric space, and a budget of $k$ edges, which $k$ edges do we add to produce a minimum-dilation graph? The special case where $k=1$ has been studied in the past, but no major breakthroughs have been made for $k>1$. We provide the first positive result, an $O(k)$-approximation algorithm that runs in $O\left(n^{3} \log n\right)$ time. We also provide a $\left(2 \sqrt[r]{2} k^{1 / r}, 2 r\right)$-bicriteria approximation that runs in $O\left(n^{3} \log n\right)$ time, for all $r \geq 1$. In other words, if $t^{*}$ is the minimum dilation after adding any $k$ edges to a graph, then our algorithm adds $O\left(k^{1+1 / r}\right)$ edges to the graph to obtain a dilation of $2 r t^{*}$.

### 1.5 Other projects during PhD

In this section, we summarise three other projects that the author was involved in. These projects will not be discussed further in the rest of this thesis.

## Covering a set of line segments with a few squares

We study three covering problems in the plane. The first is to decide whether a given set of line segments can be covered by up to $k=4$ unit-sized, axis-parallel squares. We give linear time algorithms for $k \leq 3$ and an $O(n \log n)$ time algorithm for $k=4$. The second is to build a data structure on a trajectory to efficiently answer whether any query subtrajectory is coverable by up to three unit-sized axis-parallel squares. For $k=2$ and $k=3$ we construct data structures of size $O(n \alpha(n) \log n)$, in $O(n \alpha(n) \log n)$ time, so that we can test if an arbitrary subtrajectory can be $k$-covered in $O(\log n)$ time. The third problem is to compute a longest subtrajectory of a given trajectory that can be covered by up to two unit-sized axis-parallel squares. We give $O\left(n 2^{\alpha(n)} \log ^{2} n\right)$ time algorithms for $k \leq 2$.

This work is joint with Joachim Gudmundsson, Mees van de Kerkhof, André van Renssen, Frank Staals, Lionov Wiratma. The conference version appeared in Proceedings of the 12 th International Conference on Algorithms and Complexity, CIAC 2021. The journal version appeared in Theoretical Computer Science, TCS 2022.

## Approximating the packedness of polygonal curves

Driemel, Har-Peled and Wenk [68] introduced the concept of $c$-packed curves as a realistic input model. In the case when $c$ is a constant they gave a near linear time $(1+\varepsilon)$-approximation algorithm for computing the Fréchet distance between two $c$-packed polygonal curves. Since then a number of papers have used the model. We consider the problem of computing the smallest $c$ for which a given polygonal curve in $\mathbb{R}^{d}$ is $c$-packed. We present two approximation algorithms. The first algorithm is a 2-approximation algorithm and runs in $O\left(d n^{2} \log n\right)$ time. In the case $d=2$ we develop a faster algorithm that returns a $(6+\varepsilon)$-approximation and runs in $O\left(\left(n / \varepsilon^{3}\right)^{4 / 3}\right.$ poly $\left.\log (n / \varepsilon)\right)$ time.

This work is joint with Joachim Gudmundsson, Yuan Sha. The conference version appeared in Proceedings of the 31st International Symposium on Algorithms and Computation, ISAAC 2020. The journal version appeared in Computational Geometry, CGTA 2023.

## $(k, \ell)$-medians clustering of trajectories

We consider the problem of center-based clustering of trajectories. In this setting, the representative of a cluster is again a trajectory. To obtain a compact representation of the clusters and to avoid overfitting, we restrict the complexity of the representative trajectories by a parameter $\ell$. This restriction, however, makes discrete distance measures like dynamic time warping (DTW) less suited. While the Fréchet distance allows for restriction of the center complexity, it can also be sensitive to outliers. To obtain a trajectory clustering algorithm that allows restricting center complexity and is more robust to outliers, we propose the usage of a continuous version of DTW as distance measure, which we call continuous dynamic time warping (CDTW). Our contribution is twofold. First, to combat the lack of practical algorithms for CDTW, we develop an approximation algorithm that computes it. Second, we develop the first clustering algorithm under this distance measure and show a practical way to compute a center from a set of trajectories and iteratively improve it.

This work is joint with Milutin Brankovic, Kevin Buchin, Koen Klaren, André Nusser, Aleksandr Popov. The conference version appeared in Proceedings of the 28th International Conference on Advances in Geographic Information Systems, SIGSPATIAL 2020.

## Chapter 2

## Cubic upper and lower bounds for subtrajectory clustering under the continuous Fréchet distance

### 2.1 Introduction

The widespread use of the Global Positioning System (GPS) in location aware devices has led to an abundance of trajectory data. Although collecting and storing this data is cheaper and easier than ever, this rapid increase of data is making the problem of analysing this data more demanding. One way of extracting useful information from a large trajectory data set is to cluster the trajectories into groups of similar trajectories. However, focusing on clustering entire trajectories can overlook significant patterns that exist only for a small portion of their lifespan. Consequently, subtrajectory clustering is more appropriate if we are interested in similar portions of trajectories, rather than entire trajectories.

Subtrajectory clustering has been used to detect similar movement patterns in various applications. Gudmundsson and Wolle [107] applied it to football analysis. They reported common movements of the ball, common movements of football players, and correlations between players in the same team moving together. Buchin et al. [35] applied subtrajectory clustering to map reconstruction. They reconstructed the location of roads, turns and crossings from urban vehicle trajectories, and the location of hiking trails from hiking trajectories. Many other applications have been considered in the Data Mining and the Geographic Information Systems communities, including behavioural ecology, computational biology and traffic analysis $[5,34,51,104,105,120,123,149,150]$.

Despite considerable attention across multiple communities, the theoretical aspects of subtrajectory clustering are not well understood. The most closely related result is by Buchin et al. [36]. Their algorithm forms the basis of several implementations [34, 35, 104, $105,107]$. Other models of subtrajectory clustering have also been considered [5, 9], which we will briefly discuss in our related work section.

To measure the similarity between subtrajectories, numerous distance measures have
been proposed in the literature [138, 151, 155]. In this chapter, we will use the (discrete and continuous) Fréchet distance, which is the most common and successful distance measure used for trajectories, and also the preferred distance measure in the theory community.

Given a trajectory $T$, the subtrajectory clustering (SC) problem considered by Buchin et al. [36] is to compute a subtrajectory cluster consisting of $m$ non-overlapping subtrajectories of $T$, one of which is called the reference subtrajectory. The reference subtrajectory must have length at least $\ell$, and the Fréchet distance between the reference subtrajectory and any of the other $m-1$ subtrajectories is at most $d$. We formally define the SC problem in Section 2.2. For SC under the continuous Fréchet distance, Buchin et al. [36] provide an $O\left(n^{5}\right)$ time algorithm and a 3SUM-hardness lower bound. For SC under the discrete Fréchet distance, they provide an $O\left(n^{3}\right)$ time algorithm. Closing the gaps between the two upper and lower bounds have remained important open problems.

In this chapter, we provide an $O\left(n^{3} \log ^{2} n\right)$ time algorithm for SC under the continuous Fréchet distance, which is a significant improvement over the previous algorithm [36]. Along the way, we also show an $O\left(n^{2} \log n\right)$ time algorithm for SC under the discrete Fréchet distance.

We argue that our algorithms are essentially optimal. Our lower bounds are conditional on the Strong Exponential Time Hypothesis (SETH). Our main technical contribution is an intricate 3OV-hardness lower bound for SC under the continuous Fréchet distance. This implies that there is no $O\left(n^{3-\varepsilon}\right)$ time algorithm for any $\varepsilon>0$, unless SETH fails. We also show, via a simple reduction, that Bringmann's [28] SETH-based quadratic lower bound applies to SC under the discrete Fréchet distance. These lower bounds show that our two algorithms are almost optimal, unless SETH fails.

Interestingly, our results show that there is a provable separation between the discrete and continuous Fréchet distance for SC. A similar separation between the discrete and continuous variants has been shown for computing the weak Fréchet distance between onedimensional curves [42], for computing the Fréchet distance between two point sets [45], and for computing the Fréchet distance between uncertain curves with imprecise inputs [41].

Next, we outline the structure of the chapter. We discuss related work in Section 2.1.1 and preliminaries in Section 2.2. In Section 2.3.1, we provide an overview of the key insights that lead to our improved algorithms. In Section 2.3.2, we give a quadratic lower bound in the discrete case, and an overview of the key components of our cubic lower bound in the continuous case. Detailed descriptions and the full proofs are provided in Section 2.4 for our algorithm under the discrete Fréchet distance, in Section 2.5 for our algorithm under the continuous Fréchet distance, and in Section 2.6 for our 3OV reduction.

### 2.1.1 Related work

Recently, the closely related problem of clustering trajectories has received considerable attention, especially the $(k, \ell)$-center and $(k, \ell)$-median clustering problems. In these problems, entire trajectories are clustered. Given a set $\mathcal{G}$ of trajectories, and parameters $k$ and $\ell$, the problem is to find a set $\mathcal{C}$ of $k$ trajectories (not necessarily in $\mathcal{G}$ ), each of complexity at most $\ell$, so that the maximum Fréchet distance (center) or the sum of the Fréchet distances (median) over all trajectories in $\mathcal{G}$ to its closest trajectory in $\mathcal{C}$ is minimised. The set $\mathcal{C}$ is also known as the set of center curves, and the intuition behind restricting the complexity of the center curves is to avoid overfitting.

Driemel et al. [69] were the first to consider ( $k, \ell$ )-center and ( $k, \ell$ )-medians clustering of trajectories. They showed that both problems are NP-hard when $k$ is part of the in-
put, and provided $(1+\varepsilon)$-approximation algorithms if the trajectories are one-dimensional. Buchin et al. [40] showed that $(k, \ell)$-center clustering is NP-hard if $\ell$ is part of the input, and provided a 3-approximation algorithm for trajectories of any dimension. Buchin et al. [44] provided a randomised bicriteria-approximation algorithm with approximation factor $(1+\varepsilon)$ for trajectories of any dimension.

The idea of computing a set of center curves for trajectory clustering has been extended to subtrajectory clustering. Agarwal et al. [5] compute center curves (which they call pathlets) from a set of input trajectories. The key difference is that pathlets are similar to portions of the input trajectory, rather than the entire trajectories. Each trajectory is then modelled as a concatenation of pathlets, with possible gaps in between. Agarwal et al. [5] propose an objective function for finding the optimal set of pathlets that best describe the set of input trajectories, and they show that finding the optimum value of the objective function is NP-hard. They provide an $O(\log n)$-approximation algorithm that runs in polynomial time. Akitaya et al. [9] consider a similar model, except that they compute a set of center curves with complexity at most $\ell$, and the concatenation of center curves covers the input trajectory without gaps. The objective is to compute the set of center curves of minimum size. Akitaya et al. [9] show that computing the optimal set of center curves is NP-hard, and provide a polynomial-time $O(\log n)$-approximation.

Bringmann [28] was the first to apply fine-grained lower bounds, conditioned on the Strong Exponential Time Hypothesis (SETH), to Fréchet distance problems. Bringmann [28] showed a quadratic lower bound for computing the (discrete or continuous) Fréchet distance between trajectories of dimension two or higher. Bringmann and Mulzer [33] extended the results to also hold for the discrete Fréchet distance of 1-dimensional trajectories. Buchin et al. [42] further extended the results to hold for the continuous Fréchet distance of 1-dimensional trajectories. Bringman et al. [32] showed a 4OV-hardness lower bound for computing the translation invariant discrete Fréchet distance between two trajectories of dimension two or higher.

### 2.2 Preliminaries

In this chapter, we study the problem of detecting a movement pattern that occurs frequently in a trajectory, or in a set of trajectories. The problem was first proposed by Buchin et al. [36]. We retain the existing convention by referring to this problem as the subtrajectory clustering (SC) problem. In the SC problem, a trajectory $T$ of complexity $n$ is defined to be a sequence of points $v_{1}, v_{2}, \ldots, v_{n}$ in the $c$-dimensional Euclidean space $\mathbb{R}^{c}$, connected by segments.

Problem 1 (SC problem). Given a trajectory $T$ of complexity n, a positive integer m, and positive real values $\ell$ and $d$, decide if there exists a subtrajectory cluster of $T$ such that:

- the cluster consists of one reference subtrajectory and $m-1$ other subtrajectories of $T$,
- the reference subtrajectory has Euclidean length at least $\ell$,
- the Fréchet distance between the reference subtrajectory and any other subtrajectory $i s \leq d$,
- any pair of subtrajectories in the cluster overlap in at most one point.

Buchin et al. [36] show how the case where the input is a set of trajectories can be reduced to the case when a single trajectory is given as input. See Figure 2.1. Since our two
algorithms build upon the algorithm by Buchin et al. [36] we briefly describe their algorithm. First, we discuss their algorithm for the discrete Fréchet distance, then for the continuous.


Figure 2.1: A subtrajectory cluster, for a single trajectory (left), or for a set of trajectories (right).

The first step is to transform SC into a problem in the discrete free space diagram. Let $F_{d}(T, T)$ be the discrete Fréchet free space diagram between two copies of $T$ and with distance value $d$. Suppose the conditions of SC hold for some reference subtrajectory starting at vertex $s$ and ending at vertex $t$. Let $l_{s}$ and $l_{t}$ be the vertical lines in $F_{d}(T, T)$ representing $s$ and $t$. The conditions of SC state that there are $m-1$ other subtrajectories so that the Fréchet distance between the reference subtrajectory and each of the other subtrajectories is at most $d$. Therefore, the SC problem reduces to deciding if there are vertical lines $l_{s}$ and $l_{t}$ so that the reference subtrajectory from $s$ to $t$ has length at least $\ell$, and there are $m-1$ monotone paths in $F_{d}(T, T)$ starting at $l_{s}$ and ending at $l_{t}$. Moreover, since these $m-1$ subtrajectories overlap with each other in at most one point, the $y$-coordinates of our monotone paths overlap in at most one point. Similarly, the $y$-coordinates of our monotone paths overlap with the $y$-interval from $s$ to $t$ in at most one point. See Figure 2.2, left.


Figure 2.2: An example of three monotone paths from $l_{s}$ to $l_{t}$ in the discrete (left) and continuous (right) free space diagrams. The monotone paths overlap with each other in at most one point, and overlap with the $y$-interval from $s$ to $t$ in at most one point.

The second step is to iterate over all reference subtrajectories with length at least $\ell$. Buchin et al. [36] show that, for SC under the discrete Fréchet distance, there are only $O(n)$ candidate reference subtrajectories to consider, and of these, no reference subtrajectory is a subtrajectory of any other reference subtrajectory.

The third step is, given a candidate subtrajectory starting at $s$ and ending at $t$, deciding whether there is a subtrajectory cluster satisfying the conditions of SC with this candidate subtrajectory as its reference subtrajectory. The third step is an important subproblem in both the algorithm of Buchin et al. [36] and our algorithm. We state the subproblem
formally.
Subproblem 2. Given a trajectory $T$ of complexity $n$, a positive integer $m$, a positive real value $d$, and a reference subtrajectory of $T$ starting at vertex $s$ and ending at vertex $t$, let $l_{s}$ and $l_{t}$ be two vertical lines in $F_{d}(T, T)$ representing the vertices $s$ and $t$. Decide if there exist:

- $m-1$ distinct monotone paths starting at $l_{s}$ and ending at $l_{t}$, such that
- the $y$-coordinate of any two monotone paths overlap in at most one point, and
- the $y$-coordinate of any monotone path overlaps the $y$-interval from $s$ to $t$ in at most one point.

Buchin et al. [36] solve each instance of Subproblem 2 individually in $O(n+m l)$ time, where $l$ is the maximum complexity of the reference subtrajectory. As there are $O(n)$ reference subtrajectories, there are $O(n)$ subproblems to solve. Therefore, the total running time of the algorithm is $O\left(n^{2}+n m l\right)$ which in the worst case is $O\left(n^{3}\right)$.

Next, we describe the algorithm of Buchin et al. [36] under the continuous Fréchet distance. The first step is exactly the same as the discrete case, except that we substitute the discrete free space diagram with the continuous free space diagram. See Figure 2.2, right.

The second step is significantly different between the discrete and continuous case. In the continuous case, the starting point $s$ and ending point $t$ may be any arbitrary points on the trajectory $T$, not just vertices of $T$. Buchin et al. [36] claim that there are $O\left(n^{2}\right)$ critical points in the free space diagram, and the vertical line $l_{s}$ representing the starting point of the reference subtrajectory must pass through one of these critical points. We show in Section 2.3.2 that there are $\Omega\left(n^{3}\right)$ critical points, and we show in Lemma 34 that there are $O\left(n^{3}\right)$ critical points. Hence, in the general case, there are $\Theta\left(n^{3}\right)$ possible reference subtrajectories to consider.

The third step is to solve Subproblem 2. Instead of $l_{s}$ and $l_{t}$ representing vertices that are the starting and ending points of the reference subtrajectories, we consider $l_{s}$ and $l_{t}$ representing arbitrary points that are the starting and ending points. Buchin et al. [36] solve each instance of Subproblem 2 in $O(n m)$ time. As there are $O\left(n^{3}\right)$ critical points and therefore $O\left(n^{3}\right)$ reference subtrajectories to consider, the overall running time of Buchin et al.'s [36] algorithm is $O\left(n^{4} m\right)$, which in the worst case is $O\left(n^{5}\right)$.

### 2.3 Technical Overview

Our main technical contributions in this chapter are cubic upper and lower bounds for Subtrajectory Clustering (SC) under the continuous Fréchet distance.

As a stepping stone towards our cubic upper bound, we study two special cases. The first special case is the SC problem under the discrete Fréchet distance. The second special case is the SC problem under the continuous Fréchet distance, but under the restriction that the reference subtrajectory must be a vertex-to-vertex subtrajectory. The final case is the general case. In Section 2.3.1, we provide an overview of our key insights in each case. Detailed descriptions of the algorithms and their analyses can be found in Sections 2.4 and 2.5.

For our lower bounds, assuming SETH, we show in Section 2.3.2 a simple reduction that proves that there is no $O\left(n^{2-\varepsilon}\right)$ algorithm for SC for any $\varepsilon>0$ under the discrete Fréchet distance. Then, we show that there is no $O\left(n^{3-\varepsilon}\right)$ algorithm for SC for $\varepsilon>0$ under the
continuous Fréchet distance. We provide an overview of our reduction from 3OV to SC in Section 2.3.2, and a detailed analysis of our construction can be found in Section 2.6.

### 2.3.1 Algorithm Overview

Our algorithms, both in the special and general cases, build on the work of Buchin et al. [36]. We make several key insights that lead to improvements over previous work. In this section, we present our main technical contributions, and defer relevant proofs to Sections 2.4 and 2.5.

## Key Insight 1: Reusing monotone paths between different subproblems

As previously stated, the algorithm of Buchin et al. [36] divides SC into one subproblem per candidate reference subtrajectory. For the discrete Fréchet distance, there are $O(n)$ candidate reference subtrajectories, so SC is divided into $O(n)$ instances of Subproblem 2. Buchin et al. [36] showed that each instance of Subproblem 2 can be solved in $O(n+m l) \approx$ $O\left(n^{2}\right)$ time individually, so all $O(n)$ subproblems can be solved in $O\left(n^{2}+n m l\right) \approx O\left(n^{3}\right)$ time.

Our first key insight is that we need not handle each subproblem individually. If we can reuse monotone paths between the $O(n)$ subproblems, this could significantly speed up the algorithm. For example, suppose that a subproblem starts at vertex $s$ and ends at vertex $t$, whereas an adjacent subproblem starts at vertex $s+1$ and ends at vertex $t+1$. Suppose that we solve the subproblem $(s, t)$ first, and we solve the subproblem $(s+1, t+1)$ next. Our key insight is to reuse the monotone paths that we computed in subproblem $(s, t)$ to guide our search in subproblem $(s+1, t+1)$. In fact, since almost all grid cells in subproblem $(s+1, t+1)$ have already appeared in the subproblem $(s, t)$, the speedup from using previously computed paths could be quite large. See Figure 2.3, left.


Figure 2.3: Monotone paths from $l_{s}$ to $l_{t}$ that are similar to monotone paths from $l_{s+1}$ to $l_{t+1}$ (left). The link-cut tree data structure retaining monotone paths from previous values of $s$ and $t$ (right).

In short, our approach is as follows. We sort the $O(n)$ subproblems by the $x$-coordinates of their vertical lines $l_{s}$ and $l_{t}$. We consider those with the smallest $x$-coordinates first. For each subproblem, we perform a greedy depth first search to find $m-1$ non-overlapping monotone paths. Our search algorithm is very similar to and has the same running time as the original search algorithm by Buchin et al. [36].

While performing our greedy depth first search, we maintain a dynamic tree data structure to store our monotone paths as we compute them. In particular, we use a link-cut tree [146], to store a set of rooted trees. The invariant maintained by our data structure is that every node has a monotone path to the root of its link-cut tree, as shown in Figure 2.3, right. The link-cut data structure is maintained via edge insertions and deletions, which require $O(\log n)$ time per update. Using this data structure, we can significantly reuse the monotone paths between subproblems. Whenever we visit a node that has been considered by a previous subproblem, we can simply query for its root in the link-cut data structure, without needing to recompute the monotone path.

In Section 2.4.1, we provide details of our greedy depth first search. In Section 2.4 .2 we provide details of how we apply the link-cut tree data structure to our greedy depth first search. We then use amortised analysis to bound the running time. Putting this together yields:

Theorem 3. There is an $O\left(n^{2} \log n\right)$ time algorithm for $S C$ under the discrete Fréchet distance.

## Key Insight 2: Transforming continuous free space reachability into graph reachability

As we transition from the discrete case of SC to the continuous case, the free space diagram becomes significantly more complex. In particular, reachability in continuous free space is calculated in a fundamentally different way to reachability in the discrete free space. The most common approach for computing the continuous Fréchet distance is to compute the reachable space. Reachable space is defined to be the subset of free space that is reachable via monotone paths from the bottom left corner, as shown in Figure 2.4, left. For example, this is the approach used by Alt and Godau [12] in their original algorithm, and also by Buchin et al. [37] in their improved algorithm.


Figure 2.4: The reachable free space from the bottom left corner, shaded in green (left). The directed graph $G=(V, E)$ where there is a path in the graph if and only if there is a monotone path in the continuous free space diagram (right).

Maintaining the reachable space is fundamentally incompatible with our algorithm. The reason is that the reachable space only considers monotone paths that start at the bottom left corner of the free space diagram. In our problem, the starting point of our monotone path constantly changes, and the reachable space for one starting point may not be used for computing monotone paths from any other starting point.

We propose an alternative to computing the reachable space in the continuous free space diagram. A critical point in the continuous free space diagram is the intersection of the boundary of a cell with the boundary of the free space for that cell (ellipse), or is a cell corner. We build a directed graph $G=(V, E)$ of size $O\left(n^{2} \log n\right)$, where $V$ is the set of
$O\left(n^{2}\right)$ critical points in the free space diagram, so that there is a monotone path between two points in the free space diagram if and only if there is a path between the same two points in the directed graph $G$. See Figure 2.4, right. Note that reachability in this directed graph works for any pair of critical points, not just those where the starting point is the bottom left corner.

In Section 2.5.1, we establish the equivalence between continuous free space reachability and graph reachability in $G$. In Section 2.5.2, we combine this with our first key insight to obtain an $O\left(n^{2} \log ^{2} n\right)$ time algorithm for SC under the continuous Fréchet distance, in the special case where the reference subtrajectory is vertex-to-vertex.

## Key Insight 3: Handling additional critical points and reference subtrajectories

In all special cases considered so far, there are $O(n)$ candidate reference subtrajectories, and hence $O(n)$ instances of Subproblem 2. However, in the continuous case where the reference subtrajectory may be any arbitrary subtrajectory, there are significantly more candidate reference subtrajectories to consider. We call a potential starting point for the reference subtrajectory either an internal or external critical point. The difference is that an internal critical point lies in the interior of a free space cell, whereas an external critical point lies on the boundary of a free space cell.

We show that there are $O\left(n^{3}\right)$ internal critical points, and therefore $O\left(n^{3}\right)$ instances of Subproblem 2 in the general case. The number of internal critical points is dominated by critical points of the following type: a point that is on the boundary between free and non-free space, and shares a $y$-coordinate with an external critical point. See Figure 2.5, left. Surprisingly, these $O\left(n^{3}\right)$ internal critical points are necessary, and form one of the key components of our lower bound.


Figure 2.5: An example of an internal critical point, marked with a cross (left). The overlapping $y$-intervals maintained by the dynamic monotone interval data structure (right).

Given this increase in critical points and reference subtrajectories in the worst case, if we were to naïvely apply our first two key insights, we would obtain an $O\left(n^{3} m\right)$ time algorithm for the general case. The difference is that, previously, our algorithm's running times were dominated by maintaining the link-cut tree data structure over our set of critical points. However, now that there are significantly more reference subtrajectories, the relatively simple process of enumerating up to $m-1$ non-overlapping monotone paths per reference subtrajectory is the new bottleneck. To handle this bottleneck, we require another data structure. The dynamic monotone interval data structure [90] reports whether there exist $m-1$ non-overlapping $y$-intervals, which represent our $m-1$ non-overlapping mono-
tone paths, without explicitly computing them. See Figure 2.5, right. Putting this together with our first two key insights we obtain the following theorem.

Theorem 4. There is an $O\left(n^{3} \log ^{2} n\right)$ time algorithm for $S C$ under the continuous Fréchet distance.

### 2.3.2 Lower Bound Overview

Our aim is to show that the algorithms in Theorems 3 and 4 are essentially optimal, assuming SETH. We start by showing that there is no strongly subquadratic time algorithm for SC under the discrete Fréchet distance. We achieve this by reducing from Bringmann's [28] lower bound for computing the discrete Fréchet distance.

Theorem 5. There is no $O\left(n^{2-\varepsilon}\right)$ time algorithm for $S C$ under the discrete Fréchet distance, for any $\varepsilon>0$, unless SETH fails.

Proof. Assuming SETH, Bringmann [28] constructs a pair of trajectories, $T_{1}$ and $T_{2}$, so that deciding whether the discrete Fréchet distance between $T_{1}$ and $T_{2}$ is at most one has no $O\left(n^{2-\varepsilon}\right)$ time algorithm for any $\varepsilon>0$. Let the trajectories $T_{1}$ and $T_{2}$ lie within a ball of radius $r$ centered at the origin, and let $\ell$ be the sum of the lengths of the trajectories $T_{1}$ and $T_{2}$. Let $\lambda=\ell+2 r$, and place point $A$ at $(-4 \lambda, 0)$ and point $B$ at $(4 \lambda, 0)$. Construct the trajectory $T=A \circ T_{1} \circ B \circ A \circ T_{2} \circ B$. We will show that there is a subtrajectory cluster of $T$ with parameters $m=2, \ell=8 \lambda$ and $d=1$ if and only if the discrete Fréchet distance between $T_{1}$ and $T_{2}$ is at most one.

Our key observation is that the subtrajectories $A \circ T_{1} \circ B$ and $A \circ T_{2} \circ B$ have discrete Fréchet distance of at most one if and only if $T_{1}$ and $T_{2}$ have a discrete Fréchet distance of at most one.

For the if direction, the pair of subtrajectories $A \circ T_{1} \circ B$ and $A \circ T_{2} \circ B$ each have length at least $8 \lambda$, and have discrete Fréchet distance at most one from one another.

For the only if direction, suppose there is a subtrajectory cluster of size two. Note that subtrajectory $A \circ T_{1}$, or any other subtrajectory that contains at most one copy of $A$ or $B$, will have length strictly less than $8 \lambda$. Therefore, $A$ and $B$ must occur in both subtrajectories in the cluster. The corresponding $A$ 's and $B$ 's must match to one another for the discrete Fréchet distance to be at most one, so they must be in the same order in their respective subtrajectory. Without loss of generality, the first subtrajectory contains $A \circ T_{1} \circ B$ and the second subtrajectory contains $A \circ T_{2} \circ B$. So the discrete Fréchet distance between $T_{1}$ and $T_{2}$ must be at most one, as required.

As there is no $O\left(n^{2-\varepsilon}\right)$ time algorithm for deciding if the discrete Fréchet distance is at most one for any $\varepsilon>0$, there is no $O\left(n^{2-\varepsilon}\right)$ time algorithm for SC under the discrete Fréchet distance.

Next, we show that there is no strongly subcubic time algorithm for SC under the continuous Fréchet distance. We achieve this by reducing the three orthogonal vectors problem (3OV) to SC.

Problem 6 (3OV). We are given three sets of vectors $\mathcal{X}=\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}, \mathcal{Y}=$ $\left\{Y_{1}, Y_{2}, \ldots, Y_{n}\right\}$ and $\mathcal{Z}=\left\{Z_{1}, Z_{2}, \ldots, Z_{n}\right\}$. For $1 \leq i, j, k \leq n$, each of the vectors $X_{i}$, $Y_{j}$ and $Z_{k}$ are binary vectors of length $W$. Our problem is to decide whether there exists a triple of integers $1 \leq i, j, k \leq n$ such that $X_{i}, Y_{j}$ and $Z_{k}$ are orthogonal. The three vectors are orthogonal if $X_{i}[h] \cdot Y_{j}[h] \cdot Z_{k}[h]=0$ for all $1 \leq h \leq W$.

We employ a three step process in our reduction in Section 2.6. First, given a 3OV instance $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$, we construct in $O(n W)$ time an SC instance $(T, m, \ell, d)$ of complexity $O(n W)$. Second, for this instance, we consider the free space diagram $F_{d}(T, T)$ and prove various properties of it. Third, we use the properties of $F_{d}(T, T)$ to prove that $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a YES instance if and only if $(T, m, \ell, d)$ is a YES instance.

Our reduction implies that there is no $O\left(n^{3-\varepsilon}\right)$ time algorithm for SC for any $\varepsilon>0$, unless SETH fails. If such an algorithm for SC were to exist, then by our reduction we would obtain an $O\left(n^{3-\varepsilon} W^{3-\varepsilon}\right)$ time algorithm for 3OV. But under the Strong Exponential Time Hypothesis (SETH), there is no $O\left(n^{3-\varepsilon} W^{O(1)}\right)$ time algorithm for 3OV, for any $\varepsilon>0$ [165].

Next, we present the three key components of our reduction. For the full reduction see Section 2.6.

## Key Component 1: Diamonds in continuous free space

As a stepping stone towards the full reduction, we construct a trajectory $T$ so that $F_{d}(T, T)$ has $\Theta\left(n^{3}\right)$ internal critical points. This weaker result shows that the analysis of our algorithm in Section 2.5.3 is essentially tight, up to polylogarithmic factors.

To obtain these $\Theta\left(n^{3}\right)$ internal critical points, we introduce the first key component of our reduction. It is a method to generate two curves $T_{1}$ and $T_{2}$, so that $F_{d}\left(T_{2}, T_{1}\right)$ consists predominantly of free space, with small regions of diamond-shaped non-free space. By varying the positions of the vertices on $T_{1}$ and $T_{2}$, we can change both the position and sizes of these small diamonds in $F_{d}\left(T_{2}, T_{1}\right)$.

To construct $T_{1}$ and $T_{2}$, we use the polar coordinates in the complex plane. Recall that $r \operatorname{cis} \theta$ has distance $r$ from the origin and is at anticlockwise angle of $\theta$ from the positive real axis. The vertices of $T_{1}$ will be on the ball of radius $r$ centered at the origin, as illustrated in Figure 2.6, left. The vertices of $T_{2}$ will be on the ball of radius $r^{\prime}$ centered at the origin, where $r^{\prime}>10 r$. For now, define $\phi=\frac{\pi}{2}$, although a much smaller value of $\phi$ will be used in the full reduction.

Let $O$ be the origin. Place the vertices $A, B, C, D$, respectively, at $r \operatorname{cis} 0, r \operatorname{cis} \phi$, $r \operatorname{cis}(2 \phi)$, and $r \operatorname{cis}(3 \phi)$. Place the vertices $A^{+}, B^{+}, C^{+}, D^{+}$, respectively, at $r^{\prime} \operatorname{cis} \pi$, $r^{\prime} \operatorname{cis}(\pi+\phi), r^{\prime} \operatorname{cis}(\pi+2 \phi)$, and $r^{\prime} \operatorname{cis}(\pi+3 \phi)$. Note that $A$ and $A^{+}$are diametrically opposite from one another, but on differently sized circles. Let $\|\cdot\|$ denote the Euclidean norm. Define $d=\left\|A^{+} B\right\|$. Then $A^{+}$is within distance $d$ of $B, C$ and $D$, but not within distance $d$ of $A$. Similarly, $A$ is within distance $d$ of $B^{+}, C^{+}$and $D^{+}$, but not within distance $d$ of $A^{+}$. We call the pairs $\left(A^{+}, A\right),\left(B^{+}, B\right),\left(C^{+}, C\right)$ and $\left(D^{+}, D\right)$ antipodes.



Figure 2.6: The vertices of $T_{1}$ and $T_{2}$ (left), and the free space diagram $F_{d}\left(T_{2}, T_{1}\right)$ (right).
Our key insight is that, if the only vertices that appear in $T_{1}$ are $A, B, C$ and $D$, and the only vertices that appear in $T_{2}$ are $A^{+}, B^{+}, C^{+}$and $D^{+}$, then the free space diagram
$F_{d}\left(T_{2}, T_{1}\right)$ will consist predominantly of free space, with small regions of non-free space. The centers of the regions of non-free space will have $x$-coordinate $v^{+}$and $y$-coordinate $v$, where $\left(v^{+}, v\right)$ are antipodes. Section 2.6.3 is dedicated to properties of antipodal pairs, and Section 2.6.5 is dedicated to how these small regions associated with the antipodes fit in with the rest of the free space diagram.

Let $A \circ B \circ C \circ D$ denote the trajectory formed by joining, with straight segments, the vertices $A, B, C$, and $D$ in order. Define:

$$
\begin{aligned}
& T_{1}=A \circ B \circ C \circ D \\
& T_{2}=A^{+} \circ O \circ B^{+} \circ O \circ C^{+} \circ O \circ D^{+} .
\end{aligned}
$$

The vertices of $T_{1}$ and $T_{2}$ and the free space diagram $F_{d}\left(T_{2}, T_{1}\right)$ are shown in Figure 2.6, left. It is not too difficult to see that by swapping the order of the vertices in $T_{2}$, or by inserting additional vertices into $T_{2}$, we can change the placements of our diamonds, or partial diamonds, in the free space in Figure 2.6, right.

We would also like to vary the sizes of our diamonds. To do this, we introduce points that are approximately distance $r^{\prime}$ from the origin. Let $B^{-}$be on $B B^{+}$so that $\left\|B B^{-}\right\|=d$, that is, $B^{-}=(d-r) \operatorname{cis} \phi$. Similarly, define $C^{-}=(d-r) \operatorname{cis}(2 \phi)$. Next, let $B_{1}^{+}, B_{2}^{+}, \ldots, B_{n}^{+}$ be points on segment $B^{-} B^{+}$so that $B^{-}, B_{1}^{+}, \ldots, B_{n}^{+}, B^{+}$are evenly spaced. Then the antipodal pair $\left(B_{i}^{+}, B\right)$ would generate a different sized diamond to the antipodal pair $\left(B^{+}, B\right)$. This is because $\left\|B_{i}^{+} B\right\|<d$, so the non-free space it generates will be smaller.

We are ready to construct the trajectory $T$ with $n^{3}$ internal critical points. Define

$$
\begin{aligned}
& T_{1}=A \circ B \circ C \circ D \\
& T_{2}=\bigcirc_{1 \leq i \leq n}\left(B_{i}^{+} \circ O\right) \circ \bigcirc_{1 \leq i \leq n}\left(C^{+} \circ O\right)
\end{aligned}
$$

and set $T=\bigcirc_{1 \leq i \leq n}\left(T_{1}\right) \circ T_{2}$. Note that $T$ has linear complexity.


Figure 2.7: A free space diagram $F_{d}\left(T_{2}, T_{1}\right)$ with $2 n^{2}$ critical points.
In Figure 2.7, on the left, we have the diamonds associated with the antipodal pairs $\left(B_{i}^{+}, B\right)$. On the right, we have the diamonds associated with the antipodal pairs $\left(C^{+}, C\right)$. Each diamond on the left generates an external critical point for its topmost point (marked with dots). Moreover, all these external critical points have different $y$-coordinates. Each of these distinct $y$-coordinates generates two internal critical points on each diamond on the right (marked with crosses). Therefore, $F_{d}\left(T_{2}, T_{1}\right)$ has $2 n^{2}$ internal critical points. Since $F_{d}(T, T)$ contains $n$ copies of $F_{d}\left(T_{2}, T_{1}\right)$ in it, we have that $F_{d}(T, T)$ contains $\Theta\left(n^{3}\right)$ critical points, as required.

## Key Component 2: Combining diamonds to form gadgets

Recall that in our first component, we generate pairs of curves $T_{1}$ and $T_{2}$, so that the only regions of non-free space in $F_{d}\left(T_{2}, T_{1}\right)$ are small diamonds. We can change $T_{1}$ and $T_{2}$ to vary the number, positions and sizes of the diamonds in $F_{d}\left(T_{2}, T_{1}\right)$. Our second key component is to position the diamonds in a way that encodes boolean formulas. To help simplify the description of these boolean formulas, we only consider the two sets $(\mathcal{X}, \mathcal{Z})$, making the input a 2 OV instance for now.

Our first gadget is an OR gadget and checks if one of two booleans is zero. Our second gadget is an AND gadget and checks if a pair of vectors are orthogonal.

Our OR gadget receives as input two booleans, $X$ and $Z$, and constructs a pair of curves $T_{1}$ and $T_{2}$. Let $s$ and $t$ be the starting and ending points of $T_{2}$, and $l_{s}$ and $l_{t}$ be the vertical lines corresponding to $s$ and $t$. The trajectories $T_{1}$ and $T_{2}$ are constructed in such a way that, if $X \cdot Z=0$ then there is a monotone path from $l_{s}$ to $l_{t}$, otherwise, there is no such monotone path.

We use the same definitions of vertices as in the first key component. The pairs $\left(A^{+}, A\right)$, $\left(B^{+}, B\right),\left(C^{+}, C\right)$ and $\left(D^{+}, D\right)$ are antipodes. Define $B_{X}^{+}=O$ if $X=0$, and $B_{X}^{+}=B^{+}$ otherwise. Similarly, define $D_{Z}^{+}=O$ if $Y=0$, and $D_{Y}^{+}=D^{+}$otherwise.

Now we are ready to construct the curves $T_{1}$ and $T_{2}$.

$$
\begin{aligned}
T_{1}= & A \circ B \circ C \circ D \\
T_{2}= & B^{+} \circ O \circ C^{+} \circ O \circ D^{+} \circ O \\
& \circ A^{+} \circ O \circ B_{X}^{+} \circ O \circ C^{+} \circ O \circ D_{Z}^{+}
\end{aligned}
$$



Figure 2.8: The free space diagram $F_{d}\left(T_{2}, T_{1}\right)$ for the OR gadget. The red diamond in column $B_{X}^{+}$disappears if $X=0$, and the blue diamond in column $D_{Z}^{+}$disappears if $Z=0$.

The free space diagram $F_{d}\left(T_{2}, T_{1}\right)$ is shown in Figure 2.8. The red diamond in column $B_{X}^{+}$disappears if $X=0$, whereas the blue diamond in column $D_{Z}^{+}$disappears if $Z=0$. If either one is zero, there is a gap for there to be a monotone path from $l_{s}$ to $l_{t}$. Otherwise, there is no gap, and no monotone path. This completes the description of the OR gadget.

Our AND gadget receives as input a pair of binary vectors $X=(X[1], X[2], \ldots, X[W])$ and $Z=(Z[1], Z[2], \ldots, Z[W])$, and constructs a pair of trajectories $T_{1}$ and $T_{2}$. Let $s$ and $t$ be the starting and ending points of $T_{2}$, and let $l_{s}$ and $l_{t}$ be the vertical lines corresponding to $s$ and $t$. If $X$ and $Z$ are orthogonal, in other words, if $X[h] \cdot Z[h]=0$ for all $1 \leq h \leq W$, then the maximum number of monotone paths from $l_{s}$ to $l_{t}$ is $W$. If $X$ and $Z$ are not orthogonal, in other words, if $X[h] \cdot Z[h]=1$ for some $1 \leq h \leq W$, then the maximum number of monotone paths from $l_{s}$ to $l_{t}$ is $W-1$. Let $r$ be a positive real and $r^{\prime}>10 r$. Now, let $\phi=\frac{2 \pi}{2 W+4}$, let $d=\left\|r \operatorname{cis} \phi-r^{\prime} \operatorname{cis} \phi\right\|$ and, let $\varepsilon=r^{\prime}+r-d$.

Next, we define the vertices of $T_{1}$ and $T_{2}$.

$$
\begin{aligned}
A & =r \operatorname{cis} 0 \\
B_{u, h} & =r \operatorname{cis}(u \cdot \phi), \text { if } u \neq 2 h \\
B_{u, h} & =\left(r-\frac{2}{3} \varepsilon\right) \operatorname{cis}(u \cdot \phi), \text { if } u=2 h \\
C_{h} & =r \operatorname{cis}((2 W+2) \cdot \phi), \text { if } Z[h]=1 \\
C_{h} & =\left(r-\frac{2}{3} \varepsilon\right) \operatorname{cis}((2 W+2) \cdot \phi), \text { if } Z[h]=0 \\
D & =r \operatorname{cis}((2 W+3) \cdot \phi) \\
O & =0 \operatorname{cis} 0 \\
A^{+} & =r^{\prime} \operatorname{cis} \pi \\
B_{u, 0}^{+} & =r^{\prime} \operatorname{cis}(\pi+u \cdot \phi) \\
B_{u, 1}^{+} & =r^{\prime} \operatorname{cis}(\pi+u \cdot \phi), \text { if } u \text { is odd } \\
B_{u, 1}^{+} & =r^{\prime} \operatorname{cis}(\pi+u \cdot \phi), \text { if } u \text { is even and } X\left[\frac{u}{2}\right]= \\
B_{u, 1}^{+} & =\left(r^{\prime}-\frac{2}{3} \varepsilon\right) \operatorname{cis}(\pi+u \cdot \phi) \\
C_{0}^{+} & =r^{\prime} \operatorname{cis}(\pi+(2 W+2) \cdot \phi) \\
C_{1}^{+} & =\left(r^{\prime}-\frac{2}{3} \varepsilon\right) \operatorname{cis}(\pi+(2 W+2) \cdot \phi) \\
D^{+} & =r^{\prime} \operatorname{cis}(\pi+(2 W+3) \cdot \phi)
\end{aligned}
$$



$$
C_{1}^{+}=\left(r^{\prime}-\frac{2}{3} \varepsilon\right) \operatorname{cis}(\pi+(2 W+2) \cdot \phi) \quad \text { Figure 2.9: Vertices of } T_{1} \text { and } T_{2}, \text { for } W=2
$$

Now we can construct $T_{1}$ and $T_{2}$.

$$
\begin{aligned}
T_{1}= & \bigcirc_{1 \leq h \leq W}\left(A \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(B_{u, h}\right) \circ C_{h} \circ D\right) \circ A \\
T_{2}= & \bigcirc_{1 \leq u \leq 2 W+1}\left(B_{u, 0}^{+} \circ O\right) \circ C_{0}^{+} \circ O \\
& \circ A \circ O \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(B_{u, 1}^{+} \circ O\right) \circ C_{1}^{+} \circ O \\
& \circ A \circ O \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(B_{u, 0}^{+} \circ O\right) \circ D^{+} \circ O \circ A \circ O \circ C_{0}^{+} \circ O \circ D \circ O
\end{aligned}
$$



Figure 2.10: The free space diagram $F_{d}\left(T_{2}, T_{1}\right)$ for the AND gadget, for $W=2$.
The free space diagram $F_{d}\left(T_{2}, T_{1}\right)$ is shown in Figure 2.10, for $W=2$. The labels for the repeated $O$ 's are omitted from the $x$-axis of $F_{d}\left(T_{2}, T_{1}\right)$. For $W=2$, as we can see, there are four red diamonds, in columns $B_{2,1}^{+}$and $B_{4,1}^{+}$, and six blue diamonds, in columns $C_{0}^{+}, C_{1}^{+}$ and $C_{0}^{+}$. The red diamond in column $B_{2,1}^{+}$and row $B_{2,1}$ disappears if and only if $X[1]=0$. The red diamond in column $B_{4,2}^{+}$and row $B_{4,2}$ disappears if and only if $X[2]=0$. The other red diamonds may shrink, but do not completely disappear. The blue diamond in column
$C_{1}^{+}$and row $C_{1}$ disappears if and only if $Z[1]=0$. The blue diamond in column $C_{1}^{+}$and row $C_{2}$ disappears if and only if $Z[2]=0$. The other blue diamonds may shrink, but do not completely disappear.

The bottom half of the free space diagram is essentially an OR gadget for $X[0]$ and $Z[0]$, and the top half is essentially an OR gadget for $X[1]$ and $Z[1]$. In Figure 2.11 left, the vectors $X$ and $Z$ are orthogonal. In this case, there are two monotone paths, one for the OR gadget $X[0] \cdot Z[0]=0$ and one for the OR gadget $X[1] \cdot Z[1]=0$. In Figure 2.11 right, the vectors $X$ and $Z$ are not orthogonal. In this case, there is a maximum of one monotone path, and this monotone path passes through the "gap" between the two OR gadgets.


Figure 2.11: For $W=2$, if $X$ and $Z$ are orthogonal, there are $W$ paths (left), whereas if $X$ and $Z$ are not orthogonal, there are $W-1$ paths (right).

For general values of $W$, the AND gadget is a stack of OR gadgets for $X[h]$ and $Z[h]$ for $1 \leq h \leq W$. If $X[h] \cdot Z[h]=0$ for all $1 \leq h \leq W$, we obtain $W$ monotone paths, one per OR gadget. Otherwise, we obtain a maximum of $W-1$ monotone paths, one for each gap between two consecutive OR gadgets. This completes the description of the AND gadget.

## Key Component 3: Combining gadgets to form the full reduction

The gadgets in our full construction are inspired by the gadgets in our second key component. However, the gadgets in our full construction are more sophisticated in two important ways.

First, in the gadgets constructed so far, we only consider a single pair of vertical lines, that is, the pair of vertical lines that correspond to the start and end points of $T_{2}$. In our full construction, we consider all vertical lines that start and end at internal critical points. In particular, we consider $n^{2}$ pairs of vertical lines that correspond to a pair of integers $(i, j)$ where $1 \leq i, j \leq n$. Each of these vertical lines passes through $n W$ internal critical points. The $n W$ internal critical points correspond to pairs of integers $(k, h)$ where $1 \leq k \leq n$ and $1 \leq h \leq W$.

Second, in the gadgets we have constructed so far, we only consider two sets of binary vectors. In our full construction, we consider three sets of binary vectors, $\mathcal{X}, \mathcal{Y}$ and $\mathcal{Z}$.

With these two key differences in mind, we can describe the gadgets in our full construction. We receive as input a 3 OV instance, in other words, we are given three sets $\mathcal{X}, \mathcal{Y}$ and $\mathcal{Z}$, each containing $n$ binary vectors of length $W$.

First, we describe the OR gadget that appears in our full construction. There will be $n W$ copies of the OR gadget. Given $1 \leq k \leq n$ and $1 \leq h \leq W$, the OR gadget for the
pair $(k, h)$ satisfies the following property for all $1 \leq i, j \leq n$ : there are two monotone paths from $l_{s}$ to $l_{t}$ if $X_{i}[h] \cdot Y_{j}[h] \cdot Z_{k}[h]=0$, whereas there is a maximum of one monotone path from $l_{s}$ to $l_{t}$ if $X_{i}[h] \cdot Y_{j}[h] \cdot Z_{k}[h]=1$, where $l_{s}$ and $l_{t}$ are the vertical lines corresponding to the pair $(i, j)$.

In Figure 2.12, there is one monotone path from $l_{s}$ to $l_{t}$, and this is the only monotone path in the OR gadget in the case that $X_{i}[h] \cdot Y_{j}[h] \cdot Z_{k}[h]=1$. On the other hand, if $X_{i}[h] \cdot Y_{j}[h] \cdot Z_{k}[h]=0$, then there are two monotone paths in the OR gadget.


Figure 2.12: The OR gadget for booleans $X_{i}[h], Y_{j}[h]$ and $Z_{k}[h]$.
In Figure 2.13, we show the two monotone paths from $l_{s}$ to $l_{t}$ in three separate cases: for $X_{i}[h]=0, Y_{j}[h]=0$ and $Z_{k}[h]=0$. We briefly describe the behaviour in these three cases. If $X_{i}[h]=0$, a red diamond in the bottom right disappears and one of the two monotone paths passes through this gap. If $Y_{j}[h]=0$, a green diamond disappears and one of the two monotone paths passes through this gap. Finally, if $Z_{k}[h]=0$, all blue diamonds shrink in size, allowing the lower monotone path to have a much smaller maximum $y$-coordinate.

It is worth noting the connection between these OR gadgets and internal critical points. In all three cases, the starting point of the first monotone path is an internal critical point. If $Y_{j}[h]=0$, all starting and ending points of the two monotone paths are either internal critical points, or share a $y$-coordinate with an internal critical point.

Similarly to the AND gadget in the second key component, we stack $W$ copies of the OR gadget on top of each other. Each stack of OR gadgets checks if a triple of vectors ( $X_{i}, Y_{j}, Z_{k}$ ) are orthogonal. There are $2 W+1$ monotone paths from $l_{s}$ to $l_{t}$ if $X_{i}[h] \cdot Y_{j}[h] \cdot Z_{k}[h]=0$ for all $1 \leq h \leq W$, whereas there are $2 W$ paths from $l_{s}$ to $l_{t}$ if $X_{i}[h] \cdot Y_{j}[h] \cdot Z_{k}[h]=1$ for some $1 \leq h \leq W$.


Figure 2.13: The two monotone paths from $l_{s}$ to $l_{t}$ in the cases where $X_{i}[h]=0, Y_{j}[h]=0$ and $Z_{k}[h]=0$, respectively

Finally, we combine these AND gadgets to form the full construction. We give a high level overview. We stack, one on top of another, $n$ copies of the AND gadgets. We add nonfree space between consecutive AND gadgets, so that monotone paths in one AND gadget cannot interact with monotone paths in another AND gadget. We let the two curves that generate this free space be $T_{1}$ and $T_{2}$. We join $T_{1}$ and $T_{2}$ end to end to form the final curve and set $m=2 n W+2$. The intuition behind setting $m=2 n W+2$ is that, as there are $n$ copies of the AND gadget, if there are $m-1$ monotone paths, then by the pigeonhole principle, we must have one AND gadget with $2 W+1$ monotone paths, which implies that $X_{i}, Y_{j}$ and $Z_{k}$ are orthogonal for some triple $(i, j, k)$. Otherwise, all AND gadgets have $2 W$ monotone paths, so for all triples $(i, j, k)$, there is some $h$ so that $X_{i}[h] \cdot Y_{j}[h] \cdot Z_{k}[h]=1$. Putting this all together yields the following theorem.
Theorem 7. There is no $O\left(n^{3-\varepsilon}\right)$ time algorithm for $S C$ under the continuous Fréchet distance, for any $\varepsilon>0$, unless SETH fails.

### 2.4 Discrete Fréchet Distance

The main theorem that we will prove in this section is:
Theorem 3. There is an $O\left(n^{2} \log n\right)$ time algorithm for $S C$ under the discrete Fréchet distance.

We will be using the discrete free space diagram extensively in our algorithm. Recall that for the discrete Fréchet distance, the free space diagram $F_{d}(T, T)$ consists of $n^{2}$ grid points. A grid point $(x, y)$ is free if vertices $x$ and $y$ of the trajectory $T$ are within distance $d$ of one another. A monotone path is a sequence of free grid points where a grid point $(x, y)$ is followed by $(x+1, y),(x, y+1)$, or $(x+1, y+1)$.

In Section 2.4.1, we show how to solve Subproblem 2 in $O(n l)$ time, where $l=t-s$, under the discrete Fréchet distance. Then, in Section 2.4.2, we show how to extend this to an algorithm that solves SC in $O\left(n^{2} \log n\right)$ time, under the discrete Fréchet distance.

### 2.4.1 Subproblem 2 under the discrete Fréchet distance

We inductively define our algorithm for Subproblem 2 under the discrete Fréchet distance. In the base case, we compute the monotone path $P_{1}$ from $l_{s}$ to $l_{t}$ that minimises its maximum $y$-coordinate. In the inductive case, we compute the monotone path $P_{i}$ from $l_{s}$ to $l_{t}$ that minimises its maximum $y$-coordinate, under the condition that $P_{i}$ does not overlap in $y$-coordinate with $P_{1}, P_{2}, \ldots, P_{i-1}$ or the $y$-interval corresponding to the reference subtrajectory.

To compute each of the paths $P_{i}$, we begin by picking its starting point of $l_{s}$. Initially, we mark all free grid points as valid, and all non-free grid points as invalid. For $i=1$, we pick the lowest valid grid point on $l_{s}$ as the initial starting point. For $i>1$, we pick the lowest valid grid point on $l_{s}$ that has $y$-coordinate at least the maximum $y$-coordinate on $P_{i-1}$. From this initial starting point we begin a greedy depth first search to compute $P_{i}$.

Any grid point has up to three neighbouring grid points to explore: $(x+1, y),(x+1, y+1)$ and $(x, y+1)$, as long as these grid points are valid. Similar to the standard depth first search, we explore each branch of the search tree as far as possible first before backtracking. The greedy aspect of our depth first search is to first explore the neighbour $(x+1, y)$, then $(x+1, y+1)$, and finally $(x, y+1)$. The intuition is that we would like to minimise the
$y$-coordinate of our search. If we are forced to backtrack, i.e. if all neighbours lead to dead ends, we mark the grid point as invalid and backtrack to its original parent. This is the only way a free grid point becomes invalid. Once a grid point is marked as invalid, it is never reverted back to valid, and can never be used in any monotone paths. In Figure 2.14, backtracking occurred on the red paths, so these cells will be marked as invalid.


Figure 2.14: Our greedy depth first search algorithm searches for the monotone paths $P_{i}$. The red paths are dead ends, so we backtrack and then continue searching.

The greedy depth first search halts if one of the following three conditions are met. First, if our algorithm reaches $l_{t}$, we have computed $P_{i}$, and therefore we halt the search. We continue by computing the next monotone path $P_{i+1}$. Second, if our algorithm backtracks to our initial starting point, then our algorithm cannot find a monotone path starting at this point, and therefore we halt the search. We continue by trying to compute $P_{i}$, but starting from a higher valid grid point on $l_{s}$. Third, if our algorithm moves to a grid point with $y$-coordinate strictly between $s$ and $t$, then the monotone path intersects the reference trajectory at more than one point, which contradicts the conditions of Subproblem 2, and therefore we halt the search. We continue by trying to compute $P_{i}$ again, but we start at the lowest valid grid point on $l_{s}$ that has $y$-coordinate at least $t$.

If our algorithm computes $P_{1}, P_{2}, \ldots, P_{m-1}$, then our set of $m-1$ monotone paths are returned. Otherwise, if all valid grid points on $l_{s}$ are exhausted, then our algorithm returns that there is no set of $m-1$ monotone paths. This completes the statement of our algorithm.

Next we argue the correctness of our algorithm. We make three observations. Each observation follows immediately from the greedy depth first search and the following ordering on the outgoing edges: first $(x+1, y)$, then $(x+1, y+1)$, and finally $(x, y+1)$. For our third observation, we define $l_{\geq g}$ be the set of grid points with the same $x$-coordinate as $g$ and have $y$-coordinate greater than or equal to the $y$-coordinate of $g$.

Observation 8. Let $P$ be a monotone path from $l_{s}$ to $l_{t}$. Throughout the execution of the greedy depth first search, all grid points on $P$ will remain valid.

Observation 9. Suppose our algorithm starts at a grid point on $l_{s}$ and does not find a monotone path to $l_{t}$. Then there is no monotone path from $l_{s}$ to $l_{t}$ starting at that grid point.

Observation 10. Let $P$ be a monotone path from $l_{s}$ to $l_{t}$ computed by our algorithm. Let the initial starting point of $P$ be $g$ and the final grid point of $P$ be $r$. Then any monotone path that starts on $l_{\geq g}$ and ends on $l_{t}$ must end on $l_{\geq r}$.

The third observation formalises the intuition that if a monotone path is found, then a lower monotone path cannot exist. With these three observations in mind, we are now ready to prove the correctness of our algorithm.

Lemma 11. There exist $m-1$ monotone paths satisfying the conditions of Subproblem 2 under the discrete Fréchet distance if and only if our algorithm returns a set of $m-1$ monotone paths.

Proof. Suppose our algorithm returns a set of $m-1$ monotone paths. It is straightforward to check from the definition of our algorithm that our set of monotone paths all start on $l_{s}$, all end on $l_{t}$, are distinct, and overlap in at most one $y$-coordinate. Therefore, our $m-1$ monotone paths satisfy the conditions of Subproblem 2.

Next, we prove the converse. We assume that there exist monotone paths $Q_{1}, Q_{2}, \ldots, Q_{m-1}$ that satisfy the conditions of Subproblem 2. We will prove that our algorithm computes a set of monotone paths $P_{1}, P_{2}, \ldots, P_{m-1}$ that also satisfy the conditions of Subproblem 2.

We prove by induction that, for all $1 \leq i \leq m-1$, our algorithm computes a monotone path $P_{i}$ so that the maximum $y$-coordinate of $P_{i}$ is at most the maximum $y$-coordinate of $Q_{i}$. We will focus on the inductive case, since the base case follows similarly. Our inductive hypothesis implies that the maximum $y$-coordinate of $P_{i-1}$ is at most the maximum $y$ coordinate of $Q_{i-1}$. So the maximum $y$-coordinate of $P_{i-1}$ is at most the minimum $y$ coordinate of $Q_{i}$.

Next, our algorithm attempts to compute $P_{i}$. It starts at a $y$-coordinate that is at most the minimum $y$-coordinate of $Q_{i}$. By the contrapositive of Lemma 9, our algorithm computes a monotone path when considering the starting point on $Q_{i}$, if not earlier. Hence, the minimum $y$-coordinate of $P_{i}$ is at most the minimum $y$-coordinate of $Q_{i}$. By Lemma 10, the maximum $y$-coordinate of $P_{i}$ is at most the maximum $y$-coordinate of $Q_{i}$, completing the induction and the proof of the lemma. So our algorithm computes a set of $m-1$ monotone paths that satisfy the conditions of Subproblem 2.

Finally, we analyse the running time of our algorithm. Whenever our algorithm visits a grid point, a constant number of operations are performed. The operations involve checking if its three neighbours are valid, moving to a neighbour, or backtracking. Each operation takes constant time.

It suffices to count the number of grid points visited by our algorithm. There are $O(n l)$ grid points in total between the vertical lines $l_{s}$ and $l_{t}$ where $l=t-s$. When computing a monotone path, for example when computing $P_{i}$ we use a depth first search. We never visit the same grid point more than once when we compute $P_{i}$. Hence, a grid point can only be revisited when computing different monotone paths, for example, when computing $P_{i}$ and $P_{j}$. However, this cannot happen very often, as we show next.
Lemma 12. There are at most 2 ml instances where $P_{j}$ revisits a grid point that has previously been visited by $P_{i}$ for some $i<j$.

Proof. First we prove that $j \leq i+2$. Then we use this bound to show that there are at most $2 m l$ revisiting instances, as claimed.

Suppose for the sake of contradiction that a grid point is visited by $P_{i}$ and $P_{j}$, and $j>i+2$. So $P_{j}$ and $P_{i}$ must share a $y$-coordinate at the shared grid point. But the monotone
paths $P_{i+1}$ and $P_{j-1}$ have $y$-coordinates that are at least the maximum $y$-coordinate of $P_{i}$ and at most the minimum $y$-coordinate of $P_{j}$. Therefore, $P_{i+1}$ and $P_{j-1}$ must be horizontal paths. But these paths are no longer unique, which is a contradiction. This proves that $j \leq i+2$.

There are at most $2 m$ pairs $(i, j)$ where $j-i \leq 2$, and for each such pair $(i, j)$ there is at most one $y$-coordinate, i.e. $l$ cells, where $P_{i}$ and $P_{j}$ can visit the same cell. In total, there are at most 2 ml cells where both $P_{i}$ and $P_{j}$ can visit, for some pair $(i, j)$.

There are $O(n l)$ initial visits to grid points and $O(m l)$ revisits, where $l=t-s$. This yields:

Theorem 13. There is an $O(n l)$ time algorithm that solves Subproblem 2 under the discrete Fréchet distance.

### 2.4.2 SC under the discrete Fréchet distance

Similar to the previous algorithm of Buchin et al. [36], our algorithm for SC under the discrete Fréchet distance involves solving $O(n)$ instances of Subproblem 2 with a sweepline approach. We maintain a link-cut data structure [146] that allows us to reuse monotone paths during our sweep. Our data structure maintains a set of rooted trees, where the nodes of the trees are grid points in the free space diagram.

Fact 14 ([146]). A link-cut tree maintains a set of rooted trees, and offers the following four operations. Each operation can be performed in $O(\log n)$ amortised time.

- Add a tree consisting of a single node,
- Attach a node (and its subtree) to another node as its child,
- Disconnect a node (and its subtree) from its current tree,
- Given a node, find the root of its current tree.

The invariant maintained by our data structure is that there is a monotone path from any node to the root of its current tree. We will first describe our algorithm and how we update our data structure. Then we will prove our invariant in Lemma 15.

We use a sweepline approach, starting with $s=0$ and incrementing $s$. For each $s$, we let $t$ be the final vertex of the shortest subtrajectory that starts at $s$ and has length $\geq \ell$. For each pair $(s, t)$, we decide whether there exists a set of $m-1$ monotone paths between $l_{s}$ and $l_{t}$ that do not overlap in $y$-coordinate. We perform a modified version of the greedy depth first search in Section 2.4.1. Our modifications include updating the link-cut data structure whenever we explore a node, and querying the link-cut data structure to reuse paths.

Whenever our greedy depth first search moves from a current grid point, which we call $g_{c}$, to an outgoing neighbour, which we call $g_{n}$, we update our link-cut data structure. We link $g_{c}$ as a child of $g_{n}$, thus attaching the subtree rooted at $g_{c}$ to the tree containing $g_{n}$. Under the algorithm described in Section 2.4.1, we would continue the depth first search from the neighbour $g_{n}$. However, we already know that there is a monotone path from $g_{n}$ to the root of its current link-cut tree. Hence, we set the new current node, $g_{c^{\prime}}$, to be the root of the tree containing $g_{n}$ and continue our greedy depth first search from there. See Figure 2.15, left.

Whenever our greedy depth first search backtracks from a current grid point, which we call $g_{c}$, we also update our link-cut data structure. An invariant maintained by our


Figure 2.15: Adding a link from $g_{c}$ to $g_{n}$ when exploring a neighbour (left), and removing links from $g_{c}$ to its children when backtracking (right).
algorithm is that the current grid point is always the root of its link-cut tree. Hence, its valid incoming neighbours are its children in the link-cut data structure. We disconnect $g_{c}$ from each of its children. We backtrack to the incoming neighbour $g_{n}$ with the following property. If we are currently searching for the monotone path $P_{i}$, and the initial node of $P_{i}$ on $l_{s}$ is $g_{s}$, then we choose $g_{n}$ to be the root of the tree containing $g_{s}$. See Figure 2.15, right.

The greedy depth first search halts if any of the same three conditions as described in Section 2.4.1 are met. This completes the description of our algorithm. Next, we argue its correctness.

Lemma 15. Let $g$ be a grid point in the free space diagram and $r$ be a grid point corresponding to the root of the link-cut tree containing $g$. Then there is a monotone path from $g$ to $r$.

Proof. Each link in the link-cut data structure is from a grid point $(x, y)$ and to a grid point $(x, y+1),(x+1, y+1)$ or $(x+1, y)$. Since $r$ is an ancestor of $g$ in the link-cut tree data structure, there must be a monotone path from $g$ to $r$.

Next, we prove an analogous lemma to Lemma 10. Recall that $l_{\geq g}$ is the set of grid points with the same $x$-coordinate as $g$ and have $y$-coordinate greater than or equal to the $y$-coordinate of $g$.

Lemma 16. For a fixed pair ( $s, t$ ), suppose $g$ is a grid point on $l_{s}$ and suppose that its root $r$ lies on $l_{t}$. Then any monotone path starting on $l_{\geq g}$ that ends on $l_{t}$ must end on $l_{\geq r}$.

Proof. By Lemma 15, there exists a monotone path $P$ from $g$ to $r$. The remainder of the proof is identical to the proof of Lemma 10, except we replace the claim that our algorithm prefers to search its lower neighbours with our algorithm prefers to link to its lower neighbours.

Now we show that our algorithm solves SC.
Lemma 17. There exist $m-1$ monotone paths satisfying the conditions of SC under the discrete Fréchet distance if and only if our algorithm returns a set of $m-1$ monotone paths.

Proof. First we prove the if direction. If our algorithm returns a set of $m-1$ monotone paths from $l_{s}$ to $l_{t}$, then the conditions of Subproblem 2 are satisfied for this fixed pair of vertices $(s, t)$. With the subtrajectory from $s$ to $t$ acting as the reference trajectory, and the $m-1$ monotone paths acting as the other $m-1$ subtrajectories, this cluster of subtrajectories satisfies the conditions of SC.

Next we prove the only if direction. Suppose there exists a set of $m-1$ monotone paths that satisfy SC. Let the reference subtrajectory start at $s$ and end at $u$. Then the $m-1$ monotone paths between $l_{s}$ and $l_{u}$ corresponding to the $m-1$ subtrajectories that satisfy the conditions of Subproblem 2. Let the shortest subtrajectory starting at $s$ with length $\geq \ell$ end at the vertex $t$. Shorten the $m-1$ monotone paths to be between $l_{s}$ and $l_{t}$. There exists a set of $m-1$ monotone paths from $l_{s}$ to $l_{t}$ that satisfy the conditions of Subproblem 2. The remainder of the proof is identical to the proof of Lemma 11, except we replace our reference to Lemma 10 with a reference to Lemma 16. Therefore, our algorithm returns a set of $m-1$ monotone paths from $l_{s}$ to $l_{t}$, as required.

Finally, we analyse the overall running time of our algorithm to obtain the main theorem of Section 2.4. The running time is dominated by the greedy depth first search and updating the link-cut data structure.

Theorem 3. There is an $O\left(n^{2} \log n\right)$ time algorithm for $S C$ under the discrete Fréchet distance.

Proof. We will bound the number of steps in the greedy depth first search, and hence the number of updates made on the data structure. Since each grid point has degree at most three, there are at most $3 n^{2}$ pairs of vertices between which there could be a link. At each search step, our algorithm either moves to a neighbour, in which case a link is added, or our algorithm backtracks, in which case a link is removed. Once a link is removed it cannot be added again. Hence, there are at most $O\left(n^{2}\right)$ updates made on the data structure, being either links or cuts, and each update takes $O(\log n)$ amortized time. Hence, the overall running time is $O\left(n^{2} \log n\right)$.

By Theorem 5, there is no $O\left(n^{2-\varepsilon}\right)$ time algorithm for SC under the discrete Fréchet distance, for any $\varepsilon>0$, assuming SETH. Therefore, our algorithm is almost tight, unless SETH fails.

### 2.5 Continuous Fréchet Distance

The main theorem that we will prove in this section is the following:
Theorem 4. There is an $O\left(n^{3} \log ^{2} n\right)$ time algorithm for $S C$ under the continuous Fréchet distance.

We will be using the continuous free space diagram extensively in this section. Recall that for the continuous Fréchet distance, the free space diagram $F_{d}(T, T)$ consists of $n^{2}$ cells. The free space within a single cell is the intersection of an ellipse with the cell. A monotone path is a continuous monotone path in the free space. For each cell, we define its critical points to be the intersection of the boundary of the free space with the boundary of the cell. A cell corner in free space is considered a critical point. There are at most eight critical points per cell.

In Section 2.5.1 we provide a modified version of the algorithm by Alt and Godau [12] that decides if the continuous Fréchet distance between two trajectories is at most $d$. In Section 2.5.2 we extend this algorithm to solve SC under the continuous Fréchet distance in $O\left(n^{2} \log ^{2} n\right)$ time.

### 2.5.1 The continuous Fréchet distance decision problem

The problem we focus on in this section is to decide if the continuous Fréchet distance between a pair of trajectories is at most $d$. We let the complexities of our two trajectories be $n_{1}$ and $n_{2}$. Note that the complexities are usually denoted with $m$ and $n$, however, we use $n_{1}$ and $n_{2}$ to avoid confusion with the size of the subtrajectory cluster.

Similar to the original algorithm by Alt and Godau [12], we decide whether there is a monotone path from the bottom left to the top right corner of the free space diagram. The running time of original algorithm requires $O\left(n_{1} n_{2}\right)$ time [12], whereas ours requires $O\left(n_{1} n_{2} \log \left(n_{1}+n_{2}\right)\right)$ time. The original algorithm computes reachability intervals, which are horizontal or vertical propagations of critical points. We avoid computing reachability intervals. Instead, our algorithm decomposes long monotone paths into shorter ones, which we call basic monotone paths.

Recall that a critical point in the continuous free space diagram is either a cell corner, or the intersection point of a cell boundary with an elliptical boundary between free space and non-free space.

Definition 18. A basic monotone path is a monotone path that is contained entirely in a single row (resp. column) of the free space diagram, starts at a critical point on a vertical (resp. horizontal) cell boundary, and ends on a point on a horizontal (resp. vertical) cell boundary. See Figure 2.16.


Figure 2.16: Example of basic monotone paths in a row.
The next lemma decomposes a monotone path from the bottom left to the top right corner into basic monotone paths.

Lemma 19. Given a pair of critical points $a$ and $b$ in the free space diagram, there is a monotone path from a to $b$ if and only if there is a sequence of critical points $p_{0}, p_{1}, p_{2}, \ldots, p_{k}$ so that $p_{0}=a, p_{k}=b$, and there is a basic monotone path from $p_{i}$ to $p_{i+1}$ for every $i=0,1, \ldots, k-1$.

Proof. For the "if" direction, there is a monotone path from $p_{i}$ to $p_{i+1}$ for all $i=0,1, \ldots, k-$ 1. Concatenating these paths yields a monotone path from $a$ to $b$.

For the "only if" direction, suppose there is a monotone path $Q$ starts at $a$ and ends at $b$. Define $q_{0}=a$. We define $q_{i}$ inductively for $i \geq 1$. If $q_{i}$ is on a vertical (resp. horizontal) boundary, then we define $q_{i+1}$ as the first intersection of $Q$ with a horizontal (resp. vertical) boundary occurring after $q_{i}$. Between $q_{i}$ and $q_{i+1}$ there is a monotone path, and the sequence
alternates between being on horizontal and vertical boundaries. Eventually we have $q_{k}=b$ for some $k$.

The monotone path from $q_{i}$ to $q_{i+1}$ may not be basic if $q_{i}$ and $q_{i+1}$ are not critical points. For $1 \leq i \leq k-1$, if $q_{i}$ is on a vertical (resp. horizontal) boundary, we define $p_{i}$ to be the critical point below (resp. left of) $q_{i}$ and on the same cell boundary segment as $q_{i}$. Then $p_{i}$ is either the lowest free point on a vertical boundary, or the leftmost free point on a horizontal boundary. Finally, we set $p_{0}=q_{0}$ and $p_{k}=q_{k}$. This completes the construction of the sequence of critical points $p_{0}, p_{1}, p_{2}, \ldots, p_{k}$. It suffices to show that there is a basic monotone path from $p_{i}$ to $p_{i+1}$. See Figure 2.17.


Figure 2.17: Constructing a sequence of basic monotone paths $\left\{p_{i}\right\}$, from any monotone path $\left\{q_{i}\right\}$.

There is a monotone path from $p_{i}$ to $q_{i}$, since $p_{i}$ is in the same cell and either directly below or directly to the left of $q_{i}$. Next, we show that there is a monotone path from $q_{i}$ to $p_{i+1}$. Consider the monotone path from $q_{i}$ to $q_{i+1}$, which is a subpath of $Q$. Recall that if $q_{i}$ is on a vertical (resp. horizontal) boundary, then $q_{i+1}$ is the first intersection of $Q$ with a horizontal (resp. vertical) boundary. Therefore, the monotone path $Q$ must intersect the left (resp. bottom) boundary of the cell that has $q_{i+1}$ on its top (resp. right) boundary. Let the intersection of $Q$ with this left (resp. bottom) boundary be $r_{i}$. Now, we have a monotone path from $q_{i}$ to $r_{i}$, and there is a monotone path from $r_{i}$ to $p_{i+1}$. Thus, there is a monotone path from $p_{i}$ to $q_{i}$, to $r_{i}$, to $p_{i+1}$. Moreover, $p_{i}$ is on a vertical (resp. horizontal) boundary, and $p_{i+1}$ is on a horizontal (resp. vertical) boundary, and their cells share a $y$-coordinate (resp. $x$-coordinate). We have shown that there is a basic monotone path from $p_{i}$ to $p_{i+1}$, completing our proof.

Lemma 19 motivates us to build the following directed graph. Let $G=(V, E)$ be a graph where $V$ is the set of critical points in the free space diagram, and $E$ is the set of all pairs $(p, q)$ such that there is a basic monotone path from $p$ to $q$. Unfortunately, there are cases where a critical point has $O(n)$ outgoing edges, so that $|E|=O\left(n^{3}\right)$. Our goal will be to reduce the size of this graph, or rather, build essentially the same graph, but implicitly. To do this, we observe the following property of outgoing neighbours of a critical point.
Lemma 20. Let p be the lowest free point on a vertical cell boundary. Let $q$ be the rightmost critical point in the same row as $p$ such that there is a basic monotone path from $p$ to $q$.

Then for any critical point $r$, there is a basic monotone path from $p$ to $r$ if and only if $r$ is to the right of $p$, to the left of $q$, and has the same $y$-coordinate as $q$. See Figure 2.18.


Figure 2.18: There is a basic monotone path $p r$ if and only if $r$ is to the right of $p$, to the left of $q$, and $r$ has the same $y$-coordinate as $q$.

Proof. We first prove the "only if" direction. Suppose there is a basic monotone path from $p$ to $r$. Then clearly $r$ is to the right of $p$. Moreover, $q$ is to the right of $r$ since $q$ is the rightmost critical point so that there is a basic monotone path from $p$ to $r$. Finally, $p, q$ and $r$ are all on boundaries of cells that share a $y$-coordinate. Both $q$ and $r$ must be on the top boundary of their respective cells as there are basic monotone paths from $p$ to $q$ and $r$. Hence, $q$ and $r$ share the same $y$-coordinate. This completes the "only if" direction.

Next we prove the "if" direction. Suppose $r$ shares the same $y$-coordinate as $q$, is to the right of $p$ and to the left of $q$. Let $L$ be the left boundary of the cell with $r$ on its top boundary. Since $p$ and $q$ are in the same row of the free space diagram, and $L$ is between $p$ and $q$, the basic monotone path from $p$ to $q$ must intersect $L$ at some point, which we will call $s$. So there is a monotone path from $p$ to $s$ and $s$ to $r$, since $s$ is on the left boundary and $r$ is on the top boundary of the same cell. Moreover, this monotone path is basic since $p$ is on a vertical boundary, $r$ is on a horizontal boundary, and their cells share a $y$-coordinate. This completes the "if" direction.

We also have a corollary for this lemma where the $x$ and $y$-coordinates are switched.
Corollary 21. Let $p$ be the leftmost free point on a horizontal cell boundary. Let $q$ be the topmost critical point in the same column as $p$ such that there is a basic monotone path from $p$ to $q$. Then for any critical point $r$, there is a basic monotone path from $p$ to $r$ if and only if $r$ is above $p$, is below $q$, and has the same $x$-coordinate as $q$.

We leverage Lemma 20 and Corollary 21 to build an improved graph that has fewer edges. We use binary trees as an intermediary between the start and end point of the edges in $E$. We construct a (directed) binary tree $B_{i}$ for each horizontal line $h_{0}, h_{1}, \ldots h_{n_{2}}$ in the free space diagram. Every parent in $B_{i}$ has a (directed) edge to its two children. The leaves of the binary tree are a sorted list of the critical points on $h_{i}$. Analogous binary trees are constructed for the vertical lines in the free space diagram. Now we describe the improved graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$. Let $V^{\prime}$ be the union of the set of critical points in the free space diagram plus the set of internal vertices in the binary trees $B_{i}$ for the horizontal and vertical lines in the free space diagram. For each critical point $p$ on a vertical boundary, compute the rightmost critical point $q$ so that there is a basic monotone path from $p$ to $q$. In $G=(V, E)$, there is a directed edge from $p$ to every critical point that is between $p$ and $q$ and on the horizontal line through $q$. Let the binary tree that corresponds to this horizontal line be $B_{i}$. We construct a directed edge from $p$ to nodes of $B_{i}$ so that the union of their descendants in $B_{i}$ matches this set of contiguous critical points on $h_{i}$. We do so similarly
for the critical points $p$ on horizontal boundaries. This completes the construction of the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$.

To decide whether the Fréchet distance between our two trajectories is at most $d$, we perform a depth first search in $G^{\prime}$ to decide whether there is a directed path from the bottom left corner to the top right corner. This completes the statement of the algorithm. Now we prove its correctness.

Lemma 22. Given a pair of critical points $a$ and $b$, there is a monotone path from $a$ to $b$ if and only if there is a directed path from a to $b$ in the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$.

Proof. By Lemma 19 and the definition of the graph $G$, there is a monotone path from $a$ to $b$ if and only if there is a directed path from $a$ to $b$ in the graph $G=(V, E)$. By Lemma 20 and Corollary 21, the outgoing neighbours of a critical point form a set of contiguous critical points on either a horizontal or vertical line in the free space diagram. Without loss of generality, suppose the set of contiguous critical points lie on $h_{i}$. By the definition of the binary trees $B_{i}$, we can convert a set of edges to this contiguous set of critical points into a set of paths down the binary tree $B_{i}$. Hence, there is a directed edge $(p, q)$ in $G=(V, E)$ if and only if there is a directed path $\left(p_{0}, p_{1}, \ldots, p_{k}\right)$ in $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ where $p_{0}=p, p_{k}=q$ and $p_{j}$ is in a binary tree $B_{i}$ for all $1 \leq j \leq k-1$. Hence, there is a monotone path from $a$ to $b$ in the free space diagram if and only if there is a directed path from $a$ to $b$ in the directed graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$.

Finally, we analyse the running time of our algorithm. First we consider the running time of constructing the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$. Constructing the set of vertices $V^{\prime}$ takes $O\left(n_{1} n_{2}\right)$ time. It remains to construct the set of edges $E^{\prime}$. We first compute, for each critical point $p$, the rightmost (resp. topmost) critical point $q$ where there is a basic monotone path from $p$ to $q$.

Lemma 23. Given a row of $n_{1}$ cells in a free space diagram, let $p_{1}, p_{2}, \ldots, p_{n_{1}+1}$ be the lowest free points on its vertical boundaries. Then we can compute, in $O\left(n_{1} \log n_{1}\right)$ time, the set of critical points $q_{1}, q_{2}, \ldots, q_{n_{1}+1}$, so that for all $1 \leq i \leq k, q_{i}$ is the rightmost critical point on a horizontal cell boundary such that there is a basic monotone path from $p_{i}$ to $q_{i}$.

Proof. Let the lowest free points on the vertical boundaries from left to right be $p_{1}, p_{2}, \ldots, p_{n_{1}+1}$. Let the corresponding highest free points on the same vertical boundaries be $r_{1}, r_{2}, \ldots, r_{n_{1}+1}$. Our algorithm is a dynamic program that considers the critical points $p_{i}$ and $r_{i}$ for decreasing values of $i$.

While performing the dynamic program on decreasing values of $i$, we maintain two lists, one for $p_{i}$ and one for $r_{i}$. The list for $p_{i}$ is of all $p_{j}$ that have $y$-coordinate greater than the $y$-coordinates of $p_{i+1}, \ldots, p_{j-1}$. The list for $r_{i}$ is of all $r_{j}$ that have $y$-coordinate less than the $y$-coordinates of $r_{i+1}, \ldots, r_{j-1}$.

Both lists can be maintained in amortized constant time per update by storing the list as a stack. When a new vertical boundary is considered, we will add $p_{i}$ and $r_{i}$ to the top of the stack. To maintain the invariant that all $p_{j}$ in the list must have greater $y$-coordinates than $p_{i}$, we pop off all elements on the top of the stack that have $y$-coordinate less than or equal to the $y$-coordinate of $p_{i}$ before adding $p_{i}$. We maintain $r_{i}$ analogously, but we check if the $y$-coordinate is greater than or equal.

Next, we use this pair of stacks to compute our dynamic program. The idea is that we construct a horizontal path starting at the critical point $p_{i}$ and find the first non-free point it intersects. There are three cases. Either it reaches the rightmost vertical boundary of
the row, it intersects a point that is below $p_{j}$ for some $j>i$, or it intersects a point that is above $r_{j}$ for some $j>i$.

In the first case, the horizontal path intersects the rightmost vertical boundary. If $i<n_{1}+1$, then $q_{i}$ is on the top boundary of the rightmost cell in the row. If $i=n_{1}+1$, then $q_{i}$ does not exist.

In the second case, the horizontal line intersects a point that is below $p_{j}$. By our invariant, the critical point $p_{j}$ must be in our stack. We locate $p_{j}$ by computing the smallest index $j$ such that the $y$-coordinate of $p_{j}$ is at least the $y$-coordinate of $p_{i}$. For points to the right of $p_{j}$, our monotone path starting at $p_{i}$ can only reach points where the monotone path starting at $p_{j}$ can reach. Hence, we set $q_{i}$ to $q_{j}$, which has previously been computing.

The third case is that the horizontal line intersects a point that is above $r_{j}$. By our invariant, the critical point $r_{j}$ must be in our stack. Again, we locate $r_{j}$ by computing the smallest index $j$ such that the $y$-coordinate of $r_{j}$ is at most the $y$-coordinate of $p_{i}$. Our monotone path starting at $p_{i}$ can reach $r_{j}$, but cannot reach any points to the right of $r_{j}$. Hence, we can set $q_{j}$ to be the leftmost free point on the top boundary of the cell that has $r_{j}$ on its right boundary.

Maintaining the stacks takes $O\left(n_{1}\right)$ time. Performing the binary searches to find $p_{j}$ in the first case and $r_{j}$ in the second case takes $O\left(n_{1} \log n_{1}\right)$ time in total. Hence, the overall running time for computing $q_{1}, q_{2}, \ldots, q_{n_{1}+1}$ is $O\left(n_{1} \log n_{1}\right)$ time, as required.

Lemma 23 allows us to compute all the edges $E$ in $O\left(n_{1} n_{2} \log \left(n_{1}+n_{2}\right)\right)$ time. Next, we convert the edges $E$ into the edges $E^{\prime}$. We show that in the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$, there are at most $O\left(\log n_{1}\right)$ outgoing neighbours of $p$, and that these neighbours can be computed in $O\left(\log n_{1}\right)$ time.

Fact 24 (Chapter 5.1 of [61]). Let $B$ be a binary search tree with size $O(n)$. Suppose the leaves of $B$, from left to right, are a sorted list of real numbers. Then we can preprocess $B$ in $O(n)$ time, so that given a pair of real numbers $s$ and $t$, we can select $O(\log n)$ nodes of $B$ in $O(\log n)$ time so that their descendants are those that lie in the interval $[s, t]$.

Applying Lemma 23 and Fact 24 to each of the $O\left(n_{1} n_{2}\right)$ critical points in the free space diagram leads to an $O\left(n_{1} n_{2} \log \left(n_{1}+n_{2}\right)\right)$ time algorithm for constructing all edges in the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$. Moreover, the size of $E^{\prime}$ is $O\left(n_{1} n_{2} \log \left(n_{1}+n_{2}\right)\right)$. Finally, running the depth first search takes $O\left(\left|V^{\prime}\right|+\left|E^{\prime}\right|\right)=O\left(n_{1} n_{2} \log \left(n_{1}+n_{2}\right)\right)$. This yields the following theorem.

Theorem 25. Given a pair of trajectories of complexities $n_{1}$ and $n_{2}$, there is an $O\left(n_{1} n_{2} \log \left(n_{1}+\right.\right.$ $\left.n_{2}\right)$ ) time algorithm that solves the Fréchet distance decision problem by running a depth first search algorithm on the set of critical points in the free space diagram.

### 2.5.2 Reference subtrajectory is vertex-to-vertex

Our approach is to run the sweepline algorithm in Section 2.4.2, but we replace the discrete free space diagram (i.e. the $n^{2}$ grid points) with the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ defined in Section 2.5.1. For this we require three modifications to the sweepline algorithm.

The first modification is to generalise the greedy aspect of the depth first search to the new graph. In the discrete free space diagram, we first explore $(x+1, y)$, then $(x+1, y+1)$, and finally $(x, y+1)$. In the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$, we explore the neighbours with minimum $y$-coordinate first, and of those with the same $y$-coordinate, we explore those with maximum $x$-coordinate first.

The second modification is to create additional nodes in $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ for the ending points of the monotone paths $P_{i}$. The ending point is the lowest point on $l_{t}$ such that there is a monotone path to that point. However, this lowest point on $l_{t}$ may not be a node in $G^{\prime}$. We can detect this case by checking if the last critical point before reaching $l_{t}$, say $p$, has a basic monotone path through $l_{t}$. In this case the ending point is simply the intersection of $l_{t}$ with a horizontal line through $p$. We add this intersection to the graph $G^{\prime}$, and calculate its outgoing neighbours.

The third modification is to create additional nodes in $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ for the starting points of the monotone paths $P_{i}$. As usual, the starting point of $P_{i+1}$ is the lowest free point on $l_{s}$ that has a $y$-coordinate greater than or equal to the maximum $y$-coordinate of $P_{i}$. However, this lowest free point may not be a node of $G^{\prime}$. If it is not, we add it to $G^{\prime}$ and calculate its outgoing neighbours.

All additional nodes created in the second and third modifications are not initially part of the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$, and are only added to $G^{\prime}$ when necessary. Hence, the graph $G^{\prime}$ increases in size as the sweep line algorithm is performed.

A special case that is closely related to the second and third modifications is to detect if there are infinitely many horizontal monotone paths between $l_{s}$ and $l_{t}$. We use the same method as Buchin et al. [36] to detect if adding any of these additional nodes to $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ creates infinitely many horizontal monotone paths, in which case we return a set of $m-1$ monotone paths.

This completes the statement of our algorithm. Next, we argue its correctness.
Lemma 26. There exist $m-1$ monotone paths satisfying the conditions of $S C$ under the continuous Fréchet distance in the case that the reference subtrajectory is vertex-to-vertex if and only if our algorithm returns a set of $m-1$ monotone paths.

Proof. Observe that Lemma 15 generalises from the discrete free space diagram to the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$. In particular, we add a link between a pair of critical points in the continuous free space diagram only if there is a directed path between them in $G^{\prime}$. So there is always a monotone path from any critical point to the root of its link-cut tree.

Observe that Lemma 16 generalises to $G^{\prime}$. In particular, by our first modification, our algorithm prefers to link to its lower neighbours first, and the remainder of the proof is identical to the proof of Lemma 16.

Finally, we observe that Lemma 17 generalises to $G^{\prime}$. The proof of both the if and only if directions are identical, so long as we take into account the additional nodes from the second and third modifications. These additional nodes can be treated exactly the same as any other critical point in $G^{\prime}$, other than that they require additional time to compute. By generalising Lemma 17 to the continuous free space diagram, we yield the Lemma.

It remains only to analyse the running time.
Theorem 27. There is an $O\left(n^{2} \log ^{2} n\right)$ time algorithm that solves $S C$ under the continuous Fréchet distance in the case that the reference subtrajectory is vertex-to-vertex.

Proof. First, we analyse the running time of constructing $G^{\prime}$. By Lemmas 23 and 24, we can construct $G^{\prime}$ in $O\left(n^{2} \log n\right)$ time. Next, we analyse the running time of the sweepline algorithm. This running time is dominated by two processes, maintaining the link-cut tree and inserting the additional nodes for the second and third modifications.

First, we bound the number of additional nodes, and the time required to insert them. There are at most $m-1$ paths per reference subtrajectory we consider, and we consider
$O(n)$ reference subtrajectories. Therefore, we add at most $O(m n)$ additional points to the graph $G^{\prime}$. Inserting these additional points requires $O(m n)$ time. Inserting the outgoing edges for each of these points requires amortised $O(\log n)$ time per edge by Lemmas 23 and 24, which is $O(m n \log n)$ time in total

Next, we analyse the running time of maintaining the link-cut tree. For this, the running time is dominated by updating the data structure. There are $O\left(n^{2} \log n\right)$ edges in $G^{\prime}$, and $O(m n \log n)$ edges for the additional points. Each update, which is either a link or cut operation, requires $O(\log n)$ amortised time. We observe that, similarly to in Section 2.4.2, once a link is removed it cannot be added again. So all link and cut updates can be performed in $O\left(n^{2} \log ^{2} n\right)$ time. This dominates the running time of our algorithm, yielding the theorem.

### 2.5.3 Reference subtrajectory is arbitrary

Next, we handle the case where the reference subtrajectory may start and end at arbitrary points on the trajectory. Although there are infinitely many possible starting and ending points, we only consider starting and ending points associated to either vertices of the trajectory, or to additional critical points that we call internal critical points.

We define an external critical point to be critical points that lie on the boundary of a free space cell. In contrast, an internal critical point is in the interior of a cell, and is defined as follows:

Definition 28. We define an internal critical point to be a point that is in the interior of a cell, on the boundary between free and non-free space, and satisfies one of the following three conditions:

- it is the leftmost or rightmost free point in its cell, or
- it shares a y-coordinate with an external critical point, or
- it is $\ell$ units horizontally to the right of a point that is on the boundary between free and non-free space.


Figure 2.19: The three types of internal critical points.

In Figure 2.19 we show the three types of interior critical points. Both the vertices of the trajectory and the internal critical points are candidate starting points for the reference subtrajectory. To decide whether any such subtrajectory satisfies the properties in SC, we would like to perform the same sweepline algorithm as the one in Section 2.5.2. Recall that this algorithm iterates through all reference subtrajectories, and reuses monotone paths between these subproblems using a link-cut data structure. We provided the details for maintaining the link-cut data structure in Section 2.4.2. Recall that three modifications
were applied to our sweepline algorithm so that it may be applied to the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$. We provided the details of these three modifications in Section 2.5.2.

However, if we were to perform the same sweepline algorithm as in Section 2.5.2, our running time would increase to accommodate the additional internal critical points and their reference subtrajectories. In Lemma 34, we show that there are $O\left(n^{3}\right)$ internal critical points. Therefore, the running time for maintaining the link-cut tree would increase to $O\left(n^{3} \log ^{2} n\right)$. The running time for inserting the additional nodes for the second and third modifications would increase to $O\left(n^{3} m\right)$.

To perform the sweepline algorithm in $O\left(n^{3} \log ^{2} n\right)$ time, we avoid computing the $O\left(n^{3} m\right)$ additional nodes for the second and third modifications entirely. We use a completely different approach. Our intuition is that if a monotone path exists for a reference subtrajectory, then either the same or a very similar monotone path is likely to exist for the next reference subtrajectory. We divide the process of computing $m-1$ non-overlapping monotone paths into two steps. The first step is to maintain a large set of overlapping monotone paths, so that any monotone path is represented within this set. The second step is to query this set of overlapping monotone paths to decide whether there are $m-1$ elements that do not overlap. Surprisingly, building and maintaining this set of overlapping monotone paths is more efficient than recomputing the non-overlapping monotone paths for each reference subtrajectory.

Our set of overlapping monotone paths is maintained by the following dynamic data structure.

Fact 29 (Theorem 16 in [90]). A dynamic monotonic interval data structure maintains a set of monotonic intervals. A set of intervals is monotonic if no interval contains another. The data structure offers the following three operations. Each operation can be performed in $O(\log n)$ amortised time.

- Insert an interval, so long as the monotonic property is maintained,
- Remove an interval,
- Report the maximum number of non-overlapping intervals in the data structure.

With this data structure in mind, we are now ready to state our algorithm in full. Compute all external critical points and build the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ defined in Section 2.5.1. Our sweepline algorithm starts with $s=0$. For each external critical point $g$ on $l_{s}$, we perform a greedy depth first search to find the lowest point $r$ on $l_{t}$ so that there is a monotone path from $g$ to $r$. We maintain the link-cut data structure throughout the greedy depth first search, so that $r$ is the root of the tree containing $g$. For $s=0$, we only compute a set of additional external critical points, that is, all points on $l_{s}$ that share a $y$-coordinate with another external critical point. For these external critical points, we compute its lowest monotone path to $l_{t}$, so that the root of the tree containing the external critical point is on $l_{t}$.

For $s=0$, we now have a set of link-cut trees, each of which has their root on $l_{t}$. For each root $r$ on $l_{t}$, compute its highest descendant $g$ on $l_{s}$. This highest descendant can be maintained by each link-cut tree individually, so that when two link-cut trees are merged, we simply take the higher descendant for the merged tree. Finally, for each root $r$ on $l_{t}$, and its highest descendant $g$ on $l_{t}$, we insert the interval $(y(g), y(r))$ into the dynamic monotonic interval data structure, where $y(g)$ and $y(r)$ denote the $y$-coordinates of $g$ and $r$ respectively. See Figure 2.20. This completes the base case of $s=0$ in the sweepline algorithm.

Next, compute all internal critical points defined in Definition 28, and sort them by $x$-coordinate. We sweep the vertical lines $l_{s}$ and $l_{t}$ from left to right, and whenever $l_{s}$ or $l_{t}$


Figure 2.20: The link cut tree rooted at $r_{i}$, with its highest descendant $g_{i}$ on $l_{s}$, shown on the left. The $y$-intervals $\left(y\left(g_{i}\right), y\left(r_{i}\right)\right)$ stored by the dynamic monotonic interval data structure, shown on the right.
pass through an internal critical point, we process it as an event. There are five types of events, depending on the type of the internal critical point and whether it passes through $l_{s}$ or $l_{t}$. On all five of these events, we maintain the invariant that the intervals inserted into our data structure are monotonic. We also maintain the invariant that any monotone path is represented by an interval in the data structure. So that we do not need to re-compute the exact $y$-coordinates of these monotone paths at every event point, we only store the relative positions of the intervals with respect to one another (i.e. whether they are overlapping or non-overlapping). By only storing the relative positions of the $y$-coordinates, we can avoid computing the $O\left(n^{3} m\right)$ starting and ending points of monotone paths in the second and third modifications that are required for the algorithm in Section 2.5.2. We split our analysis of our five types of events into five cases:

- The first type of event is if $l_{s}$ passes through an internal critical point $g$ that is the leftmost free point in its cell. For this event, insert $g$ into the graph $G^{\prime}$, and compute the lowest monotone path from $g$ to the $l_{t}$. If a jump operation was performed using the link-cut data structure, then the root $r$ of the tree containing $g$ already exists in the dynamic monotonic interval data structure. We only update this interval to $(y(g), y(r))$ if $g$ is the highest descendant of $r$ on $l_{s}$. If no jump operation was performed, then $r$ is a new root on $l_{t}$, so we simply insert the interval $(y(g), y(r))$ into our data structure.
- The second type of event is if $l_{s}$ passes through an internal critical point $g$ that shares a $y$-coordinate with an external critical point. Similarly to the first event, we insert the $g$ into the graph $G^{\prime}$, and compute its root $r$ on the line $l_{t}$. We insert a new interval $(y(g), y(r))$ into the dynamic monotonic interval data structure if $r$ is new, or replace an existing interval if $r$ is not new, but $g$ is the highest descendant on $l_{s}$. After this, we consider whether $l_{s}$ passing through $g$ causes a pair of monotone paths that were previously overlapping to now be non-overlapping. In particular, suppose that $g$ shares a $y$-coordinate with an exterior critical point, which in turn shares a $y$-coordinate with a root $r^{\prime}$ on $l_{t}$. In other words, $y(g)=y\left(r^{\prime}\right)$. Then the pair of intervals $(y(g), y(r))$ and $\left(y\left(g^{\prime}\right), y\left(r^{\prime}\right)\right)$ may switch from overlapping to non-overlapping, or vice versa. If
this is the case, we remove the interval $(y(g), y(r))$ and replace it with a new interval so that their relative positions are $g^{\prime}, r^{\prime}, g, r$ instead of $g^{\prime}, g, r^{\prime}, r$, or vice versa.
- The third type of event is if $l_{t}$ passes through an internal critical point $r$ that is the rightmost free point in its cell. For this event, simply remove the interval ( $g, r$ ) from the dynamic monotone interval data structure, where $g$ is the highest ancestor of $r$ that is on $l_{s}$.
- The fourth type of event is if $l_{t}$ passes through an internal critical point $r$ that shares a $y$-coordinate with an external critical point. Let the highest descendant of $r$ on $l_{s}$ be $g$. We consider whether $l_{t}$ passing through $r$ makes the monotone path from $g$ to $r$ invalid. This could be the case if the last segment in this monotone path is horizontal, and if $r$ lies on a boundary between free and non-free space that has a negative gradient. If this is the case, then we remove the invalid path from $r$ to its child, and recompute its new highest descendant on $g$, if one exists. Next, similar to the second event, we consider whether $l_{t}$ passing through $r$ causes a pair of monotone paths that were previously non-overlapping to now be overlapping. In particular, suppose that $r$ shares a $y$-coordinate with an exterior critical point, which in turn shares a $y$-coordinate with a root $g^{\prime}$ on $l_{s}$. In other words, $y(r)=y\left(g^{\prime}\right)$. Then the pair of intervals $(y(g), y(r))$ and $\left(y\left(g^{\prime}\right), y\left(r^{\prime}\right)\right)$ may switch from overlapping to non-overlapping, or vice versa. If this the case, we remove the interval $(y(g), y(r))$ and $\left(y\left(g^{\prime}\right), y(r ;)\right)$ and replace it with a new interval so that their relative positions are $g, r, g^{\prime}, r^{\prime}$ instead of $g, g^{\prime}, r^{\prime} r^{\prime}$, or vice versa.
- The fifth type of event is if $l_{s}$ passes through a point $g^{\prime}$ while $l_{t}$ simultaneously passes through a point $r$, so that both $g^{\prime}$ and $r$ are on the boundaries between free and non-free space, and $y\left(g^{\prime}\right)=y(r)$. We consider whether $l_{s}$ and $l_{t}$ passing through $g^{\prime}$ and $r$ causes a pair of monotone paths that were previously non-overlapping to now be overlapping. In particular, the pair of intervals $(y(g), y(r))$ and $\left(y\left(g^{\prime}\right), y\left(r^{\prime}\right)\right)$ may switch from overlapping to non-overlapping, or vice versa. If this is the case, we remove the interval $(y(g), y(r))$, and replace it with a new interval so that their relative positions of $g^{\prime}, r^{\prime}, g, r$ instead of $g^{\prime}, g, r^{\prime}, r$, or vice versa.

After processing an event, we report whether there are $m-1$ monotone paths for this event and its associated reference subtrajectory. To do this, we query the dynamic monotone interval data structure to report the maximum number of non-overlapping intervals in the data structure. If there are $m-1$ or more non-overlapping intervals, we report these $m-1$ intervals. We can retrieve the original monotone paths by storing the monotone paths with the intervals when we insert them. We can modify the monotone paths to start and end at $l_{s}$ and $l_{t}$ in constant time per monotone path.

This completes the statement of our algorithm. Next, we prove its correctness.
Definition 30. Given $s$ and $t$, a monotone path from $g$ on $l_{s}$ to $r$ on $l_{t}$ is called minimal if there does not exist a monotone path from $g^{\prime}$ on $l_{s}$ to $r^{\prime}$ on $l_{t}$ such that the interval $\left[y\left(g^{\prime}\right), y\left(r^{\prime}\right)\right]$ is a strict subset of the interval $[y(g), y(r)]$.

Lemma 31. Given $s$ and $t$, and a monotone path from $g$ on $l_{s}$ to $r$ on $l_{t}$, there exists a minimal monotone path from $g^{\prime}$ on $l_{s}$ to $r^{\prime}$ on $l_{t}$ so that $\left[\left(y\left(g^{\prime}\right), y\left(r^{\prime}\right)\right] \subseteq[(y(g), y(r))]\right.$.

Proof. Let $r^{\prime}$ be the lowest point on $l_{t}$ so that there is a monotone path from $g$ to $r^{\prime}$. We know $r^{\prime}$ exists since we can compute it with a greedy depth first search. Let $g^{\prime}$ be the highest point on $l_{s}$ so that there is a monotone path from $g^{\prime}$ to $r^{\prime}$. We have by definition
that $y(g) \leq y\left(g^{\prime}\right) \leq y\left(r^{\prime}\right) \leq y(r)$, so $\left[\left(y\left(g^{\prime}\right), y\left(r^{\prime}\right)\right] \subseteq[(y(g), y(r))]\right.$. It suffices to show that the monotone path from $g^{\prime}$ to $r^{\prime}$ is minimal.

Suppose the monotone path from $g^{\prime}$ to $r^{\prime}$ is not minimal. Then there exists a monotone path from $g^{\prime \prime}$ to $r^{\prime \prime}$ so that $\left[\left(y\left(g^{\prime \prime}\right), y\left(r^{\prime \prime}\right)\right] \subset\left[\left(y\left(g^{\prime}\right), y\left(r^{\prime}\right)\right)\right]\right.$. But now, the monotone paths from $g^{\prime \prime}$ to $r^{\prime \prime}$ and from $g^{\prime}$ to $r^{\prime}$ must cross at some point $u$. Construct the monotone path from $g^{\prime \prime}$ to $u$ to $r^{\prime}$. But $g^{\prime}$ is the highest point on $l_{s}$ so that there is a monotone path from $g^{\prime}$ to $r^{\prime}$, so $y\left(g^{\prime \prime}\right) \leq y\left(g^{\prime}\right)$. But $y\left(g^{\prime}\right) \leq y\left(g^{\prime \prime}\right)$ since $\left[\left(y\left(g^{\prime \prime}\right), y\left(r^{\prime \prime}\right)\right] \subset\left[\left(y\left(g^{\prime}\right), y\left(r^{\prime}\right)\right)\right]\right.$. So $y\left(g^{\prime \prime}\right)=y\left(g^{\prime}\right)$.

Therefore, there exists a monotone path from $g^{\prime}$ to $r^{\prime \prime}$ such that $y\left(r^{\prime \prime}\right)<y\left(r^{\prime}\right)$. But now, the monotone path from $g^{\prime}$ to $r^{\prime \prime}$ and the monotone path from $g$ to $r$ must cross at some point $u$. Construct the monotone path $g$ to $u$ to $r^{\prime \prime}$. Since $y\left(r^{\prime \prime}\right)<y\left(r^{\prime}\right)$, this contradicts the construction that $r^{\prime}$ is the lowest point on $l_{t}$ such that there is a monotone path from $g$ to $r^{\prime}$. Hence, our initial assumption that $g^{\prime}$ to $r^{\prime}$ is not minimal cannot hold, and we are done.

Lemma 32. Given $s$ and $t$, suppose we run our sweepline algorithm until our pair of sweeplines reach $l_{s}$ and $l_{t}$ respectively. Then there is an order preserving bijection from the $y$-intervals of the minimal monotone paths to the set of intervals in our dynamic monotonic interval data structure.

Proof. Our proof is divided into three parts. First we prove an order preserving bijection in the base case, where $s=0$. Next, we prove that in the inductive case, if the sweepline does not pass through any internal critical points, then the order preserving bijection is preserved. Finally, we prove that as the sweepline passes through an internal critical point, the order preserving bijection is preserved.

For the base case, consider when $s=0$. Let $g$ be on $l_{s}$ and $r$ be on $l_{t}$ so that the path from $g$ to $r$ is a minimal monotone path. Suppose $g$ is not an external critical point. Then there is a segment of free space directly above $g$. We show that the monotone path from $g$ to $r$ consists of a horizontal path from $g$ to an external critical point. Suppose the contrary, that the initial path from $g$ is not horizontal. Let the initial path be from $g$ to $h$, so that $y(h)>y(g)$. Then if we selected the point on $l_{s}$ with $y$-coordinate $y(g)+\varepsilon$ for a sufficiently small $\varepsilon$, then there would still have $y(h)>y(g)+\varepsilon$, and we would maintain our monotone path. But now, the new path would have a $y$-interval from $y(g)+\varepsilon$ to $y(r)$, which is a strict subset of the $y$-interval from $y(g)$ to $y(r)$, contradicting the fact that the monotone path from $g$ to $r$ is minimal. Therefore, if $g$ is not an external critical point, then there is a horizontal path from $g$ to its next point, which must be an external critical point. Therefore, all minimal monotone paths start at either external critical points or these additional points that share a $y$-coordinate with an external critical point. By the definition of our base case in our algorithm, we insert all $y$-intervals for these potential starting points, so we have all minimal monotone paths in our initial data structure. Hence, we have shown the base case of our induction.

For the inductive case where the sweepline does not pass through an internal critical point, suppose the inductive hypothesis that $l_{s}$ and $l_{t}$ are sweeplines for which there is an order preserving bijection. Let $l_{s^{\prime}}$ and $l_{t^{\prime}}$ be another pair of sweeplines to the right of $l_{s}$ and $l_{t}$, so that there are no internal critical points between $l_{s}$ and $l_{s^{\prime}}$, and similarly between $l_{t}$ and $l_{t^{\prime}}$. We will show that there is a bijection between the $y$-intervals of the minimal monotone paths between $l_{s}$ and $l_{t}$, and $l_{s^{\prime}}$ and $l_{t^{\prime}}$. By composing this bijection with the bijection between the minimal monotone paths between $l_{s}$ and $l_{t}$ and the data structure,
we yield a bijection between the minimal monotone paths between $l_{s^{\prime}}$ and $l_{t^{\prime}}$ and the data structure.

We construct our bijection between the two sets of minimal monotone paths as follows. For each minimal monotone path starting at $g$ on $l_{s}$ and ending at $r$ on $l_{t}$, we perform an operation to yield a minimal monotone path between $l_{s^{\prime}}$ and $l_{t^{\prime}}$. First, we let $g^{\prime}$ be the highest point on $l_{s^{\prime}}$ such that there is a monotone path from $g$ to $g^{\prime}$ and a monotone path from $g^{\prime}$ to $r$. Second, we extend the monotone path horizontally from $r$ to its right, until it either hits $l_{t^{\prime}}$, or the boundary between free and non-free space. We extend the monotone path along the boundary between free and non-free space until we reach $l_{t^{\prime}}$. When this path reaches $l_{t^{\prime}}$, we define this point to be $r^{\prime}$. This completes the description of the mapping from minimal monotone paths of $l_{s}$ and $l_{t}$ to paths between $l_{s^{\prime}}$ and $l_{t^{\prime}}$.

Our proof of this bijection is divided into five parts. First, we show that the mapping is well defined. Second, we show that the mapping is from minimal monotone paths to minimal monotone paths. Third, we show that the mapping is injective. Fourth, we show that the mapping is surjective. Fifth, we show that the mapping is order preserving.

First, we show that the mapping is well defined. The point $g^{\prime}$ is well defined. Extending $r$ horizontally is well defined, however, it may be that $r$ cannot be extended along the boundary between free and non-free space until we reach $l_{t^{\prime}}$. There are two ways this can occur. First, the free space may stop at some $x$-coordinate before $l_{t^{\prime}}$. However, in this case, we have an internal critical point that is the rightmost free point in its cell. But we assumed there were no such critical points between $l_{t}$ and $l_{t^{\prime}}$. Second, the boundary between free space and non-free space may have a negative gradient, so that the monotone path cannot travel along it. In this case, we must have a horizontal path starting at $r$ that is extended towards the boundary with a negative gradient. If the point $r$ does not share a $y$-coordinate with an external critical point, then we can reduce the $y$-coordinate of the horizontal path containing $r$, contradicting the fact that $g$ to $r$ is minimal. Hence, $r$ shares a $y$-coordinate with an external critical point, so does our horizontal path that intersects the boundary between free and non-free space. Therefore, this point is an internal critical point, which again contradicts our assumption that there are no such critical points between $l_{t}$ and $l_{t^{\prime}}$.

Second, we show that the mapping is from minimal monotone paths to minimal monotone paths. By definition, $r^{\prime}$ is the lowest point on $l_{t^{\prime}}$ such that there is a monotone path from $g^{\prime}$ to $r^{\prime}$. We will show that $g^{\prime}$ is the highest point on $l_{s}$ so that there is a monotone path from $g^{\prime}$ to $r^{\prime}$. Putting these two facts together yields that the monotone path from $g^{\prime}$ to $r^{\prime}$ is minimal. Suppose for the sake of contradiction that there is another point, $g^{\prime \prime}$, that has a larger $y$-coordinate than $g^{\prime}$, and there is a monotone path from $g^{\prime \prime}$ to $r^{\prime}$. Extend the monotone path starting at $g^{\prime \prime}$ horizontally to the left, and then along the boundary between free and non-free space, until it reaches $l_{s}$. For the same reason as extending $r$ horizontally to the right to reach $l_{t^{\prime}}$, we must be able to extend $g^{\prime \prime}$ horizontally to the left to reach $l_{s}$, as there are no internal critical points between $l_{s}$ and $l_{s^{\prime}}$. We show that the extension of $g^{\prime \prime}$ meets $l_{s}$ at $g$. If $y\left(g^{\prime \prime}\right)>y(g)$, this would contradict the minimality of the monotone path from $g$ to $r$. If $y\left(g^{\prime \prime}\right)<y(g)$, then the extension of $g^{\prime \prime}$ crosses the path from $g^{\prime}$ to $g$, which is impossible. Hence, we have monotone paths from $g$ to $g^{\prime \prime}$ to $r$ where $g^{\prime \prime}$ has a larger $y$-coordinate of $g^{\prime}$. This contradicts the definition of $g^{\prime}$, so the point $g^{\prime \prime}$ cannot exist, as required.

Third, we show the mapping is injective. Suppose for the sake of contradiction that there are two monotone paths, $g$ to $r$ and $g^{\prime}$ to $r^{\prime}$, from $l_{s}$ to $l_{t}$, that both map to a monotone path $g^{\prime \prime}$ to $r^{\prime \prime}$, from $l_{s^{\prime}}$ to $l_{t^{\prime}}$. Then there are monotone paths from $g$ to $g^{\prime \prime}$ to $r$ and from $g^{\prime}$ to $g^{\prime \prime}$ to $r^{\prime}$. Without loss of generality, suppose $y\left(g^{\prime}\right) \geq y(g)$. Then by the minimality of
the path from $g$ to $r$, we get that $y\left(r^{\prime}\right) \geq y(r)$. But now, consider the monotone path from $g$ to $g^{\prime \prime}$ to $r^{\prime}$. By the minimality of $g$ to $r$, we get that $y\left(r^{\prime}\right) \leq y(r)$, so $y\left(r^{\prime}\right)=y(r)$. By the minimality of $g^{\prime}$ to $r^{\prime}$, we get that $y\left(g^{\prime}\right) \leq y(g)$, so $y\left(g^{\prime}\right)=y(g)$. Hence, $g=g^{\prime}$ and $r=r^{\prime}$, so our mapping is injective.

Fourth, we show the mapping is surjective. Suppose for the sake of contradiction that there is a monotone path between $l_{s^{\prime}}$ and $l_{t^{\prime}}$ that is not mapped to. Let this minimal monotone path be from $g^{\prime}$ to $r^{\prime}$. Let $r$ be the highest point on $l_{t}$ such that there is a monotone path from $g^{\prime}$ to $r$ to $r^{\prime}$. Let $g$ be the highest point on $l_{s}$ such that there is a monotone path from $g$ to $g^{\prime}$ to $r$. We claim that our construction maps the path $g$ to $r$ to the path $g^{\prime}$ to $r^{\prime}$. First, we show that $g^{\prime}$ is the highest point on $l_{s^{\prime}}$ such that there is a monotone path from $g$ to $g^{\prime}$ to $r$. Suppose there is a higher point $g^{\prime \prime}$ so that there is a monotone path from $g^{\prime \prime}$ to $r$. Then we have a monotone path from $g^{\prime \prime}$ to $r^{\prime}$, contradicting the minimality of the path from $g^{\prime}$ to $r^{\prime}$. Next, we show that if we extend the monotone path from $r$ horizontally to the right, then we reach the point $r^{\prime}$ on $l_{t^{\prime}}$. Suppose that instead we reach another point $r^{\prime \prime}$. By the definition of our extension, $r^{\prime \prime}$ is the lowest point on $l_{t^{\prime}}$ such that there is a monotone path from $r$ to $r^{\prime \prime}$. So $y\left(r^{\prime \prime}\right) \leq y\left(r^{\prime}\right)$. But by the minimality of the path $g^{\prime}$ to $r^{\prime}$, we get that $y\left(r^{\prime \prime}\right) \geq y\left(r^{\prime}\right)$. Hence, $r^{\prime}=r^{\prime \prime}$ as required, and the mapping is surjective.

Fifth, we show that the mapping is order-preserving. Suppose there are paths $g$ to $r$ and $g^{\prime}$ to $r^{\prime}$, both between $l_{s}$ and $l_{t}$. Without loss of generality, let $y(g)<y\left(g^{\prime}\right)$. Suppose these monotone paths map to $g^{\prime \prime}$ to $r^{\prime \prime}$ and $g^{\prime \prime \prime}$ to $r^{\prime \prime \prime}$ respectively. We show that $y\left(g^{\prime \prime}\right)<y\left(g^{\prime \prime \prime}\right)$. Suppose for the sake of contradiction that $y\left(g^{\prime \prime}\right) \geq y\left(g^{\prime \prime \prime}\right)$. If $g^{\prime \prime}=g^{\prime \prime \prime}$, by minimality we would have $r^{\prime \prime}=r^{\prime \prime \prime}$, contradicting the injectivity of our mapping. So $y\left(g^{\prime \prime}\right)>y\left(g^{\prime \prime \prime}\right)$. Therefore, the path from $g$ to $g^{\prime \prime}$ and the path from $g^{\prime}$ to $g^{\prime \prime \prime}$ must cross at some point $u$. But now we have a monotone path from $g$ to $u$ to $g^{\prime \prime \prime}$, which contradicts the fact that $g^{\prime \prime}$ is the highest point on $l_{s^{\prime}}$ such that there is a path from $g$ to $g^{\prime \prime}$ to $r$. Hence, $y\left(g^{\prime \prime}\right)<y\left(g^{\prime \prime \prime}\right)$ as required. Finally, we show that $y\left(g^{\prime}\right)<y(r)$ if and only if $y\left(g^{\prime \prime \prime}\right)<y\left(r^{\prime \prime}\right)$. Suppose for the sake of contradiction that $y\left(g^{\prime}\right)<y(r)$ and $y\left(g^{\prime \prime \prime}\right)>y\left(r^{\prime \prime}\right)$. Take the path from $r$ to $r^{\prime \prime}$ that is a horizontal line to the right, until it reaches the boundary between free and non-free space, and take the path along this boundary. Similarly, take the path from $g^{\prime \prime \prime}$ to $g^{\prime}$ that is a horizontal line to the left, until it reaches the boundary between free and non-free space, and take the path along this boundary. For any pair of vertical lines $l_{a}$ between $l_{s}$ and $l_{s^{\prime}}$ and $l_{b}$ between $l_{t}$ and $l_{t^{\prime}}$, such that $l_{b}-l_{a}=\ell$, define $a$ to be the intersection of the path between $g^{\prime \prime \prime}$ and $g^{\prime}$ with $l_{a}$, and define $b$ to the intersection of the path between $r$ and $r^{\prime \prime}$ with $l_{b}$. When $l_{a}=l_{s}$, we have $y(a)<y(b)$. When $l_{s}=l_{s^{\prime}}$, we have $y(a)>y(b)$. So by the intermediate value theorem, there must be a point where $y(a)=y(b)$. This cannot occur when both $a$ and $b$ are on the horizontal portions of their respective paths. If they are both on the boundary between free and non-free space, then $a$ and $b$ are interior critical points, where $a$ is horizontally $\ell$ units to the right $b$. If one of $a$ or $b$ is on the boundary between free and non-free space, and the other is on the horizontal portion, then we also have an internal critical point, as there is a point on the boundary between free and non-free space sharing a $y$-coordinate with an external critical point. Putting this all together, we yield a contradiction in the case where $y\left(g^{\prime}\right)<y(r)$ and $y\left(g^{\prime \prime \prime}\right)>y\left(r^{\prime \prime}\right)$. We yield a similar contradiction in that case where $y\left(g^{\prime}\right)>y(r)$ and $y\left(g^{\prime \prime \prime}\right)<y\left(r^{\prime \prime}\right)$. This shows that our bijection is indeed order preserving. This completes the proof of the inductive case where the sweepline does not pass through an internal critical point.

For the inductive case where the sweepline passes through an internal critical point, we show that the bijection between the set of $y$-intervals and the set of minimal monotone
paths is preserved. If the internal critical point is the leftmost free point in the cell, there is one extra starting point for a minimal monotone path to be considered. If an additional minimal monotone path exists due to this point, our algorithm adds it to our data structure. Similarly, if the internal critical point is the rightmost free point in the cell, there is one fewer ending point for minimal monotone paths, and a $y$-interval is deleted from our data structure if necessary. If our internal critical point is a point on the boundary between free and non-free space that shares a $y$-coordinate with an external critical point, we consider the two potential modifications to the set of minimal monotone paths. First, if the internal critical point is on $l_{s}$, we consider whether this point is the starting point of a new minimal monotone path. If the internal critical point is on $l_{t}$, we consider whether this point is the last valid point for a minimal monotone path that needs to be removed. Second, we consider whether there may be a swap in relative positions of the $y$-coordinates in minimal monotone paths. If this is the case, we replace the previous $y$-coordinates with new $y$ coordinates in the data structure. Finally, if the internal critical point is a pair of points on the boundary between free and non-free space that are $\ell$ units horizontally away from one another, we consider whether this internal critical point changes the relative positions of the $y$-coordinates of minimal monotone paths, and update the data structure accordingly. Note that if the internal critical point is a leftmost free point or rightmost free point, this only adds or deletes minimal monotone paths, since the critical point is local to either $l_{s}$ or $l_{t}$. In contrast, if the internal critical point is a pair of points on the boundaries of free and non-free space that are $\ell$ units horizontally from one another, this only affects the relative positions of $y$-coordinates of minimal monotone paths, so it suffices to consider swapping these relative positions in the data structure. To summarise, in all cases we update the data structure and preserve the relative positions of the $y$-intervals of the minimal monotone paths in our data structure. This completes the proof of our lemma.

Lemma 33. There exist $m-1$ monotone paths satisfying the conditions of $S C$ under the continuous Fréchet distance if and only if our algorithm returns a set of $m-1$ monotone paths.

Proof. Suppose our algorithm returns a set of $m-1$ monotone paths. We have already shown in Section 2.5.2 that the monotone paths computed by the greedy depth first search and link-cut data structure on $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ result in valid paths. These monotone paths are non-overlapping due to the order preserving bijection in Lemma 32. Hence, our reference subtrajectory plus our $m-1$ monotone paths forms a subtrajectory cluster that satisfies the conditions of SC.

Suppose there exist $m-1$ monotone paths satisfying the conditions of SC. By Lemma 31 there exist $m-1$ minimal monotone paths satisfying the conditions of SC. By Lemma 32 there is an order preserving bijection from the $y$-intervals of these $m-1$ minimal monotone paths to the set of intervals in our dynamic monotonic interval data structure. Hence, when our algorithm reaches the reference subtrajectory that satisfies the conditions of SC, our algorithm will report that there are $m-1$ non-overlapping intervals in the data structure, as required.

Finally, we perform a running time analysis on our algorithm. We begin by bounding the number of internal critical points.

Lemma 34. There are $O\left(n^{3}\right)$ internal critical points.

Proof. If the internal critical point is the leftmost free point in its cell, there is only one copy of it in its cell, so there are at most $O\left(n^{2}\right)$ internal critical points of this type.

If the internal critical point shares a $y$-coordinate with an external critical point, and is on the boundary between free and non-free space, there are only two copies of it per external critical point and per cell in the same row as it. In total, there are $O\left(n^{2}\right)$ external critical points, and $O(n)$ cells in the same row as it, so there are $O\left(n^{3}\right)$ internal critical points of this type.

If the internal critical point is $\ell$ unites horizontally to the right of a point that is on the boundary between free and non-free space, there is at most a constant number of copies per pair of cells in the same row. This is because, for any pair of cells in the same row as each other, a $\ell$-unit horizontal translation of its free space boundary would only intersect the free space boundary of the other cell a constant number of times. As there are $O\left(n^{2}\right)$ pairs of cells that share a row, there are $O\left(n^{2}\right)$ internal critical points of this type.

Now we can analyse the running time of our algorithm to obtain the main result of Section 2.5.

Theorem 4. There is an $O\left(n^{3} \log ^{2} n\right)$ time algorithm for $S C$ under the continuous Fréchet distance.

Proof. Computing the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ requires $O\left(n^{2} \log n\right)$ time. Computing all internal critical points takes $O\left(n^{3}\right)$ time, by computing each critical point individually in constant time. Sorting them by $x$-coordinate requires $O\left(n^{3} \log n\right)$ time. At each of the $O\left(n^{3}\right)$ events, we may insert the critical point into the graph $G^{\prime}$. Inserting a single critical point inserts up to $O(\log n)$ edges into the graph $G^{\prime}$. In total, there are $O\left(n^{3} \log n\right)$ edges in the graph $G^{\prime}$. Each edge can be linked or cut at most once, so by the same amortised analysis as in Section 2.4.2, we spend at most $O\left(n^{3} \log ^{2} n\right)$ time updating the link-cut data structure.

We maintain the dynamic monotonic interval data structure by inserting, deleting, or replacing (both a delete and an insert) an interval, which requires $O(\log n)$ time per event. In total, maintaining the dynamic monotonic interval data structure requires $O\left(n^{3} \log n\right)$ time.

In total, the running time is dominated by updating the link-cut data structure, and the running time of our algorithm is $O\left(n^{3} \log ^{2} n\right)$.

### 2.6 Lower bound

The main theorem we will prove in this section is the following:
Theorem 7. There is no $O\left(n^{3-\varepsilon}\right)$ time algorithm for $S C$ under the continuous Fréchet distance, for any $\varepsilon>0$, unless SETH fails.

We reduce from the 3 OV problem to SC . The formal definition of 3 OV is as follows:
Problem 34 (3OV). We are given three sets of vectors $\mathcal{X}=\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}, \mathcal{Y}=$ $\left\{Y_{1}, Y_{2}, \ldots, Y_{n}\right\}$ and $\mathcal{Z}=\left\{Z_{1}, Z_{2}, \ldots, Z_{n}\right\}$. For $1 \leq i, j, k \leq n$, each of the vectors $X_{i}$, $Y_{j}$ and $Z_{k}$ are binary vector of length $W$. Our problem is to decide whether there exists a triple of integers $1 \leq i, j, k \leq n$ such that $X_{i}, Y_{j}$ and $Z_{k}$ are orthogonal. The three vectors are orthogonal if $X_{i}[h] \cdot Y_{j}[h] \cdot Z_{k}[h]=0$ for all $1 \leq h \leq W$.

We employ a three step process in our reduction. We first provide an overview of each step, then we outline the structure of this section in relation to these three steps.

- Step 1: Given a 3OV instance $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$, we construct in $O(n W)$ time an SC instance $(T, m, \ell, d)$ of complexity $O(n W)$. We construct $T$ by constructing two subtrajectories $T_{1}$ and $T_{2}$ and connecting them by a point. We encode the booleans from the vector set $\mathcal{Z}$ into the subtrajectory $T_{1}$, and we encode the booleans from the vectors sets $\mathcal{X}$ and $\mathcal{Y}$ into the subtrajectory $T_{2}$. The subtrajectories $T_{1}$ and $T_{2}$ are analogous to the subtrajectories in the overview section under the same name, however, the subtrajectories in the full construction is significantly more complex.
- Step 2: We consider the free space diagram $F_{d}(T, T)$ and prove various properties of it. One of the key properties is the existence of antipodes. In the first key component of our overview in Section 2.3.2, we briefly described these antipodes, and how these antipodes determine the positions of diamond-shaped non-free regions in the free space diagram. Another key property is the structure of $F_{d}\left(T_{2}, T_{1}\right)$, which we show is mostly of free-space, with all non-free space associated with antipodes. The final key property are the positions of the vertical lines $l_{s}$ and $l_{t}$ that we will consider in our reduction. In the third key component in Section 2.3.2, we mentioned that our reduction considers $n^{2}$ reference subtrajectories. We describe the positions of $n^{2}$ pairs of vertical lines $l_{s}$ and $l_{t}$, so that $l_{s}$ passes through multiple critical points. Moreover, we show that all of our $n^{2}$ reference subtrajectories have the same length.
- Step 3: We use the properties of the free space diagram $F_{d}(T, T)$ to prove that $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a YES instance if and only if $(T, m, \ell, d)$ is a YES instance. If $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a YES instance, we construct a set of monotone paths in $F_{d}(T, T)$ to show that $(T, m, \ell, d)$ is a YES instance. If $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a NO instance, we define sequences which we call cutting sequences. We show that if there is a cutting sequence between a pair of points in $F_{d}(T, T)$, there is no monotone path between the same pair of points. We then use these cutting sequences to show that if $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a NO instance, then $(T, m, \ell, d)$ is a NO instance.

This rest of this section is structured as follows. In Section 2.6.1, given an instance $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ of 3 OV , we construct an SC instance $(T, m, \ell, d)$ of complexity $O(n W)$. In Section 2.6 .2 we fill in some missing details in our construction, in particular, we show that certain points in our construction are well defined. This completes Step 1. In Section 2.6.3 we identify the antipodal pairs in our construction. In Section 2.6.4 we identify the starting and ending points of our $n^{2}$ reference subtrajectories, and prove that each reference subtrajectory has length $\ell$. In Section 2.6.5 we describe the free space diagram of our construction, and show that all non-free regions are associated with an antipodal pair. This completes Step 2. In Section 2.6.6, we construct a set of monotone paths in the free space diagram. In Sections 2.6.7, we use this set of monotone paths to prove that if our input $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a YES instance for 3 OV , then our construction $(T, m, \ell, d)$ is a YES instance for SC. In Section 2.6.8, we define and construct a set of sequences that show that there are is no monotone path between certain points. In Section 2.6.9, we use this set of sequences to show that if our input $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a NO instance for 3 OV then our construction $(T, m, \ell, d)$ is a NO instance for SC. Finally, in Section 2.6.10, we put it all together and prove Theorem 7. This completes Step 3.

### 2.6.1 Construction

Recall that as input we are given a 3 OV instance, that is, three sets $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$ of $n$ binary vectors of length $W$. Given this instance, we construct an instance ( $T, m, \ell, d$ ) for SC. We
construct the trajectory $T$ by constructing two subtrajectories $T_{1}$ and $T_{2}$ and connecting them via a point.

Let $r$ and $r^{\prime}$ be positive real numbers so that $10 r<r^{\prime}$. We use polar coordinates in the complex plane. Recall that $r \operatorname{cis} \theta$ is a point that is $r$ units away from the origin, at an angle of $\theta$ anticlockwise from the positive real axis. Define $\phi=\frac{\pi}{4 W+6}$ and $d=\| r$ cis $\pi-r^{\prime}$ cis $\phi \|$, where $\|\cdot\|$ denotes the Euclidean norm. Define $\delta=\left(r+r^{\prime}-d\right)$. Let $\varepsilon>0$ be arbitrarily small relative to $\delta$ and $r$.

Define the following points which will be used to define $T_{1}$. See Figure 2.21.

| $A_{h, u}$ | $=r \operatorname{cis}((2 W+3+u) \cdot \phi)$, if $u \neq 2 h$ |
| :--- | :--- |
| $A_{h, u}$ | $=\left(r-\frac{2}{3} \delta\right) \operatorname{cis}((2 W+3+u) \cdot \phi)$, if $u=2 h$, |
| $A_{W+1, u}$ | $=r \operatorname{cis}((2 W+3+u) \cdot \phi)$ |
| $B_{k, h}$ | $=r \operatorname{cis}((4 W+5) \cdot \phi)$, if $Z_{k}[h]=1$ |
| $B_{k, h}$ | $=(r-\varepsilon) \operatorname{cis}((4 W+5) \cdot \phi)$, if $Z_{k}[h]=0$ |
| $B_{k, W+1}$ | $=r \operatorname{cis}((4 W+5) \cdot \phi)$ |
| $C$ | $=r \operatorname{cis}((4 W+6) \cdot \phi)$ |
| $D$ | $=r \operatorname{cis} 0$ |
| $E$ | $=r \operatorname{cis} \phi$ |
| $F_{h, u}$ | $=r \operatorname{cis}((u+1) \cdot \phi)$, if $u \neq 2 h$ |
| $F_{h, u}$ | $=\left(r-\frac{2}{3} \delta\right) \operatorname{cis}((u+1) \cdot \phi)$, if $u=2 h$ |
| $G$ | $=r \operatorname{cis}((2 W+3) \cdot \phi)$ |
| $H_{1}$ | $=4 r^{\prime} \operatorname{cis}((3 W+4) \cdot \phi)$ |
| $H_{2}$ | $=8 r^{\prime} \operatorname{cis}((2 W+3) \cdot \phi)$. |



Figure 2.21: The vertices of $T_{1}$ and $T_{2}$, for $W=1$.

Now we are ready to define the first subtrajectory $T_{1}$.

$$
\begin{aligned}
& T_{1}=\bigcirc_{1 \leq k \leq n}\left(\bigcirc _ { 1 \leq h \leq W } \left(G \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(A_{h, u}\right) \circ B_{k, h} \circ C \circ D \circ C \circ D\right.\right. \\
&\left.\circ E \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(F_{h, u}\right)\right) \\
& \circ G \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(A_{W+1, u}\right) \circ B_{k, W+1} \circ C \circ D \circ C \circ D \\
&\left.\circ C \circ H_{1} \circ H_{2}\right)
\end{aligned}
$$

Define the following points which will be used to define $T_{2}$.

| $A_{u}^{-}$ | $=\left(r^{\prime}-\delta\right) \operatorname{cis}(\pi+(2 W+3+u) \cdot \phi)$ for all $1 \leq u \leq 2 W+1$ |
| ---: | :--- |
| $B^{-}$ | $=\left(r^{\prime}-\delta\right) \operatorname{cis}(\pi+(4 W+5) \cdot \phi)$ |
| $C^{-}$ | $=\left(r^{\prime}-\delta\right) \operatorname{cis}(\pi+(4 W+6) \cdot \phi)$ |
| $D^{-}$ | $=\left(r^{\prime}-\delta\right) \operatorname{cis}(\pi)$ |
| $E^{-}$ | $=\left(r^{\prime}-\delta\right) \operatorname{cis}(\pi+\phi)$ |
| $F_{u}^{-}$ | $=\left(r^{\prime}-\delta\right) \operatorname{cis}(\pi+(u+1) \cdot \phi)$ for all $1 \leq u \leq 2 W+1$ |
| $G^{-}$ | $=\left(r^{\prime}-\delta\right) \operatorname{cis}(\pi+(2 W+3) \cdot \phi)$ |
| $H^{-}$ | $=\left(r^{\prime}-\delta\right) \operatorname{cis}((2 W+3) \cdot \phi)$ |
| $A_{i, u}^{+}$ | $=r^{\prime} \operatorname{cis}(\pi+(2 W+3+u) \cdot \phi)$, if $i$ or $u$ are odd |
| $A_{i, u}^{+}$ | $=r^{\prime} \operatorname{cis}(\pi+(2 W+3+u) \cdot \phi)$, if $i$ and $u$ are even and $X_{\frac{i}{2}}\left[\frac{u}{2}\right]=1$ |
| $A_{i, u}^{+}$ | $=\left(r^{\prime}-\frac{2}{3} \delta\right) \operatorname{cis}(\pi+(2 W+3+u) \cdot \phi)$, if $i$ and $u$ are even and $X_{\frac{i}{2}}\left[\frac{u}{2}\right]=0$ |
| $B_{i}^{+}$ | $=b_{i} \operatorname{cis}(\pi+(4 W+5) \cdot \phi)$, where $b_{i}$ is defined below |
| $C_{i}^{+}$ | $=c_{i} \operatorname{cis}((4 W+6) \cdot \phi)$, where $c_{i}$ is defined below |
| $D_{i}^{+}$ | $=r^{\prime} \operatorname{cis}(\pi)$ |
| $E_{j}^{+}$ | $=e_{j} \operatorname{cis}(\pi+\phi)$ where $e_{j}$ is defined below |
| $F_{j, u}^{+}$ | $=r^{\prime} \operatorname{cis}(\pi+(u+1) \cdot \phi)$, if $j$ or $u$ are odd |
| $F_{j, u}^{+}$ | $=r^{\prime} \operatorname{cis}(\pi+(u+1) \cdot \phi)$, if $j$ and $u$ are even and $Y_{\frac{j}{2}}\left[\frac{u}{2}\right]=1$ |
| $F_{j, u}^{+}$ | $=\left(r^{\prime}-\frac{2}{3} \delta\right) \operatorname{cis}(\pi+(u+1) \cdot \phi)$, if $j$ and $u$ are even and $Y_{\frac{j}{2}}\left[\frac{u}{2}\right]=0$ |
| $G_{j}^{+}$ | $=g_{j} \operatorname{cis}(\pi+(2 W+3) \cdot \phi)$, where $g_{j}$ is defined below |

Now we define $b_{i}, c_{i}, g_{j}$, and $e_{j}$.
Let $B_{\varepsilon}=(r-\varepsilon) \operatorname{cis}((4 W+5) \cdot \phi)$. For $1 \leq i \leq 2 n+3$, define $I_{i}^{+}$so that $C, I_{1}^{+}, I_{2}^{+}, \ldots, I_{2 n+3}^{+}, B_{\varepsilon}$ are evenly spaced along the segment $C B_{\varepsilon}$. For $1 \leq i \leq 2 n+3$ define $b_{i}$ so that $\left\|B_{i} I_{i}\right\|=d$. For $1 \leq i \leq 2 n+1$ define $c_{i}$ so that $\left\|C_{i+2} I_{i}\right\|=d$. Define $c_{1}=c_{2}=c_{3}$.

For all $1 \leq j \leq 2 n+1$, define $J_{j}^{+}=\left(r^{\prime}-\frac{j}{2 n+2} \delta\right) \operatorname{cis}(\pi+(2 W+4) \cdot \phi)$ to be a point on $A_{1}^{-} A_{1,1}^{+}$. Define $K_{j}$ to be the point on $G A_{1,1}$ such that $\left\|K_{j} J_{j}^{+}\right\|=d$. Define $g_{j}$ to be the positive real so that $\left\|G_{j}^{+} K_{2 n+2-j}\right\|=d$.

For all $1 \leq j \leq 2 n+1$, define $L_{j}^{+}=\left(r^{\prime}-\frac{2 n+4-j}{2 n+2} \delta\right) \operatorname{cis}(\pi)$ to be a point on $D^{-} D_{1}^{+}$. Define $M_{j}$ to be the point on $D E$ such that $\left\|M_{j} L_{j}^{+}\right\|=d$. Define $e_{j}$ to be the positive real so that $\left\|E_{j}^{+} M_{2 n+2-j}\right\|=d$.

Now we are ready to define the second subtrajectory $T_{2}$.

$$
\begin{aligned}
T_{2}= & \bigcirc 1 \leq i \leq 2 n+1 \\
& \circ \bigcirc_{1 \leq j \leq 2 n}\left(E^{-} \circ G_{i}^{+} \circ E_{j}^{+} \circ G^{-} \circ \bigcirc_{1 \leq u \leq 2 W+1} \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(F_{u}^{-} \circ A_{i, u}^{+} \circ F_{j, u}^{+} \circ F_{u}^{-}\right) \circ B^{-} \circ G^{+} \circ G^{-} \circ G_{j}^{+} \circ G^{-}\right) \\
& \left.\left.\circ C^{-} \circ C_{1 \leq u \leq 3}^{+} \circ C^{-} \circ D^{-} \circ D_{1}^{+} \circ D_{i}\right)\right) \\
& \circ E^{-} \circ C^{-} \circ E_{2 n+1}^{+} \circ C^{-} \circ E^{-} \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(F_{u}^{-} \circ F_{2 n+1, u}^{+} \circ D_{u}^{+} \circ D^{-}\right) \circ G^{-} \circ H^{-} \\
& \circ \bigcirc_{3 \leq i \leq 2 n+2}^{+}\left(C^{-} \circ C_{i}^{+} \circ C^{-} \circ G^{-} \circ D^{-} \circ D_{i}^{+} \circ D^{-}\right) \\
& \circ C^{-} \circ C_{2 n+3}^{+} \circ C^{-} \circ G^{-} \circ D^{-} \circ D_{2 n+3}^{+}
\end{aligned}
$$

where $P_{i}$ and $Q_{i}$ are points on $B^{-} G^{-}$so that, for all $1 \leq i \leq n$, the subtrajectory from $A_{2 i-1,1}^{+}$to $D_{2 i+3}^{+}$has total length $\lambda$, for some constant $\lambda$. Define $T=T_{1} \circ D^{-} \circ T_{2}$. Define $m=2 n W+2$. Define $\ell=\lambda-\delta$. Recall that $d=\left\|r \operatorname{cis} \pi-r^{\prime} \operatorname{cis} \phi\right\|$. Then our constructed instance is $(T, m, \ell, d)$.

We show that $B_{i}, E_{i}, G_{j}$ and $K_{j}$ are well defined in Section 2.6.2, and show that $P_{i}$ and $Q_{i}$ are well defined in Section 2.6.4. Once we show that these points are indeed well defined, we would complete the Step 1 our reduction.

### 2.6.2 Points $B_{i}, E_{i}, G_{j}$ and $K_{j}$ are well defined

In order to show that points $B_{i}, E_{i}, G_{j}$ and $K_{j}$ are well defined, we start with a useful lemma. Given a point $P$ and a segment, the lemma constructs a point $X$ on the segment so that the distance from $P$ to $X$ is exactly $d$.

Lemma 35. Suppose $P, A, B$ are arbitrary points in the plane and let $d$ be a given constant. Suppose further that $|P A|<d<|P B|$. Then there exists a point $X$ on the segment $A B$ so that $|P X|=d$.

Proof. As $X$ varies along the segment $A B$, the distance of $P$ to $X$ is a continuous function. This function starts at a value less than $d$ (when $X=A$ ) and ends at a value greater than $d$ (when $X=B$ ). By the intermediate value theorem, there is a point so that $|P X|=d$.

Next, we apply this lemma repeatedly to show that $B_{i}, E_{i}, G_{j}$ and $K_{j}$ are well defined.
Lemma 36. The points $B_{i}, C_{i}, E_{j}$ and $G_{j}$ are well defined.
Proof. Let $O$ be the origin. The points $B_{i}$ and $C_{i}$ can be shown to be well defined in a similar way, so we focus only on $B_{i}$. The definition of $B_{i}$ is $b_{i} \operatorname{cis}(\pi+4 W+6 \cdot \phi)$ so that $\left\|I_{i} B_{i}\right\|=d$. Let $B^{+}=r^{\prime} \operatorname{cis}(\pi+4 W+6 \cdot \phi)$. To show that $B_{i}$ is well defined, we apply Lemma 35 on segment $O B^{+}$. We know $\left\|I_{i} O\right\|<r<d$, and $\left\|I_{i} B^{+}\right\|>\left\|O B^{+}\right\|>r^{\prime}>d$ since $\angle I_{i} O B^{+}>\frac{\pi}{2}$. Therefore, there exists a point $B_{i}$ on $O B^{+}$so that $\left\|I_{i} B_{i}\right\|=d$.

The points $E_{j}$ and $G_{j}$ can be shown to be well defined in a similar way, so we focus only on $E_{j}$. For $E_{j}$, we first show that $M_{j}$ is well defined, then we show $E_{j}$ is well defined. To show that $M_{j}$ is well defined, we apply Lemma 35 on segment $D E$. We know $\left\|D L_{j}^{+}\right\|>\left\|D D^{-}\right\|=$ $d$, and $\left\|E L_{j}^{+}\right\|<\left\|E D^{+}\right\|=d$. Hence, there exists $M_{j}$ on $D E$ so that $\left\|M_{j} L_{j}^{+}\right\|=d$. Let $E^{+}=r^{\prime} \operatorname{cis}(\pi+\phi)$. To show that $E_{j}$ is well defined, we apply Lemma 35 on segment $O E^{+}$. We know $\left\|M_{j} O\right\|<r<d$, and $\left\|M_{j} E^{+}\right\|>\left\|O E^{+}\right\|>r^{\prime}>d$ since $\angle M_{j} O E^{+}>\frac{\pi}{2}$. Therefore, there exists a point $E_{j}$ so that $\left\|E_{j} M_{j}\right\|=d$.

### 2.6.3 Antipodal property

Similar to our first key component in Section 2.3.2, the subtrajectories $T_{1}$ and $T_{2}$ are constructed in such a way that most points are within distance $d$ of one another, whereas a few pairs of points are of distance greater than $d$ from one another. The pairs of points with distance greater than $d$ are called antipodes, which we list in our definition below.

Definition 37. Define the following pairs of vertices of $T$ to be antipodes: $\left(A_{i, u}^{+}, A_{h, u}\right)$, $\left(B_{i}^{+}, B_{k, h}\right),\left(C_{i}^{+}, C\right),\left(D^{+}, D\right),\left(E_{j}^{+}, E\right),\left(F_{j, u}^{+}, F_{h, u}\right),\left(G_{j}^{+}, G\right)$, and $\left(v^{+}, H_{u}\right)$, where $u \in$ $\{1,2\}$ and $v^{+}$is any vertex of $T_{2}$.

Next, we prove that these antipodes have distance greater than $d$ from one another, and are the only such pairs with this property.

Lemma 38. Suppose $v$ is a vertex of $T_{1}$ and $v^{+}$is a vertex of $T_{2}$, so that the distance between $v^{+}$and $v$ is greater than $d$. Then $v^{+}$and $v$ are antipodes.

Proof. Note that if $v=H_{u}$ for some $u \in\{1,2\}$, then we immediately get that $v^{+}$and $v$ are antipodes. So for the remainder of this proof we assume $v \neq H_{u}$.

Let $O$ be the origin. We will show that $v^{+}, O$ and $v$ are collinear, in that order. Suppose the contrary. Then $\angle v^{+} O v \leq \pi-\phi$, since all vertices in our construction lie on rays emanating from the origin that are $\phi$ radians apart. Now, $\|O v\| \leq r,\left\|O v^{+}\right\| \leq r^{\prime}$ and $\angle v^{+} O v \leq \pi-\phi$. Therefore, $\left\|v^{+} v\right\| \leq\left\|r \operatorname{cis} \pi-r^{\prime} \operatorname{cis} \phi\right\|=d$, which is a contradiction. Hence, $v^{+}, O, v$ are collinear, in that order. Moreover, $\left\|v^{+} v\right\|>d$. The only pairs of vertices $\left(v^{+}, v\right)$ satisfying these two properties are the antipodes listed in Definition 37.

In the next lemma, we prove a useful property of antipodal pairs. In Section 2.6 .5 we will use this useful property to prove that $F_{d}\left(T_{2}, T_{1}\right)$ consists of mostly free-space, with small regions of non-free space, and that each region of non-free space is associated with an antipodal pair.

Lemma 39. Suppose $a$ is a point on $T_{1}$ and $b$ is a point on $T_{2}$, not necessarily vertices. Suppose that $|a b|>d$. Then there exists an endpoint $E_{a}$ of the segment containing a, and an endpoint $E_{b}$ of the segment containing b, so that $\left(E_{b}, E_{a}\right)$ are antipodes.

Proof. Suppose for the sake of contradiction that there does not exist an endpoint of the segment containing $a$ and an endpoint of the segment containing $b$ that are antipodes. Let $a$ be on $a_{1} a_{2}$ and $b$ be on $b_{1} b_{2}$. Since none of $\left(a_{u}, b_{w}\right)$ are antipodes for $1 \leq u, w \leq 2$, we have by Lemma 38 that $\left\|a_{u} b_{w}\right\| \leq d$. The distance of point $a_{1}$ to $b_{1} b_{2}$ is maximised at the endpoints $b_{1}$ or $b_{2}$. So $\left\|a_{1} b\right\| \leq d,\left\|a_{2} b\right\| \leq d$. But now, the distance of point $b$ to $a_{1} a_{2}$ is maximised at the endpoints. So $\|a b\| \leq d$. This contradiction means that our initial assumption cannot hold, and there is a pair of endpoints $\left(E_{b}, E_{a}\right)$ which are antipodes.

### 2.6.4 Subtrajectory length property

There are two aims of this subsection. First, we complete the Step 1 our reduction by showing that the points $P_{i}$ and $Q_{i}$ are indeed well defined. Second, we identify the critical points $J_{2 i-1, j}^{+}$and $L_{2 i+3, j}^{+}$for $1 \leq i, j \leq 2 n+1$, and define a reference subtrajectory from $s$ to $t$ so that $l_{s}$ passes through $J_{2 i-1, j}^{+}$and $l_{t}$ passes through $L_{2 i+3, j}^{+}$. We show that there are $O\left(n^{2}\right)$ reference subtrajectories of this form, and that each of these reference subtrajectories have Euclidean length equal to $\ell$.

We start with the first aim of this subsection, that is to show that $P_{i}$ and $Q_{i}$ are well defined. The main lemma for this is Lemma 41. Recall that $P_{i}$ and $Q_{i}$ are points on $B^{-} G^{-}$ so that, for all $1 \leq i \leq n$, the subtrajectory from $A_{2 i-1,1}^{+}$to $D_{2 i+3}^{+}$has total length $\lambda$, for some constant $\lambda$. We first show a useful lemma that we will use to prove the main lemma.

Lemma 40. Suppose $A$ and $B$ are arbitrary points in the plane and $\lambda$ is a positive real satisfying $|A B|<\lambda<7 \cdot|A B|$. Then there exist points $P$ and $Q$ on $A B$ so that the curve $A \circ \bigcirc_{1 \leq u \leq 3}(P \circ Q) \circ B$ has total length $\lambda$.

Proof. Start with $P=Q=A$. At first, the total length of $A \circ \bigcirc_{1 \leq u \leq 3}(P \circ Q) \circ B$ is $|A B|$. Now, move $P$ continuously from $A$ to $B$. When $P$ reaches $B$, the total length is $7|A B|$. By the intermediate value theorem, there is a position of $P$ so that the total length of $A \circ \bigcirc_{1 \leq u \leq 3}(P \circ Q) \circ B$ is $\lambda$.

Now we are ready to prove the main lemma.
Lemma 41. The points $P_{i}$ and $Q_{i}$ are well defined for $1 \leq i, j \leq 2 n+1$.
Proof. Define $P_{2 n+1}=Q_{2 n+1}=B^{-}$. Similarly, define $P_{2 n}=Q_{2 n}=P_{2 n-1}=Q_{2 n-1}=B^{-}$. Define $\lambda$ to be the length of the subtrajectory from $A_{2 n-1,1}^{+}$to $D_{2 n+3}^{+}$. We define $P_{i}$ and $Q_{i}$ inductively, starting at $i=2 n-1$ and working down to $i=1$, so that the subtrajectory from $A_{2 i-1,1}^{+}$to $D_{2 i+3}^{+}$has length $\lambda$. In the base case of $i=2 n-1$, the subtrajectory has length $\lambda$ by definition.

In the inductive case, assume that the subtrajectory from $A_{2 i+1,1}^{+}$to $D_{2 i+5}^{+}$has length $\lambda$. We would like to define $P_{i}$ and $Q_{i}$ so that the subtrajectory from $A_{2 i-1,1}^{+}$to $D_{2 i+3}^{+}$ also has length $\lambda$. This is equivalent to the subtrajectory from $A_{2 i-1,1}^{+}$to $A_{2 i+1,1}^{+}$and the subtrajectory from $D_{2 i+3}^{+}$to $D_{2 i+5}^{+}$having the same length. We will approximate the lengths of these subtrajectories, and show that $P_{i}$ and $Q_{i}$ can be defined using Lemma 40 to make the subtrajectories the same length.

First, we approximate the length of the subtrajectory from $A_{2 i-1,1}^{+}$to $A_{2 i+1,1}^{+}$. We ignore $P_{i}$ and $Q_{i}$ initially, and add its contribution later. The length is dominated by the distances between the vertices $A_{2 i-1, u}^{+}$for $1 \leq u \leq 2 W-1, B_{2 i-1}^{+}, G_{2 i-1}^{+}, A_{2 i, u}^{+}$for $1 \leq u \leq 2 W-1$, $B_{2 i}^{+}, G_{2 i}^{+}$and finally $A_{2 i+1, u}^{+}$. Formally, we can set $r^{\prime} \gg r$ so that $\delta$ approaches zero, so $B^{-}$is arbitrarily close to $B^{+}$. With this simplification in mind, the subtrajectory is approximately a closed loop that visits $B^{+}$twice and $G^{+}$twice. So a lower bound for the length of the subtrajectory is $4\left\|B^{+} G^{+}\right\| \approx 4 \sqrt{2} r^{\prime}$. An upper bound for the length of the subtrajectory is to replace the segments of the subtrajectory with an arc of the circle centered at the origin with radius $r^{\prime}$. This upper bound is a closed loop on the circumference that visits $B^{+}$twice and $G^{+}$twice. So an upper bound for the length of the subtrajectory is four times the arc from $B^{+}$to $G^{+}$, which is approximately $2 \pi r^{\prime}$. Let the length of $A_{2 i-1,1}^{+}$to $A_{2 i+1,1}^{+}$, ignoring the contributions of $P_{i}$ and $Q_{i}$, be $\lambda_{i}$, so that $4 \sqrt{2} r^{\prime} \leq \lambda_{i} \leq 2 \pi r^{\prime}$.

Next, we approximate the length of the subtrajectory from $D_{2 i+3}^{+}$to $D_{2 i+5}^{+}$. The length is dominated by the distances between the vertices $D^{+}, G^{-}, C^{+}, G^{-}, D^{-}, G^{-}, C^{+}, G^{-}$ and back to $D^{+}$. The length of this closed loop is approximately $8\left\|D^{+} G^{-}\right\|=8 \sqrt{2} r^{\prime}$.

Now we use the same idea as Lemma 40. Start with $P_{i}=Q_{i}=B^{-}$. Then the length of the subtrajectory from $A_{2 i-1,1}^{+}$to $A_{2 i+1,1}^{+}$is simply $\lambda_{i}$. Now, move $P_{i}$ continuously from $B^{-}$ to $G^{-}$. When $P_{i}$ reaches $G^{-}$, then the length of the subtrajectory from $A_{2 i-1,1}^{+}$to $A_{2 i+1,1}^{+}$ is $\lambda_{i}+6\left|B^{-} G^{-}\right| \approx \lambda_{i}+6 \sqrt{2} r^{\prime}$. Therefore, as $P_{i}$ moves continuously, the initial length of $A_{2 i-1,1}^{+}$to $A_{2 i+1,1}^{+}$is at most $2 \pi r^{\prime}$, and its final length is at least $10 \sqrt{2} r^{\prime}$. By the intermediate
value theorem, there exists a position of $P_{i}$ so that the lengths of the subtrajectories from $A_{2 i-1,1}^{+}$to $A_{2 i+1,1}^{+}$and from $D_{2 i+3}^{+}$to $D_{2 i+5}^{+}$are the same.

Now that all points in the construction are well defined, we have completed the first aim of this subsection. Next, we focus on the second aim of this subsection, which is to identify critical points $J_{2 i-1, j}^{+}$and $L_{2 i+3, j}^{+}$.

To help us define the critical points $J_{2 i-1, j}^{+}$and $L_{2 i+3, j}^{+}$, we add subscripts to the vertices of $T$, without modifying the trajectory $T$. For example, for the vertex $G$, we let $G_{k, h}$ denote the $(k W+k+h)^{t h}$ time $G$ appears in $T$. This subscripted version of the trajectory $T$ is given as follows:

$$
\begin{aligned}
& T= \bigcirc_{1 \leq k \leq n}\left(\bigcirc \bigcirc _ { 1 \leq h \leq W } \left(G_{k, h} \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(A_{k, h, u}\right) \circ B_{k, h} \circ C_{k, h, 1} \circ D_{k, h, 1} \circ C_{k, h, 2} \circ D_{k, h, 2}\right.\right. \\
&\left.\circ E_{k, h} \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(F_{k, h, u}\right)\right) \\
& \circ G_{k, W+1} \bigcirc 1 \leq u \leq 2 W+1 \\
&\left.\circ A_{k, W+1,2} \circ C_{k, W+1,3} \circ H_{k, 1} \circ H_{k, 2}\right) \circ D_{0}^{-} \\
& \circ \bigcirc_{1 \leq i \leq 2 n+1}\left(G_{i, 1}^{-} \circ G_{i, 1}^{+} \circ G_{i, 1}^{-} \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(A_{i, u}^{-} \circ A_{i, u}^{+} \circ A_{i, u}^{-}\right) \circ B_{i}^{-} \circ B_{i}^{+} \circ B_{i}^{-}\right. \\
&\left.\circ \bigcirc_{1 \leq u \leq 3}\left(P_{i, u} \circ Q_{i, u}\right)\right) \\
& \circ \bigcirc_{1 \leq j \leq 2 n}\left(E_{j}^{-} \circ E_{j}^{+} \circ E_{j}^{-} \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(F_{j, u}^{-} \circ F_{j, u}^{+} \circ F_{j, u}^{-}\right) \circ G_{j, 2}^{-} \circ G_{j, 2}^{+} \circ G_{j, 2}^{-}\right) \\
& \circ C_{1}^{-} \circ C_{1}^{+} \circ C_{1}^{-} \circ D_{1}^{-} \circ D_{1}^{+} \circ D_{1}^{-} \circ C_{2}^{-} \circ C_{2}^{+} \circ C_{2}^{-} \circ D_{2}^{-} \circ D_{2}^{+} \circ D_{2}^{-} \circ H_{1}^{-} \\
& \circ E_{2 n+1}^{-} \circ E_{2 n+1}^{+} \circ E_{2 n+1}^{-} \circ \bigcirc_{1 \leq u \leq 2 W+1}\left(F_{2 n+1, u}^{-} \circ F_{2 n+1, u}^{+} \circ F_{2 n+1, u}^{-}\right) \circ G_{2 n+1,2}^{-} \circ G_{2 n+1,2}^{+} \\
& \circ G_{2 n+1,2}^{-} \circ \bigcirc_{3 \leq i \leq 2 n+3}\left(C_{i}^{-} \circ C_{i}^{+} \circ C_{i}^{-} \circ G_{i, 3}^{-} \circ D_{i}^{-} \circ D_{i}^{+} \circ D_{i}^{-} \circ G_{i, 4}^{-}\right) \\
& \circ C_{2 n+3}^{-} \circ C_{2 n+3}^{+} \circ C_{2 n+3}^{-} \circ G_{2 n+3,3}^{-} \circ D_{2 n+3}^{-} \circ D_{2 n+3}^{+}
\end{aligned}
$$

Now we can define the critical points $J_{2 i-1, j}^{+}$and $L_{2 i+3, j}^{+}$on the re-indexed trajectory. Recall from Section 2.6.1 that $J_{j}^{+}=\left(r^{\prime}-\frac{j}{2 n+2} \delta\right) \operatorname{cis}(\pi+(2 W+4) \cdot \phi)$ is a point on $A_{1}^{-} A_{1,1}^{+}$. Similarly, $L_{j}^{+}=\left(r^{\prime}-\frac{2 n+4-j}{2 n+2} \delta\right) \operatorname{cis}(\pi)$ is a point on $D^{-} D_{1}^{+}$. Define $J_{2 i-1, j}^{+}$to coincide with $J_{j}^{+}$in the complex plane, so that $A_{2 i-1,1}^{+}, J_{2 i-1, j}^{+}$and $A_{2 i-1,1}^{-}$are in that order along the trajectory $T$. Similarly, define $L_{2 i+3, j}^{+}$to coincide with $L_{j}^{+}$in the complex plane, so that $D_{2 i+3}^{-}, L_{2 i+3, j}^{+}$and $D_{2 i+3}^{+}$are in that order along the trajectory $T$.

Clearly, there are $n^{2}$ pairs of critical points $J_{2 i-1, j}^{+}$and $L_{2 i+3, j}^{+}$. By considering the reference subtrajectory from $s$ to $t$ so that $l_{s}$ passes through $J_{2 i-1, j}^{+}$, and $l_{t}$ passes through $L_{2 i+3, j}^{+}$, we obtain the $n^{2}$ reference subtrajectories that are mentioned our third key component in Section 2.3.2. It suffices to show that if we pick $l_{s}$ and $l_{t}$ in this way, then all $n^{2}$ reference subtrajectories have Euclidean length equal to $\ell$.

Lemma 42. For all $1 \leq i, j \leq n$, the length of the subtrajectory from $J_{2 i-1,2 j-1}^{+}$to $L_{2 i+3,2 j+1}^{+}$is $\ell$.

Proof. We already have that the subtrajectory from $A_{2 i-1,1}^{+}$to $D_{2 i+3}^{+}$has length $\lambda$, for all $1 \leq i \leq n$. The distance from $A_{2 i-1,1}^{+}$to $J_{j}^{+}$is $\frac{2 j-1}{2 n+2} \delta$. The distance from $L_{j}^{+}$to $D_{2 n+3}^{+}$ is $\frac{2 n+4-2 j-1}{2 n+2} \delta$. Therefore, the length of the subtrajectory from $J_{j}^{+}$to $L_{j}^{+}$is $\lambda-\frac{2 j-1}{2 n+2} \delta-$ $\frac{2 n+4-2 j-1}{2 n+2} \delta=\lambda-\delta=\ell$ as required.

This completes the second aim of this subsection. We also show one last property of the free space diagram $F_{d}(T, T)$. In particular, we show that $l_{s}$ and $l_{t}$ cannot be between the vertical lines through the $x$-coordinates corresponding to $H_{k, 1}$ and $H_{k+1,2}$. It involves modifying the construction of the base case in Lemma 41.

Lemma 43. For all $1 \leq k \leq n$, the length of the subtrajectory from $H_{k, 1}$ to $H_{k+1,2}$ is less than $\ell$.

Proof. Consider the subtrajectory from $H_{k, 1} H_{k+1,2}$. All points on this subtrajectory, other than $H_{k, 1}, H_{k, 2}, H_{k+1,1}$ and $H_{k+1,2}$ lie within a circle of radius $r$ centered at the origin. We can set $r^{\prime}$ to be arbitrarily large relative to $r$, so that the length of the subtrajectory is dominated by the distances between the origin, $H_{k, 1}, H_{k, 2}, H_{k+1,1}$ and $H_{k+1,2}$. Therefore, the length of the subtrajectory is at most $40 r^{\prime}$, ignoring terms involving $r$. It suffices to show that $\ell>40 r^{\prime}$.

Recall that the subtrajectory from $A_{2 n-1,1}^{+}$to $D_{2 n+3}^{+}$is defined to have length $\lambda=\ell+\delta$. Recall that for all $1 \leq i \leq 2 n+3, P_{i}$ and $Q_{i}$ were defined so that the subtrajectory from $A_{2 i-1,1}^{+}$to $D_{2 i+3}^{+}$also has length $\lambda$. We will modify the subtrajectory $A_{2 n-1,1}^{+}$to $D_{2 n+3}^{+}$so that $\lambda>41 r^{\prime}$, and therefore, $\ell>40 r^{\prime}$.

To do this, instead of initialising our induction in Lemma 41 with $P_{2 n+1}=Q_{2 n+1}=B^{-}$ we place $P_{2 n+1}$ and $Q_{2 n+1}$ at $B^{-}$and $G$ - respectively. Moreover, instead of placing three copies of each of $P_{2 n+1}$ and $Q_{2 n+1}$, we place 41 copies. Each subtrajectory $P_{2 n+1} \circ Q_{2 n+1} \circ$ $P_{2 n+1}$ has length at least $r^{\prime}$, so $\lambda>41 r^{\prime}$, as required.

### 2.6.5 Free space diagram

In this section, we describe the free space diagram $F_{d}(T, T)$, in other words, the free space diagram between the trajectory $T$ and itself, with distance parameter $d$. We use the antipodal property in Section 2.6 .3 to show that our free space diagram is mostly free space, with regions of non-free space associated with antipodal pairs.

We begin with the following definition. For any pair of points $x$ and $y$ on the trajectory $T$, not necessarily vertices of $T$, define $f(x, y)$ to be the point in $F_{d}(T, T)$ with $x$-coordinate associated with point $x$ and $y$-coordinate associated with point $y$. We introduce the following notation to describe the regions of non-free space in the free space diagram.

Definition 44. Suppose $f(x, y)$ is not in the free space of $F_{d}(T, T)$. Define $\diamond(x, y)$ to be the region of non-free space that contains $f(x, y)$.

Next, we show the non-free space $\diamond(x, y)$ is always associated with an antipodal pair.
Lemma 45. All regions of non-free space in $F_{d}\left(T_{2}, T_{1}\right)$ are $\diamond\left(v^{+}, v\right)$ where the pair $\left(v^{+}, v\right)$ are antipodes.

Proof. Suppose $f(x, y)$ is not in free space. Then by Lemma 39, there exists an endpoint of the segment containing $x$ and an endpoint of the segment containing $y$ that are antipodes. Let $\left(v^{+}, v\right)$ be this pair of antipodes. Let $x$ be on the segment $v^{-} v^{+}$and let $y$ be on the segment $u v$. We can verify that for all $\left(v^{+}, v\right)$ that are antipodes in construction in Section 2.6.1, by moving from $v^{-}$to $v^{+}$we move further away from (any points on) segment $u v$, and similarly, by moving from $u$ to $v$ we move further away from (any point on) segment $v^{-} v^{+}$.

Using this fact, we can prove that desired lemma. Since $f(x, y)$ is in non-free space, we have $\|x y\|>d$. By moving from $x$ to $v^{+}$, we move further away from $y$, which is on
$u v$. Hence, $\left\|v^{+} y\right\|>d$, and all points between $f(x, y)$ and $f\left(v^{+}, y\right)$ are in non-free space. Finally, by moving from $y$ to $v$, we move further away from $v^{+}$. Hence, all points between $f\left(v^{+}, y\right)$ and $f\left(v^{+}, v\right)$ are non-free space. Therefore, we have constructed a path of non-free space connecting $f(x, y)$ and $f\left(v^{+}, v\right)$, so $f(x, y)$ must be contained in $\diamond\left(v^{+}, v\right)$.

Now we show that the non-free space $\diamond\left(v^{+}, v\right)$ is in fact a diamond. In particular, it is diamond shaped, with concave (inwards-curved) sides. See Figure 2.22.


Figure 2.22: $\diamond\left(v^{+}, v\right)$ is diamond shaped, with concave (inwards-curved) sides.

Lemma 46. Suppose $\left(v^{+}, v\right)$ are antipodes, $v \neq H_{u, 1}$ and $v \neq H_{u, 2}$ for any $1 \leq u \leq n$. Then $\diamond\left(v^{+}, v\right)$ is diamond shaped, with concave (inwards-curved) sides. Moreover, the $x$ coordinates spanned by $\diamond\left(v^{+}, v\right)$ corresponds to a subset of the neighbouring segments of $v^{+}$; the $y$-coordinates spanned by $\diamond\left(v^{+}, v\right)$ corresponds to a subset of the neighbouring segments of $v$.

Proof. Lemma 39 immediately implies that the $x$ and $y$-coordinates of $\diamond\left(v^{+}, v\right)$ is spanned by the neighbouring segments of $v^{+}$and $v$ respectively. It suffices to show that the shape of this non-free space is diamond shaped, with concave (inwards-curved) sides.

Draw a vertical line $\diamond\left(v^{+}, v\right)$ through the $x$-coordinate $v^{+}$, and a horizontal line through the $y$-coordinate $v$. This divides $\diamond\left(v^{+}, v\right)$ into four quadrants. We will show that each quadrant consists of a continuous, $x y$-monotone side. Then we will show that the sides are concave.

Let the neighbouring segments of $v^{+}$in $T_{2}$ be $v^{-} v^{+}$and $v^{+} v^{-}$. Let the neighbouring segments of $v$ in $T_{1}$ be $u v$ and $v w$. We can verify that for all $\left(v^{+}, v\right)$ that are antipodes in our construction, that the point $v^{-}$is strictly closer to $u, v, w$ than $v^{+}$. We can also verify for all antipodes that $u$ and $w$ are closer to $v^{+}$than $v$.

Let us focus on the top right quadrant. This is the free space with $x$-coordinates associated with the segment $v^{+} v^{-}$, and $y$-coordinates associated with the segment $v w$. Along the edge $v^{+} v^{-}$, the distance to any fixed point on $v w$ is strictly increasing. Similarly, along the edge $v w$, the distance to any fixed point on $v^{+} v^{-}$is strictly increasing. Therefore, the boundary of $\diamond\left(v^{+}, v\right)$, which is the set of all $x \in v^{+} v^{-}$and $y \in v w$ so that $\|x y\|=d$, is a continuous curve starting at the same $y$-coordinate as $v^{+}$, and moving down and to the right. This gives one of the four curved sides of the diamond. Moreover, we know that in the free space diagram, the free space must be the intersection of an ellipse with the cell.

Hence, this $x y$-monotone side is concave, inward-facing, and the boundary of an ellipse. Repeating this for all four quadrants gives the four continuous, $x y$-monotone and concave (inwards-curved) sides of $\diamond\left(v^{+}, v\right)$.

Finally, we describe the free space and non-free space on the vertical line through the $x$-coordinate associated with the point $H_{k, 2}$ for some $1 \leq k \leq n$. We the vertical line alternates between free and non-free space, where the free space corresponds with $H_{u, 2}$ for some $u$, as shown in Figure 2.23.


Figure 2.23: An example of the vertical line from $H_{k, 2}$ passing through alternating regions of free and non-free space, where $k=2$ and $n=5$.

Lemma 47. Consider the vertical line in the free space diagram $F_{d}(T, T)$ with $x$-coordinate corresponding to $H_{k, 2}$. This vertical line consists of alternating regions of free space and non-free space, with $n$ regions of contiguous free space and $n+1$ regions of contiguous non-free space. Moreover, each of the $n$ regions of contiguous free space contains the point $f\left(H_{k, 2}, H_{u, 2}\right)$ for some $1 \leq u \leq n$.

Proof. Consider the vertices of $T$. Divide the vertices into two sets, $H_{2}=\left\{H_{u, 2}\right.$ for some $1 \leq$ $u \leq n\}$, and the other vertices $T \backslash H_{2}$. For all $v \in T \backslash H_{2}$, the vertex $v$ is within the ball of radius $4 r^{\prime}$ centered at the original, so the distance from $v$ to $H_{k, 2}$ is greater than $d$. However, for all $v \in H_{2}$, the distance from $v$ to $H_{k, 2}$ is zero.

Let $x$ be an arbitrary point on $T$. If $x$ is on a segment where both endpoints are in $T \backslash H_{2}$, then $f\left(H_{k, 2}, x\right)$ is non-free space. If one of the endpoints are in $T \backslash H_{2}$, then $x$ will only be free space if it is within distance $d$ to $H_{k, 2}$. These regions of close proximity only occur when one of the endpoints is $H_{u, 2}$. So there are exactly $n$ segments of free space, and $n+1$ segments of non-free space on the vertical line with $x$-coordinate $H_{k, 2}$.

This completes Step 2 of our reduction, that is, to prove the various useful properties of the free space diagram $F_{d}(T, T)$. For the remainder of this chapter, we will focus on Step 3, to use the properties of the free space diagram $F_{d}(T, T)$ to prove that $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a YES instance if and only if $(T, m, \ell, d)$ is a YES instance.

### 2.6.6 Paths in free space

In the following section (Section 2.6.7), we will show that if $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a YES instance for 3 OV , then $(T, m, \ell, d)$ is a YES instance for SC. This involves constructing a pair of vertical lines $l_{s}$ and $l_{t}$, and $m-1$ monotone paths from $l_{s}$ to $l_{t}$, with the property that the $m-1$ monotone paths intersect in their $y$-coordinates in at most one point, and the each of the $m-1$ monotone paths intersect with the $y$-interval from $s$ to $t$ in at most one point.

In this section, we compile a list of monotone paths, and prove their correctness. Some of these monotone paths are conditioned on one of the booleans $X_{i}[h], Y_{j}[h]$ or $Z_{k}[h]$ being equal to zero. The list of monotone paths from this section will be used extensively in the subsequent section.

To aid with our description of monotone paths in both this section and the subsequence section, we use the following notation. Suppose $\left(v^{+}, v\right)$ are antipodes, $v \neq H_{u, 1}$ and $v \neq H_{u, 2}$ for any $1 \leq u \leq n$. Define the top, bottom, left and right corners of $\diamond\left(v^{+}, v\right)$ to be $\diamond_{T}\left(v^{+}, v\right)$, $\diamond_{B}\left(v^{+}, v\right), \diamond_{L}\left(v^{+}, v\right)$ and $\diamond_{R}\left(v^{+}, v\right)$ respectively.

We say $f(x, y) \rightarrow f(w, z)$ if there is a monotone path from $f(x, y)$ to $f(w, z)$.
Lemma 48. For $1 \leq i, j, k \leq n$ and $1 \leq h \leq W$ :
(a) $\diamond_{R}\left(A_{2 i-1,1}^{+}, A_{k, h, 1}\right) \rightarrow \diamond_{T}\left(B_{2 i}^{+}, B_{k, h}\right)$,
(b) $\diamond_{R}\left(A_{2 i-1,1}^{+}, A_{k, h, 1}\right) \rightarrow \diamond_{T}\left(B_{2 i+1}^{+}, B_{k, h}\right)$ if $X_{i}[h]=0$,
$(c) \diamond_{T}\left(B_{i}^{+}, B_{k, h}\right) \rightarrow \diamond_{B}\left(C_{i+1}^{+}, C_{k, h, 1}\right)$,
(d) $\diamond_{T}\left(B_{2 i}^{+}, B_{k, h}\right) \rightarrow \diamond_{B}\left(C_{2 i+2}^{+}, C_{k, h, 1}\right)$ if $Z_{k}[h]=0$,
(e) $\diamond_{B}\left(C_{i+2}^{+}, C_{k, h, 1}\right) \rightarrow \diamond_{L}\left(D_{i+3}^{+}, D_{k, h, 1}\right)$,
(f) $\diamond_{R}\left(A_{2 i-1,1}^{+}, A_{k, h, 1}\right) \rightarrow \diamond_{L}\left(D_{2 i+3}^{+}, D_{k, h, 2}\right)$.
$(g) \diamond_{R}\left(A_{2 i-1,1}^{+}, A_{k, h, 1}\right) \rightarrow \diamond_{L}\left(D_{2 i+3}^{+}, D_{k, h, 1}\right)$ if $X_{i}[h] \cdot Z_{k}[h]=0$.
(h) $\diamond_{L}\left(A_{2 i-1,2}^{+}, A_{k, h, 2}\right) \rightarrow \diamond_{T}\left(D_{2 i+2}^{+}, D_{k, h, 2}\right)$.
(i) $\diamond_{B}\left(E_{2 j-1}^{+}, E_{k, h}\right) \rightarrow \diamond_{T}\left(G_{2 j, 2}^{+}, G_{k, h}\right)$.
$(j) \diamond_{B}\left(E_{2 j-1}^{+}, E_{k, h}\right) \rightarrow \diamond_{T}\left(G_{2 j+1,2}^{+}, G_{k, h}\right)$ if $Y_{j}[h]=0$.
$(k) \diamond_{L}\left(E_{1}^{+}, E_{k, h}\right) \rightarrow \diamond_{T}\left(G_{1,2}^{+}, G_{k, h}\right)$.
(l) $f\left(E_{1}^{+}, D_{k, h, 2}\right) \rightarrow \diamond_{T}\left(G_{2 n+1,2}^{+}, G_{k, h}\right)$.

Proof.
(a) $\diamond_{R}\left(A_{2 i-1,1}^{+}, A_{k, h, 1}\right) \rightarrow \nabla_{L}\left(A_{2 i, 1}^{+}, A_{k, h, 1}\right) \rightarrow \nabla_{L}\left(A_{2 i, 2}^{+}, A_{k, h, 2}\right) \rightarrow \ldots \rightarrow \diamond_{L}\left(A_{2 i, 2 W+1}^{+}, A_{k, h, 2 W+1}\right)$ $\rightarrow \diamond_{T}\left(B_{2 i}^{+}, B_{k, h}\right)$
(b) Since $X_{i}[h]=0$, we have that $\diamond\left(A_{2 i, 2 h}^{+}, A_{k, h, 2 h}\right)$ is non-existent by construction. Therefore, $\nabla_{T}\left(A_{2 i, 2 h-1}^{+}, A_{k, h, 2 h-1}\right) \rightarrow \diamond_{B}\left(A_{2 i, 2 h+1}^{+}, A_{k, h, 2 h+1}\right)$. Hence, we have $\nabla_{R}\left(A_{2 i-1,1}^{+}, A_{k, h, 1}\right) \rightarrow$ $\diamond_{L}\left(A_{2 i, 1}^{+}, A_{k, h, 1}\right) \rightarrow \nabla_{L}\left(A_{2 i, 2}^{+}, A_{k, h, 2}\right) \rightarrow \ldots \rightarrow \nabla_{L}\left(A_{2 i, 2 h-1}^{+}, A_{k, h, 2 h-1}\right) \rightarrow \diamond_{T}\left(A_{2 i, 2 h-1}^{+}, A_{k, h, 2 h-1}\right)$ $\rightarrow \diamond_{B}\left(A_{2 i, 2 h+1}^{+}, A_{k, h, 2 h+1}\right) \rightarrow \nabla_{L}\left(A_{2 i+1,2 h}^{+}, A_{k, h, 2 h}\right) \rightarrow \diamond_{L}\left(A_{2 i+1,2 h+1}^{+}, A_{k, h, 2 h+1}\right) \rightarrow$ $\ldots \rightarrow \diamond_{L}\left(A_{2 i+1,2 W+1}^{+}, A_{k, h, 2 W+1}\right) \rightarrow \diamond_{L}\left(B_{2 i+1}^{+}, B_{k, h}\right) \rightarrow \diamond_{T}\left(B_{2 i+1}^{+}, B_{k, h}\right)$
(c) Define $I_{i-0.5}^{+}$to be the midpoint of $I_{i}^{+} I_{i-1}^{+}$. From the definition of $I_{i}$, we have $\left\|B_{i}^{+} I_{i-0.5}^{+}\right\|<d$ and $\left\|C_{i+1}^{+} I_{i-0.5}^{+}\right\|<d$. The point $I_{i-0.5}^{+}$lies on $C B$, however, since $\varepsilon$ can be chosen to be arbitrarily small, we can place $I_{i-0.5}^{+}$on $B_{k, h} C_{k, h, 1}$ while maintaining $\left\|B_{i}^{+} I_{i-0.5}^{+}\right\|<d$ and $\left\|C_{i+1}^{+} I_{i-0.5}^{+}\right\|<d$. Let $I_{i-0.5, k, h}^{+}$be the copy of $I_{i-0.5}^{+}$on the segment $B_{k, h} C_{k, h, 1}$. Hence, $\nabla_{T}\left(B_{i}^{+}, B_{k, h}\right) \rightarrow f\left(B_{i}^{+}, I_{i-0.5, k, h}^{+}\right) \rightarrow$ $f\left(C_{i+1}^{+}, I_{i-0.5, k, h}^{+}\right) \rightarrow \diamond_{B}\left(C_{i+1}^{+}, C_{k, h, 1}\right)$.
(d) Since $Z_{k}[h]=0$, we have $B_{k, h}=B_{k, W+1}$. Let $I_{i, k, h}$ be the copy of the point $I_{i}$ on the segment $B_{k, h} C_{k, h, 1}$. Then by our definition of $I_{i}$, we have $\left\|B_{i} I_{i}\right\|=d$ and $\left\|C_{i+2} I_{i}\right\|=$ d. Hence, $\diamond_{T}\left(B_{2 i}^{+}, B_{k, h}\right)=f\left(I_{2 i}, B_{k, h}\right) \rightarrow f\left(I_{2 i}, C_{k, h, 1}\right)=\diamond_{B}\left(C_{2 i+2}^{+}, C_{k, h, 1}\right)$.
$(e) \diamond_{B}\left(C_{i+2}^{+}, C_{k, h, 1}\right) \rightarrow \diamond_{R}\left(C_{i+2}^{+}, C_{k, h, 1}\right) \rightarrow \diamond_{L}\left(C_{i+3}^{+}, C_{k, h, 1}\right) \rightarrow \diamond_{L}\left(D_{i+3}^{+}, D_{k, h, 1}\right)$.
$(f) \operatorname{By}(a), \diamond_{R}\left(A_{2 i-1,1}^{+}, A_{k, h, 1}\right) \rightarrow \diamond_{T}\left(B_{2 i}^{+}, B_{k, h}\right)$. By $(c), \diamond_{T}\left(B_{2 i}^{+}, B_{k, h}\right) \rightarrow \diamond_{B}\left(C_{2 i+1}^{+}, C_{k, h, 1}\right)$. By $(e), \diamond_{B}\left(C_{2 i+1}^{+}, C_{k, h, 1}\right) \rightarrow \diamond_{L}\left(D_{2 i+2}^{+}, D_{k, h, 1}\right)$. Putting this together, $\diamond_{R}\left(A_{2 i-1,1}^{+}, A_{k, h, 1}\right) \rightarrow$ $\diamond_{T}\left(B_{2 i}^{+}, B_{k, h}\right) \rightarrow \diamond_{B}\left(C_{2 i+1}^{+}, C_{k, h, 1}\right) \rightarrow \diamond_{L}\left(D_{2 i+2}^{+}, D_{k, h, 1}\right) \rightarrow \diamond_{L}\left(D_{2 i+3}^{+}, D_{k, h, 2}\right)$.
(g) We modify the proof of (f) in the case where $X_{i}[h] \cdot Z_{k}[h]=0$. If $X_{i}[h]=0$, we replace (a) with (b) to yield $\diamond_{R}\left(A_{2 i-1,1}^{+}, A_{k, h, 1}\right) \rightarrow \diamond_{T}\left(B_{2 i+1}^{+}, B_{k, h}\right) \rightarrow \diamond_{B}\left(C_{2 i+2}^{+}, C_{k, h, 1}\right) \rightarrow$ $\diamond_{L}\left(D_{2 i+3}^{+}, D_{k, h, 1}\right)$. If $Z_{k}[h]=0$, we replace (c) with $(d)$ to yield $\diamond_{R}\left(A_{2 i-1,1}^{+}, A_{k, h, 1}\right) \rightarrow$ $\diamond_{T}\left(B_{2 i}^{+}, B_{k, h}\right) \rightarrow \diamond_{B}\left(C_{2 i+2}^{+}, C_{k, h, 1}\right) \rightarrow \diamond_{L}\left(D_{2 i+3}^{+}, D_{k, h, 1}\right)$.
$(h) \diamond_{L}\left(A_{2 i-1,2}^{+}, A_{k, h, 2}\right) \rightarrow \diamond_{T}\left(B_{2 i-1}^{+}, B_{k, h}\right) \rightarrow \diamond_{B}\left(C_{2 i}^{+}, C_{k, h, 1}\right) \rightarrow \diamond_{L}\left(D_{2 i+1}^{+}, D_{k, h, 1}\right) \rightarrow$ $\diamond_{L}\left(D_{2 i+2}^{+}, D_{k, h, 2}\right)$.
(i) $\diamond_{B}\left(E_{2 j-1}^{+}, E_{k, h}\right) \rightarrow \diamond_{L}\left(E_{2 j-1}^{+}, E_{k, h}\right) \rightarrow \diamond_{L}\left(E_{2 j}^{+}, E_{k, h}\right) \rightarrow \diamond_{L}\left(F_{2 j, 1}^{+}, F_{k, h, 1}\right) \rightarrow \diamond_{L}\left(F_{2 j, 2}^{+}, F_{k, h, 2}\right)$ $\rightarrow \ldots \rightarrow \diamond_{L}\left(F_{2 j, 2 W+1}^{+}, F_{k, h, 2 W+1}\right) \rightarrow \diamond_{T}\left(G_{2 j, 2}^{+}, G_{k, h}\right)$
(j) Since $Y_{k}[h]=0$, we have that $\diamond\left(F_{2 j, 2 h}^{+}, F_{k, h, 2 h}\right)$ is non-existent. Therefore, $\diamond_{T}\left(F_{2 j, 2 h-1}^{+}, F_{k, h, 2 h-1}\right)$ $\rightarrow \diamond_{B}\left(F_{2 j, 2 h-1}^{+}, F_{k, h, 2 h-1}\right)$. Hence, $\diamond_{B}\left(E_{2 j-1}^{+}, E_{k, h}\right) \rightarrow \diamond_{L}\left(E_{2 j-1}^{+}, E_{k, h}\right) \rightarrow \diamond_{L}\left(E_{2 j}^{+}, E_{k, h}\right) \rightarrow$ $\diamond_{L}\left(F_{2 j, 1}^{+}, F_{k, h, 1}\right) \rightarrow \diamond_{L}\left(F_{2 j, 2}^{+}, F_{k, h, 2}\right) \rightarrow \ldots \rightarrow \diamond_{L}\left(F_{2 j, 2 h-1}^{+}, F_{k, h, 2 h-1}\right) \rightarrow \diamond_{T}\left(F_{2 j, 2 h-1}^{+}, F_{k, h, 2 h-1}\right)$ $\rightarrow \diamond_{B}\left(F_{2 j, 2 h-1}^{+}, F_{k, h, 2 h-1}\right) \rightarrow \diamond_{L}\left(F_{2 j+1,2 h}^{+}, F_{k, h, 2 h}\right) \rightarrow \diamond_{L}\left(F_{2 j+1,2 h+1}^{+}, F_{k, h, 2 h+1}\right) \rightarrow$ $\ldots \rightarrow \diamond_{L}\left(F_{2 j+1,2 W+1}^{+}, F_{k, h, 2 W+1}\right) \rightarrow \diamond_{T}\left(G_{2 j+1,2}^{+}, G_{k, h}\right)$
$(k) \diamond_{L}\left(E_{1}^{+}, E_{k, h}\right) \rightarrow \diamond_{L}\left(F_{1,1}^{+}, F_{k, h, 1}\right) \rightarrow \diamond_{L}\left(F_{1,2}^{+}, F_{k, h, 2}\right) \rightarrow \ldots \rightarrow \diamond_{L}\left(F_{1,2 W+1}^{+}, F_{k, h, 2 W+1}\right) \rightarrow$ $\diamond_{T}\left(G_{1,2}^{+}, G_{k, h}\right)$
(l) $f\left(E_{1}^{+}, D_{k, h, 2}\right) \rightarrow \diamond_{L}\left(D_{1}^{+}, D_{k, h, 2}\right) \rightarrow \diamond_{L}\left(E_{2 n+1}^{+}, E_{k, h}\right) \rightarrow \diamond_{L}\left(F_{2 n+1,1}^{+}, F_{k, h, 1}\right) \rightarrow \diamond_{L}\left(F_{2 n+1,2}^{+}, F_{k, h, 2}\right)$ $\rightarrow \ldots \rightarrow \diamond_{L}\left(F_{2 n+1,2 W+1}^{+}, F_{k, h, 2 W+1}\right) \rightarrow \diamond_{T}\left(G_{2 n+1,2}^{+}, G_{k, h}\right)$

### 2.6.7 YES instances

In this section, we show that if our input $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ to 3 OV is a YES instance, then our constructed instance $(T, m, \ell, d)$ for SC is a YES instance.

Since $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a YES instance, there exists a triple of integers $1 \leq \bar{i}, \bar{j}, \bar{k} \leq n$, so that for all $1 \leq h \leq W$, we have $X_{\bar{i}}[h] \cdot Y_{\bar{j}}[h] \cdot Z_{\bar{k}}[h]=0$. To show that $(T, m, \ell, d)$ is a YES instance, it suffices to construct a pair of vertical lines $l_{s}$ and $l_{t}$ in $F_{d}(T, T)$ so that, there
are $m-1$ distinct monotone paths starting at $l_{s}$ and ending at $l_{t}$, where the $y$-coordinates of any two monotone paths overlap in at most one point, and where the subtrajectory from $s$ to $t$ has length at least $\ell$. Moreover, each of the monotone paths intersect the $y$-interval from $s$ to $t$ in at most one point.

Choose the starting point $s=J_{2 \bar{i}-1,2 \bar{j}-1}^{+}$and ending point $t=L_{2 \bar{i}+3,2 \bar{j}+1}^{+}$. By Lemma 42 the subtrajectory from $s$ to $t$ has length exactly $\ell$. Next, we construct a set of $m-1=$ $2 n W+1$ monotone paths from $l_{s}$ to $l_{t}$.

Define $K_{j, k, h}$ to be the point on $G_{k, h} A_{k, h, 1}$ so that $\left\|K_{j, k, h} J_{i, j}^{+}\right\|=d$ and $\left\|K_{j, k, h} G_{2 n+2-j, 2}^{+}\right\|=$ $d$. Define $M_{j, k, h}$ to be the point on $D_{k, h, 2} E_{k, h}$ so that $\left\|M_{j, k, h} L_{i, j}^{+}\right\|=d$ and $\left\|M_{j, k, h} E_{2 n+2-j}^{+}\right\|=$ $d$. Define $M_{j, k, W+1}$ to be the point on $D_{k, W+1,2} C_{k, W+1,3}$ so that $\left\|M_{j, k, W+1} L_{i, j}^{+}\right\|=d$.

Our set of constructed paths is as follows:

- For $1 \leq k \leq n, k \neq \bar{k}, 1 \leq h \leq W$, construct $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, A_{k, h, 2}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, E_{k, h}\right)$.
- For $1 \leq k \leq n, k \neq \bar{k}, 1 \leq h \leq W$ construct $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, E_{k, h}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, A_{k, h+1,1}\right)$.
- For $k=\bar{k}, 1 \leq h \leq W, Y_{\bar{j}}[h]=0$, construct $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, K_{2 \bar{j}-1, \bar{k}, h}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, M_{2 \bar{j}+1, \bar{k}, h}\right)$.
- For $k=\bar{k}, 1 \leq h \leq W, Y_{\bar{j}}[h]=0$, construct $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, M_{2 \bar{j}+1, \bar{k}, h}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, K_{2 \bar{j}-1, \bar{k}, h+1}\right)$.
- For $k=\bar{k}, 1 \leq h \leq W, Y_{\bar{j}}^{-}[h] \neq 0$, construct $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, K_{2 \bar{j}-1, \bar{k}, h}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, C_{k, h, 2}\right)$.
- For $k=\bar{k}, 1 \leq h \leq W, Y_{\bar{j}}[h] \neq 0$, construct $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, D_{k, h, 2}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, K_{2 \bar{j}-1, \bar{k}, h+1}\right)$.
- Construct $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, K_{2 \bar{j}-1, \bar{k}, W+1}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, M_{2 \bar{j}+1, \bar{k}, W+1}\right)$

We prove the correctness of our constructed paths. First, we note that $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, K_{2 \bar{j}-1, \bar{k}, h}\right)$ and $f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, M_{2 \bar{j}+1, \bar{k}, h}\right)$ are free points since $\left\|K_{2 \bar{j}-1, k, h} J_{i, 2 \bar{j}-1}^{+}\right\|=d$ and $\left\|M_{2 \bar{j}+1, k, h} L_{i, 2 \bar{j}+1}^{+}\right\|=$ $d$, respectively. In total, we have $2 n W+1$ paths. Next, we prove that these $2 n W+1$ paths are indeed valid.

Lemma 49. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, A_{k, h, 2}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, E_{k, h}\right)$
Proof. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, A_{k, h, 2}\right) \rightarrow \diamond_{L}\left(A_{2 \bar{i}-1,2}^{+}, A_{k, h, 2}\right) \rightarrow \diamond_{T}\left(D_{2 \bar{i}+2}^{+}, D_{k, h, 2}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, E_{k, h}\right)$, where the second $\rightarrow$ in the chain is given by Lemma $48(h)$.

Lemma 50. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, E_{k, h}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, A_{k, h+1,1}\right)$
Proof. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, E_{k, h}\right) \rightarrow \diamond_{L}\left(E_{1}^{+}, E_{k, h}\right) \rightarrow \diamond_{T}\left(G_{1,2}^{+}, G_{k, h}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, A_{k, h+1,1}\right)$, where the second $\rightarrow$ in the chain is given by Lemma $48(k)$.

Lemma 51. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, K_{2 \bar{j}-1, \bar{k}, h}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, M_{2 \bar{j}+1, \bar{k}, h}\right)$
Proof. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, K_{2 \bar{j}-1, \bar{k}, h}\right) \rightarrow \nabla_{R}\left(A_{2 \bar{i}-1,1}^{+}, A_{k, h, 1}\right) \rightarrow \nabla_{L}\left(D_{2 \bar{i}+3}^{+}, D_{k, h, 2}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, M_{2 \bar{j}+1, \bar{k}, h}\right)$, where the second $\rightarrow$ in the chain is given by Lemma $48(f)$.
Lemma 52. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, M_{2 \bar{j}+1, \bar{k}, h}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, K_{2 \bar{j}-1, \bar{k}, h+1}\right)$ if $Y_{\bar{j}}[h]=0$.
Proof. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, M_{2 \bar{j}+1, \bar{k}, h}\right) \rightarrow \diamond_{B}\left(E_{2 n+1-2 \bar{j}}^{+}, E_{k, h}\right) \rightarrow \diamond_{T}\left(G_{2 n+3-2 \bar{j}, 2}^{+}, G_{k, h}\right) \rightarrow$ $f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, K_{2 \bar{j}-1, \bar{k}, h+1}\right)$, where the first $\rightarrow$ is given by $\left\|M_{2 \bar{j}+1, k, h} E_{2 n+1-2 \bar{j}}^{+}\right\|=d$, second $\rightarrow$ in the chain is given by Lemma $48(j)$, and the third $\rightarrow$ is given by $\left\|K_{2 \bar{j}-1, k, h} G_{2 n+3-2 \bar{j}, 2}^{+}\right\|=$ $d$.

Lemma 53. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, K_{2 \bar{j}-1, \bar{k}, h}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, C_{k, h, 2}\right)$ if $Y_{\bar{j}}[h] \neq 0$.

Proof. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, K_{2 \bar{j}-1, \bar{k}, h}\right) \rightarrow \diamond_{R}\left(A_{2 i-1,1}^{+}, A_{k, h, 1}\right) \rightarrow \diamond_{L}\left(D_{2 i+3}^{+}, D_{k, h, 1}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, C_{k, h, 2}\right)$, where the second $\rightarrow$ in the chain is given by Lemma $48(g)$ (note $Y_{\bar{j}}[h] \neq 0 \Longrightarrow X_{i}[h] \cdot Z_{k}[h]=$ $0)$.
Lemma 54. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, D_{k, h, 2}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, K_{2 \bar{j}-1, \bar{k}, h+1}\right)$
Proof. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, D_{k, h, 2}\right) \rightarrow f\left(E_{1}^{+}, D_{k, h, 2}\right) \rightarrow \diamond_{T}\left(G_{2 n+1,2}^{+}, G_{k, h}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, K_{2 \bar{j}-1, \bar{k}, h+1}\right)$, where the second $\rightarrow$ in the chain is given by Lemma $48(l)$.
Lemma 55. $f\left(J_{2 \bar{i}-1,2 \bar{j}-1}^{+}, K_{2 \bar{j}-1, \bar{k}, W+1}\right) \rightarrow f\left(L_{2 \bar{i}+3,2 \bar{j}+1}^{+}, M_{2 \bar{j}+1, \bar{k}, W+1}\right)$
Proof. The proof is essentially the same as the one for Lemma 51, except $h$ is set to $W+1$. One subtlety is that $M_{j, k, W+1}$ is a point on $D_{k, W+1,2} C_{k, W+1,3}$. But the same monotone path persists since $\diamond_{L}\left(D_{2 \bar{i}+3}^{+}, D_{k, W+1,2}\right)$ is the same shaped diamond as $\diamond_{L}\left(D_{2 \bar{i}+3}^{+}, D_{k, h, 2}\right)$ for $1 \leq h \leq W$.

Hence, we have $m-1$ valid monotone paths that start at $l_{s}$ and end at $l_{t}$. No pair of monotone paths overlap in $y$-coordinate in more than one point. No monotone path overlaps in $y$-coordinate with the $y$-interval from $s=J_{2 \bar{i}-1,2 \bar{j}-1}^{+}$to $t=L_{2 \bar{i}+3,2 \bar{j}+1}^{+}$. These statements are true in both the $Y_{\bar{j}}[h]=0$ and $Y_{\bar{j}}[h] \neq 0$ cases. Hence, we have shown that our constructed instance $(T, m, \ell, d)$ is a YES instance, yielding the following theorem.

Theorem 56. If our input $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a YES instance for $3 O V$, then our constructed instance $(T, m, \ell, d)$ is a YES instance for $S C$.

### 2.6.8 Cuts in free space

In the following section (Section 2.6.9), we will show that if $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a NO instance for 3OV, then $(T, m, \ell, d)$ is a NO instance for SC. This involves showing that for any pair of vertical lines $l_{s}$ and $l_{t}$, there cannot be $m-1$ monotone paths from $l_{s}$ to $l_{t}$ with the property that the $y$-coordinate of the $m-1$ monotone paths overlap in at most one point, and the $y$-coordinates of the $m-1$ monotone paths intersect with the $y$-interval from $s$ to $t$ in at most one point. In actuality, we show the contrapositive of the above statement in Section 2.6.9, but the core idea of upper bounding the number of monotone paths remains the same.

To upper bound the number of monotone paths that can exist in our free space diagram, we require a significantly different (or in fact, opposite) strategy to Sections 2.6.6. In particular, we need a way to show that, for a point $\left(s, z_{1}\right)$ on $l_{s}$ and a point $\left(t, z_{2}\right)$ on $l_{t}$, that there is no monotone path from $\left(s, z_{1}\right) \rightarrow\left(t, z_{2}\right)$. To show that there is no such monotone path, we construct a cutting sequence from $\left(s, z_{1}\right)$ to $\left(t, z_{2}\right)$. This is very similar in spirit to cuts constructed in Buchin et al.'s [42] lower bound.

First, let us define a cutting sequence. We say that $f(x, y)$ dominates $f(w, z)$ if $f(x, y)$ is strictly above and to the left of $f(w, z)$. In other words, $x>w$ and $y>z$. We say that $f(x, y)$ undermines $f(w, z)$ if $f(x, y)$ is vertically below $f(w, z)$, and the vertical segment between the two points is entirely in non-free space. We define a dominating sequence to be a sequence of points so that each point either dominates or undermines the next point in the sequence. We define a cutting sequence to be a dominating sequence where the first point dominates the second point, and the second to last point dominates the last point.

To simplify the description of our dominating and cutting sequences in this and subsequent sections, we use the following notation. Let $f(x, y)>_{d} f(w, z)$ denote that $f(x, y)$
dominates $f(w, z)$. Let $f(x, y)>_{u} f(w, z)$ denote that $f(x, y)$ undermines $f(w, z)$. Let $f(x, y)>_{d u} f(w, z)$ denote that there is a dominating sequence from $f(x, y)$ to $f(w, z)$. See Figure 2.24.


Figure 2.24: Left: $f(x, y)>_{d} f(w, z)$. Middle: $f(x, y)>_{u} f(w, z)$. Right: $f(x, y)>_{d u}$ $f(w, z)$.

With this notation in mind, we are ready to prove that if there is a cutting sequence from $f(x, y)$ to $f(w, z)$ that there cannot be a monotone path $f(x, y) \rightarrow f(w, z)$.

Lemma 57. If there is a cutting sequence from $f(x, y)$ to $f(w, z)$, then there is no monotone path from $f(x, y)$ to $f(w, z)$.

Proof. Let the cutting sequence be $f\left(x_{1}, y_{1}\right), f\left(x_{2}, y_{2}\right), \ldots, f\left(x_{i-1}, y_{i-1}\right), f\left(x_{i}, y_{i}\right)$, where $f\left(x_{1}, y_{1}\right)=f(x, y)$ and $f\left(x_{i}, y_{i}\right)=f(w, z)$. Then $f\left(x_{1}, y_{1}\right)>_{d} f\left(x_{2}, y_{2}\right)>_{d u} f\left(x_{i-1}, y_{i-1}\right)>_{d}$ $f\left(x_{i}, y_{i}\right)$. Suppose for the sake of contradiction that there is a monotone path from $f\left(x_{1}, y_{1}\right)$ to $f\left(x_{i}, y_{i}\right)$. See Figure 2.25.


Figure 2.25: A cutting sequence from $f\left(x_{1}, y_{1}\right)$ to $f\left(x_{i}, y_{i}\right)$, for $i=8$.
Since $f\left(x_{1}, y_{1}\right)>_{d} f\left(x_{2}, y_{2}\right)$, we know $f\left(x_{2}, y_{2}\right)$ is strictly below the monotone path $f\left(x_{1}, y_{1}\right) \rightarrow f\left(x_{i}, y_{i}\right)$. Since $f\left(x_{i-1}, y_{i-1}\right)>_{d}\left(x_{i}, y_{i}\right)$, we know $f\left(x_{i-1}, y_{i-1}\right)$ is strictly above the monotone path $f\left(x_{1}, y_{1}\right) \rightarrow f\left(x_{i}, y_{i}\right)$. Therefore, a dominating sequence $f\left(x_{2}, y_{2}\right)>_{d u}$ $f\left(x_{i-1}, y_{i-1}\right)$ starts below the monotone path and ends above the monotone path.

If we ignore the $y$-coordinates and focus only on the $x$-coordinates, the dominating sequence $f\left(x_{2}, y_{2}\right)>_{d u} f\left(x_{i-1}, y_{i-1}\right)$ and the monotone path $f\left(x_{1}, y_{1}\right) \rightarrow f\left(x_{i}, y_{i}\right)$ are both weakly increasing. Therefore, there must be an $x$-coordinate where the dominating sequence $f\left(x_{2}, y_{2}\right)>_{d u} f\left(x_{i-1}, y_{i-1}\right)$ crosses from being below to being above the monotone path $f\left(x_{1}, y_{1}\right) \rightarrow f\left(x_{i}, y_{i}\right)$. At this point, the dominating sequence is increasing in $y$-coordinate. Therefore, we must have an undermining step at this $x$-coordinate. However, an undermining step only traverses non-free space, so it cannot cross the monotone path. This yields a contradiction.

In this section, we compile a list of dominating sequences, and pairs of undermining points. We prove the correctness of these sequences. For now, we will not show any cutting sequences, but in Section 2.6.9, we will combine our dominating sequences and undermining points to form cutting sequences. Some of these dominating sequences are conditioned on one of the booleans $X_{i}[h], Y_{j}[h]$ or $Z_{k}[h]$ being equal to one.

For several of our dominating sequences and undermining points, we require the following additional points. Let $N_{1}, N_{2}$ and $N_{3}$ be points on $H_{1} H_{2}$ so that the points $H_{1}, N_{1}, N_{2}, N_{3}, H_{2}$ are evenly spaced. Let $N_{k, 1}, N_{k, 2}$ and $N_{k, 3}$ be the copies of $N_{1}, N_{2}$ and $N_{3}$ on the segment $H_{k, 1} H_{k, 2}$.
Lemma 58. For $1 \leq i, j, k, u \leq n$ and $1 \leq h \leq W$ :
(a) $\diamond_{B}\left(G_{1,1}^{+}, G_{k, h}\right)>_{d u} \diamond_{B}\left(C_{1}^{+}, C_{k, h, 1}\right)$
(b) $\diamond_{B}\left(C_{1}^{+}, C_{k, h, 1}\right)>_{d u} \diamond_{T}\left(G_{2 n+1,2}^{+}, G_{k, h}\right)$
(c) $\diamond_{B}\left(A_{2 i+1,1}^{+}, A_{k, h, 1}\right)>_{d u} \diamond_{T}\left(C_{2 i+3}^{+}, C_{k, h, 1}\right)$
(d) $\diamond_{B}\left(E_{1}^{+}, E_{k, h}\right)>_{d u} \diamond_{T}\left(G_{1,2}^{+}, G_{k, h}\right)$
(e) $\diamond_{B}\left(A_{2 i-1,2}^{+}, A_{k, h, 2}\right)>_{d u} \diamond_{T}\left(D_{2 i+2}^{+}, D_{k, h, 2}\right)$.
(f) $\diamond_{B}\left(A_{2 i, 1}^{+}, A_{k, h, 1}\right)>_{d u} \diamond_{T}\left(C_{2 i+2}^{+}, C_{k, h, 2}\right)$ if $X_{i}[h] \cdot Z_{k}[h]=1$.
$(g) \diamond_{B}\left(E_{2 j}^{+}, E_{k, h}\right)>_{d u} \diamond_{T}\left(G_{2 j, 2}^{+}, G_{k, h}\right)$ if $Y_{j}[h]=1$.
(h) $f\left(N_{k, 3}, G_{1,1}\right)>_{u} f\left(N_{k, 3}, N_{1,2}\right)$
(i) $f\left(H_{k, 1}, N_{u, 1}\right)>_{d u} f\left(N_{k, 3}, N_{u+1,2}\right)$
(j) $f\left(H_{k, 1}, N_{n, 1}\right)>_{u} f\left(H_{k, 1}, D_{2 n+3}^{+}\right)$
(k) $f\left(G_{1,1}^{+}, H_{k-1,1}\right)>_{u} f\left(G_{1,1}^{+}, G_{k, h}\right)$
(l) $f\left(H_{1}^{-}, H_{n, 1}\right)>_{d u} f\left(C_{3}^{+}, G_{2 n+1,2}^{+}\right)$
(m) $f\left(H_{1}^{-}, E_{2 n+1}^{+}\right)>_{u} f\left(H_{1}^{-}, D_{2 n+3}^{+}\right)$

Proof.

$$
\text { (a) } \begin{aligned}
& \diamond_{B}\left(G_{1,1}^{+}, G_{k, h}\right)>_{u} \diamond_{T}\left(G_{1,1}^{+}, G_{k, h}\right)>_{d} \diamond_{B}\left(A_{1,1}^{+}, A_{k, h, 1}\right)>_{u} \diamond_{T}\left(A_{1,1}^{+}, A_{k, h, 1}\right) \\
& >_{d} \diamond_{B}\left(A_{1,2}^{+}, A_{k, h, 2}\right)>_{u} \diamond_{T}\left(A_{1,2}^{+}, A_{k, h, 2}\right)>_{d} \ldots>_{d} \diamond_{B}\left(A_{1,2 W+1}^{+}, A_{k, h, 2 W+1}\right) \\
& >_{u} \diamond_{T}\left(A_{1,2 W+1}^{+}, A_{k, h, 2 W+1}\right)>_{d} \diamond_{B}\left(C_{1}^{+}, C_{k, h, 1}\right)
\end{aligned}
$$

(b) $\diamond_{B}\left(C_{1}^{+}, C_{k, h, 1}\right)>_{u} \diamond_{T}\left(C_{1}^{+}, C_{k, h, 1}\right)>_{d} \diamond_{B}\left(D_{1}^{+}, D_{k, h, 1}\right)>_{u} \diamond_{T}\left(D_{1}^{+}, D_{k, h, 1}\right)>_{d} \diamond_{B}\left(C_{2}^{+}, C_{k, h, 2}\right)$ $>_{u} \diamond_{T}\left(C_{2}^{+}, C_{k, h, 2}\right)>_{d} \diamond_{B}\left(D_{2}^{+}, D_{k, h, 2}\right)>_{u} \diamond_{T}\left(D_{2}^{+}, D_{k, h, 2}\right)>_{d} \diamond_{B}\left(E_{2 n+1}^{+}, E_{k, h}\right)>_{u}$ $\diamond_{T}\left(E_{2 n+1}^{+}, E_{k, h}\right)>_{d} \diamond_{B}\left(F_{2 n+1,1}^{+}, F_{k, h, 1}\right)>_{u} \diamond_{T}\left(F_{2 n+1,1}^{+}, F_{k, h, 1}\right)>_{d} \diamond_{B}\left(F_{2 n+1,2}^{+}, F_{k, h, 2}\right)>_{u}$ $\diamond_{T}\left(F_{2 n+1,2}^{+}, F_{k, h, 2}\right)>_{d} \ldots>_{d} \diamond_{B}\left(F_{2 n+1,2 W+1}^{+}, F_{k, h, 2 W+1}\right)>_{u} \diamond_{T}\left(F_{2 n+1,2 W+1}^{+}, F_{k, h, 2 W+1}\right)>_{d}$ $\diamond_{B}\left(G_{2 n+1,2}^{+}, G_{k, h+1}\right)>_{u} \diamond_{T}\left(G_{2 n+1,2}^{+}, G_{k, h+1}\right)$
(c) $\diamond_{B}\left(A_{2 i+1,1}^{+}, A_{k, h, 1}\right)>_{u} \diamond_{T}\left(A_{2 i+1,1}^{+}, A_{k, h, 1}\right)>_{d} \diamond_{B}\left(A_{2 i+1,2}^{+}, A_{k, h, 2}\right)>_{u} \diamond_{T}\left(A_{2 i+1,2}^{+}, A_{k, h, 2}\right)$ $>_{d} \ldots>_{d} \diamond_{B}\left(A_{2 i+1,2 W+1}^{+}, A_{k, h, 2 W+1}\right)>_{u} \diamond_{T}\left(A_{2 i+1,2 W+1}^{+}, A_{k, h, 2 W+1}\right)>_{d} \diamond_{B}\left(B_{2 i+1}^{+}, B_{k, h}\right)$ $>_{u} \diamond_{T}\left(B_{2 i+1}^{+}, B_{k, h}\right)>_{d} \diamond_{B}\left(C_{2 i+3}^{+}, C_{k, h, 1}\right)>_{u} \diamond_{T}\left(C_{2 i+3}^{+}, C_{k, h, 1}\right)$
(d) $\diamond_{B}\left(E_{1}^{+}, E_{k, h}\right)>_{u} \diamond_{T}\left(E_{1}^{+}, E_{k, h}\right)>_{d} \diamond_{B}\left(E_{1}^{+}, E_{k, h}\right)>_{u} \diamond_{T}\left(E_{1}^{+}, E_{k, h}\right)>_{d} \diamond_{B}\left(F_{1,1}^{+}, F_{k, h, 1}\right)$ $>_{u} \diamond_{T}\left(F_{1,1}^{+}, F_{k, h, 1}\right)>_{d} \diamond_{B}\left(F_{1,2}^{+}, F_{k, h, 2}\right)>_{u} \diamond_{T}\left(F_{1,2}^{+}, F_{k, h, 2}\right)>_{d} \ldots>_{d} \diamond_{B}\left(F_{1,2 W+1}^{+}, F_{k, h, 2 W+1}\right)$ $>_{u} \diamond_{T}\left(F_{1,2 W+1}^{+}, F_{k, h, 2 W+1}\right)>_{d} \diamond_{B}\left(G_{1,2}^{+}, G_{k, h}\right)>_{u} \diamond_{T}\left(G_{1,2}^{+}, G_{k, h}\right)$
$(e) \diamond_{B}\left(A_{2 i-1,2}^{+}, A_{k, h, 2}\right)>_{u} \diamond_{T}\left(A_{2 i-1,2}^{+}, A_{k, h, 2}\right)>_{d} \diamond_{B}\left(A_{2 i-1,3}^{+}, A_{k, h, 3}\right)>_{u} \diamond_{T}\left(A_{2 i-1,3}^{+}, A_{k, h, 3}\right)$ $>_{d} \ldots>_{d} \diamond_{B}\left(A_{2 i-1,2 W+1}^{+}, A_{k, h, 2 W+1}\right)>_{u} \diamond_{T}\left(A_{2 i-1,2 W+1}^{+}, A_{k, h, 2 W+1}\right)>_{d} \diamond_{B}\left(B_{2 i-1}^{+}, B_{k, h}\right)$ $>_{u} \diamond_{T}\left(B_{2 i-1}^{+}, B_{k, h}\right)>_{d} \diamond_{B}\left(C_{2 i+1}^{+}, C_{k, h, 1}\right)>_{u} \diamond_{T}\left(C_{2 i+1}^{+}, C_{k, h, 1}\right)>_{d} \diamond_{B}\left(D_{2 i+1}^{+}, D_{k, h, 1}\right)$ $\left.\left.\left.>_{u}\right\rangle_{T}\left(D_{2 i+1}^{+}, D_{k, h, 1}\right)>_{d}\right\rangle_{B}\left(C_{2 i+2}^{+}, C_{k, h, 2}\right)>_{u}\right\rangle_{T}\left(C_{2 i+2}^{+}, C_{k, h, 2}\right)>_{d} \diamond_{B}\left(D_{2 i+2}^{+}, D_{k, h, 2}\right)$ $>_{u} \diamond_{T}\left(D_{2 i+2}^{+}, D_{k, h, 2}\right)$
(f) Since $X_{i}[h]=1$, we have $\diamond\left(A_{2 i, 2 h}^{+}, A_{k, h, 2 h}\right)$ is non-empty. Therefore, $\diamond_{T}\left(A_{2 i, 2 h-1}^{+}, A_{k, h, 2 h}\right)>_{d}$ $\diamond_{B}\left(A_{2 i, 2 h}^{+}, A_{k, h, 2 h}\right)>_{u} \diamond_{T}\left(A_{2 i, 2 h}^{+}, A_{k, h, 2 h}\right)>_{d} \diamond_{B}\left(A_{2 i, 2 h+1}^{+}, A_{k, h, 2 h}\right)$. Since $Z_{k}[h]=1$,
$\diamond_{T}\left(B_{2 i}^{+}, B_{k, h}\right)>_{d} \diamond_{B}\left(C_{2 i+1}^{+}, C_{k, h, 1}\right)$. Now, $\diamond_{B}\left(A_{2 i, 1}^{+}, A_{k, h, 1}\right)>_{u} \diamond_{T}\left(A_{2 i, 1}^{+}, A_{k, h, 1}\right)>_{d}$ $\diamond_{B}\left(A_{2 i, 2}^{+}, A_{k, h, 2}\right)>_{u} \diamond_{T}\left(A_{2 i, 2}^{+}, A_{k, h, 2}\right)>_{d} \ldots>_{d} \diamond_{B}\left(A_{2 i, 2 h}^{+}, A_{k, h, 2 h}\right)>_{u} \diamond_{T}\left(A_{2 i, 2 h}^{+}, A_{k, h, 2 h}\right)>_{d}$ $\ldots>_{d} \diamond_{B}\left(A_{2 i, 2 W+1}^{+}, A_{k, h, 2 W+1}\right)>_{u} \diamond_{T}\left(A_{2 i, 2 W+1}^{+}, A_{k, h, 2 W+1}\right)>_{d} \diamond_{B}\left(B_{2 i}^{+}, B_{k, h}\right)>_{u}$ $\diamond_{T}\left(B_{2 i}^{+}, B_{k, h}\right)$
$\left.>_{d} \diamond_{B}\left(C_{2 i+1}^{+}, C_{k, h, 1}\right)>_{u} \diamond_{T}\left(C_{2 i+1}^{+}, C_{k, h, 1}\right)>_{d} \diamond_{B}\left(D_{2 i+1}^{+}, D_{k, h, 1}\right)>_{u}\right\rangle_{T}\left(D_{2 i+1}^{+}, D_{k, h, 1}\right)$ $>_{d} \diamond_{B}\left(C_{2 i+2}^{+}, C_{k, h, 2}\right)>_{u} \diamond_{T}\left(C_{2 i+2}^{+}, C_{k, h, 2}\right)$
(g) Since $Y_{j}[h]=0$, we have $\diamond\left(F_{2 j, 2 h}^{+}, F_{k, h, 2 h}\right)$ is non-empty. Therefore, $\diamond_{T}\left(F_{2 j, 2 h-1}^{+}, F_{k, h, 2 h-1}\right)>_{d}$ $\diamond_{B}\left(F_{2 j, 2 h}^{+}, F_{k, h, 2 h}\right)>_{u} \diamond_{T}\left(F_{2 j, 2 h}^{+}, F_{k, h, 2 h}\right)>_{d} \diamond_{B}\left(F_{2 j, 2 h+1}^{+}, F_{k, h, 2 h+1}\right)$. Now, $\diamond_{B}\left(E_{2 j}^{+}, E_{k, h}\right)$ $>_{u} \diamond_{T}\left(E_{2 j}^{+}, E_{k, h}\right)>_{d} \diamond_{B}\left(F_{2 j, 1}^{+}, F_{k, h, 1}\right)>_{u} \diamond_{T}\left(F_{2 j, 1}^{+}, F_{k, h, 1}\right)>_{d} \diamond_{B}\left(F_{2 j, 2}^{+}, F_{k, h, 2}\right)>_{u}$ $\diamond_{T}\left(F_{2 j, 2}^{+}, F_{k, h, 2}\right)>_{d} \ldots>_{d} \diamond_{B}\left(F_{2 j, 2 h}^{+}, F_{k, h, 2 h}\right)>_{u} \diamond_{T}\left(F_{2 j, 2 h}^{+}, F_{k, h, 2 h}\right)>_{d} \ldots>_{d}$ $\diamond_{B}\left(F_{2 j, 2 n+1}^{+}, F_{k, h, 2 n+1}\right)>_{u} \diamond_{T}\left(F_{2 j, 2 n+1}^{+}, F_{k, h, 2 n+1}\right)>_{d} \diamond_{B}\left(G_{2 j, 2}^{+}, G_{k, h}\right)>_{u} \diamond_{T}\left(G_{2 j, 2}^{+}, G_{k, h}\right)$
(h) Recall that $H_{1}=4 r^{\prime} \operatorname{cis}(3 W+4) \cdot \phi$ and $H_{2}=8 r^{\prime} \operatorname{cis}(2 W+3) \cdot \phi$. So the distance between consecutive pairs in $H_{1}, N_{1}, N_{2}, N_{3}, H_{2}$ is greater than $d$. The subtrajectory from $G_{1,1}$ to $N_{1,2}$ is closest to the point $N_{3}$ at its endpoint, but $\left\|N_{1,2} N_{3}\right\|>d$. Hence, for all points $x$ on the subtrajectory between $G_{1,1}$ to $N_{1,2}$, we have $\left\|x N_{k, 3}\right\|>r^{\prime}>d$. Hence, $f\left(N_{k, 3}, G_{1,1}\right)>_{u} f\left(N_{k, 3}, N_{1,2}\right)$.
(i) Let $M$ be a point so that $H_{u, 2} \prec M$ and $\left\|H_{u, 2} M\right\|=2 d$. We show that $f\left(H_{k, 1}, N_{u, 1}\right)>_{u}$ $f\left(H_{k, 1}, M\right)>_{d} f\left(N_{k, 3}, H_{u, 2}\right)>_{u} f\left(N_{k, 3}, N_{u+1,2}\right)$. The subtrajectory from $N_{u, 1}$ to $M$ lies outside the circle of radius $2 r^{\prime}$ centered at the origin, but $H_{k, 1}$ is within distance $r^{\prime}$ of the origin. Hence, $f\left(H_{k, 1}, N_{u, 1}\right)>_{u} f\left(H_{k, 1}, M\right)$. Similarly, $f\left(N_{k, 3}, H_{u, 2}\right)>_{u}$ $f\left(N_{k, 3}, N_{u+1,2}\right)$.
(j) The distances between $H_{k, 1}$ and the segments $N_{n, 1} H_{2, n}$ and $H_{2, n} D_{0}^{-}$is strictly greater than $d$. Of all the points on the subtrajectory from $D_{0}^{-}$to $D_{2 n+3}^{+}$, the point closest to $H_{k, 1}$ is $H_{1}^{-}$, as all other vertices lie below the real axis on the complex plane. Since $\left\|H_{1}^{-} H_{k, 1}\right\|>d$, we have, for every point $x$ on segment $N_{n, 1} H_{2, n}$, that $f\left(H_{k, 1}, x\right)$ is in non-free space. Therefore, $f\left(H_{k, 1}, N_{n, 1}\right)>_{u} f\left(H_{k, 1}, D_{2 n+3}^{+}\right)$.
(k) Let $x$ be a point on the segment $G_{k, h} H_{k, 1}$. Note that as $x$ moves from $G_{k, h}$ to $H_{k, 1}$, the distance from $x$ to $G_{1,1}^{+}$, increases. But $\left\|G_{k, h} G_{1,1}^{+}\right\|>d$, so $\left\|x G_{1,1}^{+}\right\|>d$. Therefore, $f\left(G_{1,1}^{+}, x\right)$ is in non-free space for all $x$ on the segment $G_{k, h} H_{k, 1}$. Thus, $f\left(G_{1,1}^{+}, H_{k-1,1}\right)>_{u} f\left(G_{1,1}^{+}, G_{k, h}\right)$.
(l) We show that $f\left(H_{1}^{-}, H_{n, 1}\right)>_{u} f\left(H_{1}^{-}, D_{2}^{+}\right)>_{d} f\left(C_{3}^{+}, D_{2}^{-}\right)>_{u} f\left(C_{3}^{+}, G_{2 n+1,2}^{+}\right)$. The point $H_{1}^{-}$is distance $d$ away from the segments $H_{n, 1} H_{n, 2}$ and $H_{n, 2} D_{0}^{-}$. The subtrajectory from $D_{0}^{-}$to $D_{2}^{+}$lies entirely below the real axis in the complex plane, so the distance from $H_{1}^{-}$to any of these points is greater than $d$. Therefore, $f\left(H_{1}^{-}, H_{n, 1}\right)>_{u}$ $f\left(H_{1}^{-}, D_{2}^{+}\right)$. The distance from $C_{3}^{+}$to any point on the subtrajectory starting at $D_{2}^{-}$ and ending at $G_{2 n+1,2}^{+}$is greater than $d$. Therefore, $f\left(C_{3}^{+}, D_{2}^{-}\right)>_{u} f\left(C_{3}^{+}, G_{2 n+1,2}^{+}\right)$. Putting this together yields the dominating sequence.
(m) The subtrajectory from $E_{2 n+1}^{+}$to $D_{2 n+3}^{+}$lies entirely below the real axis in the complex plane, so the distance from $H_{1}^{-}$to any of these points is at least $d$. Therefore, $f\left(H_{1}^{-}, x\right)$ is in non-free space for all points $x$ on the segment $E_{2 n+1}^{+} D_{2 n+3}^{+}$. This implies the claimed lemma.

### 2.6.9 NO instances

In this section, we show that if our input $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ to 3 OV is a NO instance, then our constructed instance $(T, m, \ell, d)$ for SC is a NO instance.

We do this by taking the contrapositive. We show that if our constructed instance $(T, m, \ell, d)$ is a YES instance for SC, then our input $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a YES instance for 3OV.

Since $(T, m, \ell, d)$ is a YES instance, there exists a pair of vertical lines $l_{s}$ and $l_{t}$ so that the subtrajectory from $s$ to $t$ has length at least $\ell$, there are $m-1=2 n W+1$ monotone paths from $l_{s}$ to $l_{t}$, no two of these monotone paths overlap in $y$-coordinate, and no monotone path overlaps in $y$-coordinate with the $y$-interval from $s$ to $t$.

The remainder of this section consists of five steps. The first step is to narrow down the starting position $s$ of the reference subtrajectory. The second step is to show that there are $2 W+1$ monotone paths from $l_{s}$ to $l_{t}$ between the $y$-coordinates of $H_{k-1,1}$ and $H_{k, 1}$, for some $1 \leq k \leq n$. The third step is to show that $s$ is between $G_{2 i-1,1}^{+}$and $G_{2 i+1,1}^{+}$, for some $1 \leq i \leq n$. The fourth step is to show that $s$ is between $J_{2 i-1,2 j-1}^{+}$and $J_{2 i-1,2 j+1}$ for some $1 \leq j \leq n$. The fifth step is to show that, for the integers $i, j$ and $k$ in our second, third and fourth steps, that $X_{i}, Y_{j}, Z_{k}$ are orthogonal. Putting our five steps together shows that our input $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a YES instance, as required.

As mentioned above, our first step is to narrow down the position of the starting point $s$. We begin with some useful notation, and then prove that $s$ is between $H_{n, 1}$ and $G_{2 n+1,1}^{+}$ in Lemma 60.

Definition 59. We say $x \prec y$ if $x$ precedes $y$ in the trajectory $T$.
Lemma 60. $H_{n, 1} \prec s \prec G_{2 n+1,1}^{+}$

Proof. We first show $s \prec G_{2 n+1,1}^{+}$. By our construction, the subtrajectory from $A_{2 n-1,1}^{+}$to $D_{2 n+3}^{+}$has length $\ell+\delta$. Hence, the subtrajectory from $G_{2 n+1,1}^{+}$to $D_{2 n+3}^{+}$has length less than $\ell$. Since $D_{2 n+3}^{+}$is the final vertex of $T$, we have $t \preceq D_{2 n+3}^{+}$. Since the subtrajectory from $s$ to $t$ has length at least $\ell$, we have that $s \prec G_{2 n+1,1}^{+}$.

Next, we show $H_{n, 1} \prec s$. Suppose for the sake of contradiction that $s \preceq H_{n, 1}$. Without loss of generality, let $H_{k-1,1} \preceq s \preceq H_{k, 1}$ for some $1 \leq k \leq n$. By Lemma 43, we must have $s \preceq H_{k} \prec H_{k, 2} \prec t$. Let the first $n+1$ monotone paths from $l_{s}$ to $l_{t}$ be $f\left(s, y_{i}\right) \rightarrow f\left(t, z_{i}\right)$ for $1 \leq i \leq n+1$.

We will prove by induction that $N_{i, 2} \preceq z_{i}$ for all $1 \leq i \leq n$. In the base case, suppose for the sake of contradiction that $z_{1} \prec N_{1,2}$. Then $f\left(s, y_{1}\right)>_{d} f\left(N_{k, 3}, G_{1,1}\right)>_{u} f\left(N_{k, 3}, N_{1,2}\right)>_{d}$ $f\left(t, z_{1}\right)$ by Lemma $58(h)$. There is a cutting sequence from $f\left(s, y_{1}\right)$ to $f\left(t, z_{1}\right)$, which yields a contradiction.

Now we prove the inductive case. Assume the inductive hypothesis that $N_{i, 2} \preceq z_{i}$. Then $N_{i, 2} \preceq y_{i+1}$, since our monotone paths do not overlap in $y$-coordinate. Suppose for the sake of contradiction that $z_{i+1} \prec N_{i+1,2}$. Then $f\left(s, y_{i+1}\right)>_{d} f\left(H_{k, 1}, N_{i, 1}\right)>_{d u}$ $f\left(N_{k, 3}, N_{i+1}, 2\right)>_{d} f\left(t, z_{i+1}\right)$ by Lemma $58(i)$. There is a cutting sequence from $f\left(s, y_{i+1}\right)$ to $f\left(t, z_{i+1}\right)$, which is a contradiction. This completes our induction.

Setting $i=n$ in our induction, we get that $N_{n, 1} \preceq z_{n}$. Therefore, $N_{n, 1} \preceq y_{n+1}$. Now, by Lemma 58(j) we have the cutting sequence $f\left(s, y_{n+1}\right)>_{d} f\left(H_{k, 1}, N_{n, 1}\right)>_{u} f\left(H_{k, 1}, D_{2 n+3}^{+}\right)>_{d}$ $f\left(t, z_{n+1}\right)$, yielding the final contradiction. Therefore, our initial assumption that $s \preceq H_{n, 1}$ cannot hold, and we are done.

Next, we show that there is at most no monotone paths in the region of free space between $y$-coordinates of $H_{n, 1}$ and $D_{2 n+3}^{+}$that do not intersect the $y$-interval from $s$ to $t$. This fact will be useful for the second step in this section, which was to show that there are $2 W+1$ monotone paths associated with the region between $y$-coordinates of $H_{k-1,1}$ and $H_{k, 1}$, for some $1 \leq k \leq n$.

Lemma 61. In the free space with bottom left corner $f\left(s, H_{n, 1}\right)$ and top right corner $f\left(t, D_{2 n+3}^{+}\right)$, any monotone path from $l_{s}$ to $l_{t}$ overlaps in $y$-coordinate with the $y$-interval from s to $t$ in more than one point.

Proof. Let $f\left(s, y_{1}\right) \rightarrow f\left(t, y_{2}\right)$ be a monotone path in the free space with bottom left corner $f\left(s, H_{n, 1}\right)$ and top right corner $f\left(t, D_{2 n+3}^{+}\right)$. Therefore, $H_{n, 1} \preceq y_{1} \preceq y_{2} \preceq D_{2 n+3}^{+}$. Suppose $y_{2} \prec G_{2 n+1,2}^{+}$. Then $f\left(s, y_{1}\right)>_{d} f\left(H_{1}^{-}, H_{n, 1}\right)>_{d u} f\left(C_{3}^{+}, G_{2 n+1,2}^{+}\right)>_{d} f\left(t, y_{2}\right)$ by Lemma $58(l)$. There is a cutting sequence from $f\left(s, y_{1}\right)$ to $f\left(t, y_{2}\right)$, which is a contradiction. Hence, $G_{2 n+1,2}^{+} \preceq y_{2}$. Suppose, $E_{2 n+1}^{+} \prec y_{1}$. By Lemma 58(m), $f\left(s, y_{1}\right)>_{d}$ $f\left(H_{1}^{-}, E_{2 n+1}^{+}\right)>_{u} f\left(H_{1}^{-}, D_{2 n+3}^{+}\right)>_{d} f\left(t, y_{2}\right)$, which contradicts the fact that $f\left(s, y_{1}\right) \rightarrow$ $f\left(t, y_{2}\right)$ is a monotone path. Hence, $y_{1} \preceq E_{2 n+1}^{+}$. Therefore $H_{n, 1} \preceq y_{1} \preceq E_{2 n+1}^{+} \prec G_{2 n+1,2}^{+} \preceq$ $y_{2} \preceq D_{2 n+3}^{+}$. But we also have $H_{n, 1} \preceq s \prec G_{2 n+1,1}^{+}$, so $E_{2 n+1}^{+} \prec t \prec D_{2 n+3}^{+}$. Hence, the $y$-interval of the monotone path $f\left(s, y_{1}\right) \rightarrow f\left(t, y_{2}\right)$ intersects the $y$-interval from $s$ to $t$ in more than one point.

Now we are ready to prove the second step of this section.
Lemma 62. Let $H_{0,1}=G_{1,1}$. There exists $1 \leq k \leq n$ so that, in the free space with bottom left corner $f\left(s, H_{k-1,1}\right)$ and top right corner $f\left(t, H_{k, 1}\right)$, there are at least $2 W+1$ monotone paths with non-overlapping $y$-coordinates.

Proof. There are $m-1=2 n W+1$ monotone in the free space with bottom left corner $f\left(s, H_{0,1}\right)$ and top right corner $f\left(t, D_{2 n+3}^{+}\right)$. By Lemma 61 there are no monotone paths in the free space with bottom left corner $f\left(s, H_{n, 1}\right)$ and top right corner $f\left(t, D_{2 n+3}^{+}\right)$that do not intersect the $y$-interval from $s$ to $t$. Therefore, all $2 n W+1$ monotone paths are in the free space with bottom left corner $f\left(s, H_{0,1}\right)$ and top right corner $f\left(t, H_{n, 1}\right)$. By pigeonhole principle, there exists $1 \leq k \leq n$ so that there are $2 W+1$ monotone paths in the free space with bottom left corner $f\left(s, H_{k-1,1}\right)$ and top right corner $f\left(t, H_{k, 1}\right)$.

For the remainder of this section, assume that $1 \leq k \leq n$ is an integer so that there are at least $2 W+1$ monotone paths in the free space with bottom left corner $f\left(s, H_{k-1,1}\right)$ and top right corner $f\left(t, H_{k, 1}\right)$. Using these paths we can narrow down the position of $s$ further.

Lemma 63. $G_{1,1}^{+} \preceq s \prec G_{2 n+1,1}$
Proof. Suppose for the sake of contradiction that $H_{n, 1} \prec s \prec G_{1,1}^{+}$. Let the monotone paths in the free space with bottom left corner $f\left(s, H_{k-1,1}\right)$ and top right corner $f\left(t, H_{k, 1}\right)$ be $f\left(s, y_{i}\right) \rightarrow f\left(t, z_{i}\right)$ for $1 \leq i \leq 2 W+1$.

We will prove that $G_{k, i+1} \prec z_{i}$ for $1 \leq i \leq W$ by induction. Suppose for the sake of contradiction that $z_{1} \preceq G_{k, 2}$. Then by Lemmas (k), (a) and (b) we have the cutting sequence $f\left(s, y_{1}\right)>_{d} f\left(G_{1,1}^{+}, H_{k-1,1}\right)>_{u} f\left(G_{1,1}^{+}, G_{k, h}\right)>_{d u} \diamond_{B}\left(C_{1}^{+}, C_{k, h, 1}>_{d u} \diamond_{T}\left(G_{2 n+1,2}^{+}, G_{k, h+1}\right)>_{d}\right.$ $f\left(t, z_{1}\right)$, contradicting $f\left(s, y_{1}\right) \rightarrow f\left(t, z_{1}\right)$.

Now we prove the inductive case. Assume the inductive hypothesis $G_{k, i+1} \prec z_{i}$. Then $G_{k, i+1} \prec y_{i+1}$. Suppose for the sake of contradiction that $z_{i+1} \preceq G_{k, i+2}$. Then by Lemma 58(a) and (b) we have the cutting sequence $f\left(s, y_{i+1}\right)>_{d} \diamond_{B}\left(G_{1,1}^{+}, G_{k, i+1}\right)>_{d u}$ $\diamond_{B}\left(C_{1}^{+}, C_{k, h, 1}>_{d u} \diamond_{T}\left(G_{2 n+1,2}^{+}, G_{k, i+2}\right)>_{d} f\left(t, z_{i+1}\right)\right.$, contradicting the fact that $f\left(s, y_{i+1}\right) \rightarrow$ $f\left(t, z_{i+1}\right)$. This completes the induction.

Setting $i=W$ yields $G_{k, W+1} \prec z_{W}$. So $G_{k, W+1} \prec y_{W+1}$. But now, by Lemma, $f\left(s, y_{W+1}\right)>_{d} f\left(G_{1,1}^{+}, G_{k, W+1}\right)>_{d u} f\left(C_{3}^{+}, H_{k, 1}\right)>_{d} f\left(t, z_{W+1}\right)$, contradicting $f\left(s, y_{W+1}\right) \rightarrow$ $f\left(t, z_{W+1}\right)$. This yields a contradiction on our initial assumption, so $G_{1,1}^{+} \preceq s$ as required.

We can now assume without loss of generality that $G_{2 i-1,1}^{+} \prec s \preceq G_{2 i+1,1}^{+}$for some $1 \leq i \leq n$. Recall that this was the third step of this section. Next, we prove a similar result towards the fourth step.

Lemma 64. $J_{2 i-1,1}^{+} \prec s \preceq J_{2 i-1,2 n+1}^{+}$
Proof. It suffices to rule out the cases $G_{2 i-1,1}^{+} \prec s \preceq J_{2 i-1,1}^{+}$, and $J_{2 i-1,2 n+1}^{+} \prec s \preceq G_{2 i+1,1}^{+}$. We will focus on the $2 W+1$ paths in the free space with bottom left corner $f\left(s, H_{k-1,1}\right)$ and top right corner $f\left(t, H_{k, 1}\right)$ be $f\left(s, y_{i}\right) \rightarrow f\left(t, z_{i}\right)$. The reason we can do this is that, for our final lemma, Lemma 65, we only require that $J_{2 i-1,1}^{+} \prec s \preceq J_{2 i-1,2 n+1}^{+}$and that there are $2 W+1$ paths.

We start with the $G_{2 i-1,1}^{+} \prec s \preceq J_{2 i-1,1}^{+}$case. We will modify the $2 W+1$ monotone paths so that $s=J_{2 i-1,1}^{+}$. By Lemma 42, we have $C_{2 n+3}^{+} \prec t \preceq L_{2 i+3,3}^{+}$. Let the monotone paths in the free space with bottom left corner $f\left(s, H_{k-1,1}\right)$ and top right corner $f\left(t, H_{k, 1}\right)$ be $f\left(s, y_{i}\right) \rightarrow f\left(t, z_{i}\right)$ for $1 \leq i \leq 2 W+1$. Define $y_{i}^{\prime}=A_{k, h, 2}$ if $G_{k, h} \prec y_{i} \prec A_{k, h, 2}$, otherwise $y_{i}^{\prime}=y_{i}$. Define $z_{i}^{\prime}=C_{k, h, 2}$ if $D_{k, h, 1} \preceq z_{i} \prec D_{k, h, 2}$, define $z_{i}^{\prime}=K_{1, k, h}^{+}$if $D_{k, h, 2} \preceq z_{i} \preceq K_{1, k, h}^{+}$ otherwise $z_{i}^{\prime}=z_{i}$. We claim that if $f\left(s, y_{i}\right) \rightarrow f\left(t, z_{i}\right)$, then $f\left(J_{2 i-1,1}^{+}, y_{i}^{\prime}\right) \rightarrow f\left(L_{2 i+3,3}^{+}, z_{i}^{\prime}\right)$. If $G_{k, h} \prec y_{i} \prec A_{k, h, 2}$, then $f\left(s, y_{i}\right)$ is to the right of $\diamond\left(A_{2 i-1,1}^{+}, A_{k, h}\right)$ and we can replace the
starting point $f\left(s, y_{i}\right)$ with $f\left(J_{2 i-1,1}^{+}, A_{k, h, 2}\right)$. Otherwise, the segment between $f\left(s, y_{i}\right)$ and $f\left(J_{2 i-1,1}^{+}, y_{i}\right)$ is free space, so we can replace the starting point $f\left(s, y_{i}\right)$ with $f\left(J_{2 i-1,1}^{+}, y_{i}\right)$. Hence, we have $f\left(J_{2 i-1,1}^{+}, y_{i}^{\prime}\right) \rightarrow f\left(t, z_{i}\right)$. If $D_{k, h, 1} \preceq z_{i} \prec D_{k, h, 2}$, then $f\left(t, z_{i}\right)$ is to the right of $\diamond\left(C_{2 i+3}^{+}, C_{k, h, 2}\right)$, so the monotone path $f\left(J_{2 i-1,1}^{+}, y_{i}^{\prime}\right) \rightarrow f\left(t, z_{i}\right)$ must have passed under $\diamond_{B}\left(C_{2 i+3}^{+}, C_{k, h, 2}\right)$. Hence, we can replace the ending point $f\left(t, z_{i}\right)$ with $f\left(L_{2 i+3,3}^{+}, C_{k, h, 2}\right)$. If $D_{k, h, 2} \preceq z_{i} \preceq K_{1, k, h}^{+}$then we append the monotone path $f\left(t, z_{i}\right) \rightarrow f\left(L_{2 i+3,3}^{+}, K_{1, k, h}^{+}\right)$ to obtain the monotone path $f\left(J_{2 i-1,1}^{+}, y_{i}^{\prime}\right) \rightarrow f\left(L_{2 i+3,3}^{+}, K_{1, k, h}^{+}\right)$. Otherwise, the horizontal segment $f\left(t, z_{i}\right) \rightarrow f\left(L_{2 i+3,3}^{+}, z_{i}\right)$ is free space, so we can append this to our path. Hence, we have modified all $2 W+1$ monotone paths so that $s=J_{2 i-1,1}^{+}$and $t=L_{2 i+3,3}^{+}$as required.

Next we consider the $J_{2 i-1,2 n+1}^{+} \prec s \preceq G_{2 i+1,1}^{+}$. First, note that the subtrajectory from $J_{2 n-1,2 n+1}^{+}$to $D_{2 n+3}^{+}$has length less than $\ell$, so we only need to consider the case where $1 \leq i<n$. The remainder of this proof is very similar to the previous case. We modify the $2 W+1$ monotone paths. Our modification moves the starting $x$-coordinate to $J_{2 i-1,2 n+1}^{+}$and the ending $x$-coordinate to $L_{2 i+3,2 n+1}^{+}$. For the starting $x$-coordinate, we observe that since $s \leq G_{2 i+1,1}^{+}$, the point $f\left(s, y_{i}\right)$ is to the left of $\diamond\left(G_{2 i+1,1}^{+}, G_{k, h}\right)$. Therefore, the horizontal segment from $f\left(J_{2 i-1,2 n+1}^{+}, y_{i}\right)$ to $f\left(s, y_{i}\right)$ must be free space. Therefore, we can prepend this to the monotone path to obtain $f\left(J_{2 i-1,2 n+1}^{+}, y_{i}\right) \rightarrow f\left(t, z_{i}\right)$. We truncate the monotone path at the $y$-coordinate $L_{2 i+3,2 n+1}^{+}$to obtain $f\left(J_{2 i-1,2 n+1}^{+}, y_{i}\right) \rightarrow f\left(L_{2 i+3,2 n+1}^{+}, z_{i}^{\prime}\right)$ for some $z_{i}^{\prime} \prec z_{i}$. Therefore, we modified all $2 W+1$ monotone paths so that $s=J_{2 i-1,1}^{+}$and $t=L_{2 i+3,3}^{+}$as required.

Putting this all together, we obtain that there are $2 W+1$ paths in the free space with bottom left corner $f\left(s, H_{k-1,1}\right)$ and top right corner, and $J_{2 i-1,1}^{+} \prec s \preceq J_{2 i-1,2 n+1}^{+}$for some $1 \leq i \leq n$.

For the remainder of this section, we can assume that $J_{2 i-1,2 j-1} \prec s \preceq J_{2 i-1,2 j+1}$ for some $1 \leq j \leq n$. Recall that this was the fourth step of this section.

Now we are ready to prove the fifth and final step of this section. We use the $2 W+1$ paths from Lemma 62 and the cutting sequences from Lemma 57 to show that that $X_{i}, Y_{j}$ and $Z_{k}$ are orthogonal, and therefore that $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a YES instance.

Lemma 65. Suppose $J_{2 i-1,2 j-1} \prec s \preceq J_{2 i-1,2 j+1}$ and there are $2 W+1$ monotone paths in the free space diagram with bottom left corner $f\left(s, H_{k-1}\right)$ and top right corner $f\left(t, H_{k}\right)$. Then

$$
X_{i}[h] \cdot Y_{j}[h] \cdot Z_{k}[h]=0 \text { for all } 1 \leq h \leq W .
$$

Proof. Let the $2 W+1$ monotone paths be $f\left(s, y_{i}\right) \rightarrow f\left(t, z_{i}\right)$ for $1 \leq i \leq 2 W+1$. Suppose for the sake of contradiction that there exists $1 \leq \bar{h} \leq W$ such that $X_{i}[\bar{h}] \cdot Y_{j}[\bar{h}] \cdot Z_{k}[\bar{h}]=1$. We will prove the following series of statements by induction:
(i) for $1 \leq h<\bar{h}$, we have $C_{k, h, 1} \preceq z_{2 h-1}, G_{k, h} \prec z_{2 h}$,
(ii) for $h=\bar{h}$, we have $M_{2 j+1, k, \bar{h}} \prec z_{2 \bar{h}-1}, K_{2 j-1, k, \bar{h}+1} \prec z_{2 \bar{h}}$,
(iii) for $\bar{h}<h \leq W$, we have $E_{k, h, 2} \preceq z_{2 h-1}, A_{k, h+1,1} \prec z_{2 h}$.

After proving these three statements, we will use them to yield a contradiction. But first, we will prove $(i),(i i)$ and (iii), in order:
(i) Let $1 \leq u \leq 2 \bar{h}-2$. We prove the following by induction on $u$ : if $u$ is odd, let $u=2 h-1$, and we show that $C_{k, h, 1} \preceq z_{2 h-1}$, whereas if $u$ is even, let $u=2 h$, and we show that $G_{k, h} \prec z_{2 h}$.

We start with the base case $u=1$. Suppose for the sake of contradiction that $z_{1} \prec$ $C_{k, 1,2}$. Then by Lemma $58(c)$, we have $f\left(s, y_{1}\right)>_{d} f\left(G_{3,1}^{+}, H_{k-1,1}\right)>_{u} \diamond_{T}\left(G_{3,1}^{+}, G_{k, h}\right)>_{d}$ $\diamond_{B}\left(A_{2 i+1,1}^{+}, A_{k, h, 1}\right)>_{d u} \diamond_{T}\left(C_{2 i+3}^{+}, C_{k, h, 1}\right)>_{d} f\left(t, z_{1}\right)$, contradicting the claim that $f\left(s, y_{1}\right) \rightarrow f\left(t, z_{1}\right)$. This completes the base case. Next, we prove the inductive case of $(i)$.

We split the inductive case into two subcases, either $u$ is odd or $u$ is even.
In the inductive case, if $u$ is odd, we assume the inductive hypothesis for $u-1$, which is even. Let $u=2 h-1$. Our inductive hypothesis states that $G_{k, h-1,2} \prec z_{2 h-2}$, from which we get $G_{k, h-1,2} \prec y_{2 h-1}$. Suppose for the sake of contradiction that $z_{2 h-1} \prec$ $C_{k, h, 1}$. Then by Lemma $58(c)$, we have $f\left(s, y_{2 h-1}\right)>_{d} \diamond_{B}\left(A_{2 i+1,1}^{+}, A_{k, h, 1}\right)>_{d u}$ $\diamond_{T}\left(C_{2 i+3}^{+}, C_{k, h, 1}\right)>_{d} f\left(t, z_{2 h-1}\right)$, contradicting $f\left(s, y_{2 h-1}\right) \rightarrow f\left(t, z_{2 h-1}\right)$. So $C_{k, h, 1} \preceq$ $z_{2 h-1}$, as required.
In the inductive case, if $u$ is even, we assume the inductive hypothesis for $u-1$, which is odd. Let $u=2 h$. Our inductive hypothesis states that $C_{k, h, 1} \preceq z_{2 h-1}$, from which we get $C_{k, h, 1} \preceq y_{2 h}$. Suppose for the sake of contradiction that $z_{2 h} \preceq G_{k, h}$. Then by Lemma $58(b), f\left(s, y_{2 h}\right)>_{d} \diamond_{B}\left(C_{1}^{+}, C_{k, h, 1}\right)>_{d u} \diamond_{T}\left(G_{2 n+1,2}^{+}, G_{k, h}\right)>_{d} f\left(t, z_{2 h}\right)$, contradicting $f\left(s, y_{2 h}\right) \rightarrow f\left(t, z_{2 h}\right)$. So $G_{k, h} \prec z_{2 h}$, as required.
This completes the proof by induction of $(i)$.
(ii) For $h=\bar{h}$, recall the following definitions. Recall that $\bar{h}$ is defined so that $X_{i}[\bar{h}] \cdot Y_{j}[\bar{h}]$. $Z_{k}[\bar{h}]=1$. Recall that $K_{2 j-1, k, h}$ is the point on $G_{k, h} A_{k, h, 1}$ so that $\left\|K_{2 j-1, k, h} J_{i, 2 j-1}^{+}\right\|=$ $d$ and $\left\|K_{2 j-1, k, h} G_{2 n+3-2 j, 2}^{+}\right\|=d$. Recall that $M_{2 j+1, k, h}$ is the point on $D_{k, h, 2} E_{k, h}$ so that $\left\|M_{2 j+1, k, h} L_{i, 2 j+1}^{+}\right\|=d$ and $\left\|M_{2 j+1, k, h} E_{2 n+1-2 j}^{+}\right\|=d$. Recall that $J_{2 i-1,2 j-1} \prec$ $s \preceq J_{2 i-1,2 j+1}$, so by Lemma 42 , we have $L_{2 i+3,2 j+1} \prec t \preceq L_{2 i+3,2 j+3}$.
We begin by showing $M_{2 j+1, k, \bar{h}} \prec z_{2 \bar{h}-1}$. Assume for the sake of contradiction that $z_{2 \bar{h}-1} \preceq M_{2 j+1, k, \bar{h}}$. Since $L_{2 i+3,2 j+1} \prec t$, we have $f\left(t, C_{k, h, 2}\right)>_{u} f\left(t, M_{2 j+1, k, \bar{h}}\right)$. Therefore, $z_{2 \bar{h}-1} \prec C_{k, h, 2}$. By $(i)$ we have $G_{k, h} \prec z_{2 \bar{h}-2} \preceq y_{2 \bar{h}-1}$. So $f\left(s, y_{2 \bar{h}-1}\right)>_{d}$ $\diamond_{B}\left(A_{2 i, 1}^{+}, A_{k, h, 1}\right)$. Since $X_{i}[h] \cdot Z_{k}[h]=1$, by Lemma $58(f)$, we have that $\diamond_{B}\left(A_{2 i, 1}^{+}, A_{k, h, 1}\right)>_{d u}$ $\diamond_{T}\left(C_{2 i+2}^{+}, C_{k, h, 2}\right)$. Finally, since $z_{2 \bar{h}-1} \prec C_{k, h, 2}$, we have $\diamond_{T}\left(C_{2 i+2}^{+}, C_{k, h, 2}\right)>_{d} f\left(s, z_{2 \bar{h}-1}\right)$. Putting this together we obtain the cutting sequence $f\left(s, y_{2 \bar{h}-1}\right)>_{d} \diamond_{B}\left(A_{2 i, 1}^{+}, A_{k, h, 1}\right)>_{d u}$ $\diamond_{T}\left(C_{2 i+2}^{+}, C_{k, h, 2}\right)>_{d} f\left(s, z_{2 \bar{h}-1}\right.$, contradicting the fact that $f\left(s, y_{2 \bar{h}-1}\right) \rightarrow f\left(s, z_{2 \bar{h}-1}\right)$. Therefore, $M_{2 j+1, k, \bar{h}} \prec z_{2 \bar{h}-1}$, as required.
Next, we show $K_{2 j-1, k, \bar{h}+1} \prec z_{2 \bar{h}}$. Assume for the sake of contradiction that $z_{2 \bar{h}} \preceq$ $K_{2 j-1, k, \bar{h}+1}$. We know that $M_{2 j+1, k, \bar{h}} \prec z_{2 \bar{h}-1}$. Therefore, $M_{2 j+1, k, \bar{h}} \prec y_{2 \bar{h}}$. Since $Y_{j}[h]=1$, by Lemma $58(g)$, we have that $f\left(s, y_{2 \bar{h}}\right)>_{d} \diamond_{B}\left(E_{2 n+1-2 j}^{+}, E_{k, \bar{h}}\right)>_{d u}$ $\diamond_{T}\left(G_{2 n+1-2 j, 2}^{+}, G_{k, \bar{h}}\right)>_{d} f\left(t, z_{2 \bar{h}}\right)$, contradicting the fact that $f\left(s, y_{2 \bar{h}}\right) \rightarrow f\left(t, z_{2 \bar{h}}\right)$. Therefore, $K_{2 j-1, k, \bar{h}+1} \prec z_{2 \bar{h}}$, as required.
(iii) Let $2 \bar{h}+1 \leq u \leq 2 W$. We prove the following by induction on $u$ : if $u$ is odd, let $u=2 h-1$, and we show that $E_{k, h, 2} \preceq z_{2 h-1}$, whereas if $u$ is even, let $u=2 h$, and we show that $A_{k, h+1,1} \prec z_{2 h}$.
We start with the base case $u=2 \bar{h}+1$. Suppose for the sake of contradiction that $z_{2 \bar{h}+1} \prec E_{k, \bar{h}+1,2}$. By $(i i)$ we know that $K_{2 j-1, k, \bar{h}+1} \prec z_{2 \bar{h}}$, which implies that $K_{2 j-1, k, \bar{h}_{1}} \prec y_{2 \bar{h}+1}$. Since $s \preceq J_{2 i-1,2 j+1}$, we have $f\left(s, K_{2 j-1, k, \bar{h}+1}\right)>_{u} f\left(s, A_{k, \bar{h}+1,2}\right)$. Therefore, $A_{k, \bar{h}+1,2} \prec y_{2 \bar{h}+1}$. Now, by Lemma 58(e), $f\left(s, y_{2 \bar{h}+1}\right)>_{d} \diamond_{B}\left(A_{2 i-1,2}^{+}, A_{k, \bar{h}+1,2}\right)$
$>_{d u} \diamond_{T}\left(D_{2 i+2}^{+}, D_{k, \bar{h}+1,2}\right)>_{d} f\left(t, z_{2 \bar{h}+1}\right)$, contradicting $f\left(s, y_{2 \bar{h}+1}\right) \rightarrow f\left(t, z_{2 \bar{h}+1}\right)$. Hence, $E_{k, \bar{h}+1,2} \preceq z_{2 \bar{h}+1}$ as required. This completes the base case. Next, we prove the inductive case of (iii).
We split the inductive case into two subcases, either $u$ is odd or $u$ is even.
In the inductive case, if $u$ is odd, we assume the inductive hypothesis for $u-1$, which is even. Since the base case $u=2 \bar{h}+1$ is already handled, we can assume that $2 \bar{h}+2 \leq u-$ 1. Let $u=2 h-1$. Our inductive hypothesis states that $A_{k, h, 1} \prec z_{2 h-2}$, which implies $A_{k, h, 1} \prec y_{2 h-1}$. Suppose for the sake of contradiction that $z_{2 h-1} \prec E_{k, h, 2}$. Then by Lemma 58(e) we have $f\left(s, y_{2 h-1}\right)>_{d} \diamond_{B}\left(A_{2 i-1,2}^{+}, A_{k, h, 2}\right)>_{d u} \diamond_{T}\left(D_{2 i+2}^{+}, D_{k, h, 2}\right)>_{d}$ $f\left(t, z_{2 h-2}\right)$, contradicting the claim that $f\left(s, y_{2 h-1}\right) \rightarrow f\left(t, z_{2 h-1}\right)$. Hence, $E_{k, h, 2} \preceq$ $z_{2 h-1}$, as required.
In the inductive case, if $u$ is even, we assume the inductive hypothesis for $u-1$, which is odd. Let $u=2 h$. Our inductive hypothesis states that $E_{k, h, 2} \preceq z_{2 h-1}$, which which we get $E_{k, h, 2} \preceq y_{2 h}$. Suppose for the sake of contradiction that $z_{2 h} \preceq A_{k, h+1,1}$. Then by Lemma 58(d) we get $f\left(s, y_{2 h}\right)>_{d} \diamond_{B}\left(E_{1}^{+}, E_{k, h}\right)>_{d u} \diamond_{T}\left(G_{1,2}^{+}, G_{k, h}\right)>_{d}$ $f\left(t, z_{2 h}\right)$, contradicting the fact that $f\left(s, y_{2 h}\right) \rightarrow f\left(t, z_{2 h}\right)$. Therefore, $A_{k, h+1,1} \prec z_{2 h}$, as required.
This completes the proof by induction of (iii).
Finally, set $h=W$ in statement (iii) to get $A_{k, W+1,1} \prec z_{2 W}$. Therefore, $A_{k, W+1,1} \prec$ $y_{2 W+1}$. By Lemma 58(e), $f\left(s, y_{2 W+1}\right)>_{d} \diamond_{B}\left(A_{2 i-1,2}^{+}, A_{k, W+1,2}\right)>_{d u} \diamond_{T}\left(D_{2 i+2}^{+}, D_{k, W+1,2}\right)>_{u}$ $f\left(D_{2 i+2}^{+}, H_{k, 1}\right)>_{d} f\left(t, z_{2 W+1}\right)$. This contradicts the fact that $f\left(s, y_{2 W+1}\right) \rightarrow f\left(t, z_{2 W+1}\right)$.

Hence, our initial assumption that there exists $1 \leq \bar{h} \leq W$ such that $X_{i}[\bar{h}] \cdot Y_{j}[\bar{h}] \cdot Z_{k}[\bar{h}]=$ 1 cannot hold. Therefore, $X_{i}, Y_{j}$ and $Z_{k}$ are orthogonal.

Putting this all together yields the main theorem of Section 2.6.9.
Theorem 66. If our input $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ is a $N O$ instance for $3 O V$, then our constructed instance $(T, m, \ell, d)$ is a NO instance for $S C$.

### 2.6.10 Putting it all together

Finally, we combine Theorems 56 and 66 to obtain our main theorem of Section 2.6.
Theorem 7. There is no $O\left(n^{3-\varepsilon}\right)$ time algorithm for $S C$ under the continuous Fréchet distance, for any $\varepsilon>0$, unless SETH fails.
Proof. Suppose for the sake of contradiction that there is an $O\left(n^{3-\varepsilon}\right)$ time algorithm for SC under the continuous Fréchet distance, for some $\varepsilon>0$. We will use this to construct an $O\left(n^{3-\varepsilon} W^{O(1)}\right)$ time algorithm for 3OV, which cannot occur unless SETH fails [165].

Our algorithm for 3 OV is as follows. We obtain our input $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$ for 3 OV . We construct the instance ( $T, m, \ell, d$ ) as described in Section 2.6.1. Next, we run our algorithm for SC under the continuous Fréchet distance. If our algorithm returns YES for $(T, m, \ell, d)$, we return YES for $(\mathcal{X}, \mathcal{Y}, \mathcal{Z})$, likewise in the NO case. This completes the description of our algorithm.

The correctness of our algorithm follows directly from Theorems 56 and 66 . Finally, we analyse the running time of our 3 OV algorithm. Constructing the instance ( $T, m, \ell, d$ ) takes $O(n W)$ time, and the complexity of $T$ is $O(n W)$. Our SC algorithm for the input $(T, m, \ell, d)$ takes $O\left(n^{3-\varepsilon} W^{3-\varepsilon}\right)$ time. Therefore, the overall running time is $O\left(n^{3-\varepsilon} W^{O(1)}\right)$, which cannot occur unless SETH fails.

## Chapter 3

## Map matching queries on realistic input graphs under the Fréchet distance

### 3.1 Introduction

Location-aware devices have enabled the tracking of vehicle trajectories. In urban environments, vehicle trajectories align with an underlying road network. However, imprecision in the Global Positioning System introduces errors into the trajectory data. Map matching aims to mitigate the effects of these errors by computing a path on the underlying road network that best represents the vehicle's trajectory. See Figure 3.1.


Figure 3.1: A road network (black), a noisy trajectory (red), and its matched path (blue).
Map matching is a common preprocessing step for analysing vehicle trajectories. As such, numerous map matching algorithms have been proposed across multiple communities (e.g. in the Urban Planning, Geographic Information Systems, and Databases communities). Map matching was the focus of the 2012 ACM SIGSPATIAL Cup [10]. For an overview of the extensive literature on map matching, see the surveys [52, 111, 118, 137, 162, 169]. In the theory community, by far the most popular approach is to embed the road network and the trajectory into the Euclidean plane, and to compute a path on the road network that is the most spatially similar to the trajectory $[11,25,49,53,103,145,163]$, where spatial similarity is measured using the Fréchet distance [12]. Formally, the map matching problem
under the Fréchet distance is defined as follows.
Problem 1 (Map matching). Given a graph $P$ and a trajectory $Q$ in the plane, compute a path $\pi$ in $P$ that minimises $d_{F}(\pi, Q)$, where $d_{F}(\cdot, \cdot)$ denotes the Fréchet distance.

In a seminal paper by Alt, Efrat, Rote and Wenk [11], the authors study Problem 1 on geometric planar graphs. They provide an $O(p q \log p)$ time algorithm, where $p$ is the complexity of the graph and $q$ is the complexity of the trajectory. Their idea is to construct a free space surface, which is a generalisation of the free space diagram [12], and then to perform a sweep line algorithm where a set of reachable points is maintained at the sweep line's current position.

Alt et al. [11]'s algorithm forms the basis of several existing implementations [25, 53, 145, 161, 163]. Brakatsoulas et al. [25] implement Alt et al. [11]'s algorithm and experimentally compare it to a linear-time heuristic and an algorithm minimising the weak Fréchet distance. In their experiments, forty-five vehicle trajectories, each with approximately one hundred edges, are mapped onto an underlying road network with approximately ten thousand edges. Their experiments conclude that out of the three algorithms, Alt et al. [11]'s provides the best map matching results but is the slowest. Subsequent papers focus on improving the practical running time of the algorithm [145, 163]. We show that a significantly faster algorithm for geometric planar map matching is unlikely to exist, unless SETH fails.

Traditional analysis focuses on worst case instances, which are unlikely to occur in practice. By making realistic input assumptions, we can circumvent these worst-case instances, and provide bounds that better reflect running time on realistic input. In computational movement analysis, the most popular realistic input assumption is $c$-packedness. A set of edges is $c$-packed if the total length of edges inside any ball is at most $c$ times the radius of the ball. Given two $c$-packed trajectories of complexity $n$, one can $(1+\varepsilon)$-approximate their Fréchet distance in $O\left(c \varepsilon^{-1 / 2} \log (1 / \varepsilon) n+c n \log n\right)$ time [31, 68], circumventing the $\Omega\left(n^{2-\delta}\right)$ lower bound for all $\delta>0$ implied by SETH [28, 42].

Chen, Driemel, Guibas, Nguyen and Wenk [53] study map matching on realistic input graphs and realistic input trajectories. They provide a $(1+\varepsilon)$-approximation algorithm that runs in $O\left((p+q) \log (p+q)+(\phi q+c p) \log p q \log (p+q)+\left(\phi \varepsilon^{-2} q+c \varepsilon^{-1} p\right) \log (p q)\right)$ time, where the graph is $\phi$-low-density and has complexity $p$, and the trajectory is $c$-packed and has complexity $q$. A graph is $\phi$-low-density if, for any ball of radius $r$, the number of edges with length at least $r$ that intersect the ball is at most $\phi$. Note that a $c$-packed graph is $2 c$-low-density [68]. Chen et al. [53] implement their algorithm to map trajectories, each with at most one hundred edges, onto an underlying road network with approximately one million edges. Their experiments show significant running time improvements compared to previous work. On large road networks, their map matching algorithm runs in under a second, whereas previous algorithms [25, 163] require several hours.

For both general graphs and realistic input graphs, a shortcoming of the existing map matching algorithms is that, every time a trajectory is matched, the entire road network needs to be reprocessed from scratch. This is reflected in the linear dependence on $p$ in the running times of Alt et al. [11] and Chen et al. [53], where $p$ is the complexity of the input graph. If we were to build a data structure for efficient map matching queries, then we would remove the need to reprocess the graph every time a new trajectory is mapped. Formally, the query version of the map matching problem is given below.

Problem 2 (Map matching queries). Given a graph $P$ in the plane, construct a data structure so that given a query trajectory $Q$ in the plane, the data structure returns $\min _{\pi} d_{F}(\pi, Q)$, where $\pi$ ranges over all paths in $P$ and $d_{F}(\cdot, \cdot)$ denotes the Fréchet distance.

To the best of our knowledge, we are the first to study map matching queries under the Fréchet distance. Obtaining a data structure for Problem 2 with query time that is sublinear in the complexity of the graph is stated as an open problem in [53] and in [103].

### 3.1.1 Contributions

In this chapter, we investigate map matching queries under the Fréchet distance. An open problem proposed independently by [53] and [103] asks whether it is possible to preprocess a graph into a data structure so that map matching queries can be answered in sublinear time.

We provide a negative result in the case of geometric planar graphs. We show that, unless SETH fails, there is no data structure that can be constructed in polynomial preprocessing time, that answers map matching queries in $O\left((p q)^{1-\delta}\right)$ query time for any $\delta>0$, where $p$ and $q$ are the complexities of the graph and the query trajectory, respectively. Our negative result shows that preprocessing does not help for geometric planar map matching.

We provide the first positive result in the case of realistic input graphs. Our data structure has near-linear size in terms of $p$, and its query time is polylogarithmic in terms of $p$. We consider the following theorem to be the main result of our chapter.

Theorem 3. Given a c-packed graph $P$ of complexity p, one can construct a data structure of $O\left(p \log ^{2} p+c \varepsilon^{-4} \log (1 / \varepsilon) p \log p\right)$ size, so that given a query trajectory $Q$ of complexity $q$, the data structure returns in $O\left(q \log q \cdot\left(\log ^{4} p+c^{4} \varepsilon^{-8} \log ^{2} p\right)\right)$ query time a $(1+\varepsilon)$-approximation of $\min _{\pi} d_{F}(\pi, Q)$ where $\pi$ ranges over all paths in $P$ and $d_{F}(\cdot, \cdot)$ denotes the Fréchet distance. The preprocessing time is $O\left(c^{2} \varepsilon^{-4} \log ^{2}(1 / \varepsilon) p^{2} \log ^{2} p\right)$.

The most closely related results are [53] and [103]. We briefly compare the realistic input assumptions of these related works to our result. In Chen et al. [53], the graph is $\phi$-low-density and the trajectory is $c$-packed. In Gudmundsson and Smid [103], the graph is a $c$-packed tree with long edges, and the trajectory has long edges. In our result, the graph is $c$-packed, but surprisingly, we require no input assumptions on the query trajectory.

### 3.1.2 Related work

The Fréchet distance is a popular similarity measure for trajectories. To compute the Fréchet distance between a pair of trajectories of complexity $n$, Alt and Godau [12] provide an $O\left(n^{2} \log n\right)$ time algorithm, which Buchin et al. [37] improve to an $O\left(n^{2} \sqrt{\log n}(\log \log n)^{3 / 2}\right)$ algorithm. Conditioned on the Strong Exponential Time Hypothesis (SETH), for all $\delta>0$, Bringmann [28] shows an $\Omega\left(n^{2-\delta}\right)$ lower bound for computing the Fréchet distance in two or more dimensions. Buchin et al. [42] generalise the lower bound to one or more dimensions.

Variants of Problem 1 have been considered. Seybold [144] and Chambers et al. [49] consider finding the shortest map matching paths in geometric graphs. Chen et al. [55] study map matching under the weak Fréchet distance, whereas Wylie and Zhu [167] and Fu et al. [89] consider map matching under the discrete Fréchet distance. Wei et al. [161] and Chen et al. [55] combine the Fréchet distance approach with a Hidden Markov Model approach to obtain a hybrid algorithm.

A problem closely related to Problem 2 is to preprocess a trajectory for Fréchet distance queries. Driemel and Har-Peled [67] preprocess a trajectory $Z$ of complexity $n$ in $O\left(n \log ^{3} n\right)$ time and $O(n \log n)$ space, so that given a query trajectory $Q$ with complexity $k$, and a query subtrajectory $Z[u, v]$ where $u$ and $v$ are points on $Z$, one can return in $O\left(k^{2} \log n \log (k \log n)\right)$
time a constant factor approximation of the Fréchet distance between $Z[u, v]$ and $Q$. In this chapter we show that, even with polynomial time preprocessing time on the trajectory $Z$, one cannot hope to answer Fréchet distance queries in truly subquadratic time, unless SETH fails. As such, special cases have been considered. For $k=2$, one can answer $(1+\varepsilon)$ approximate [67] or exact [46, 63,106$]$ queries in polylogarithmic query time, by constructing a data structure of subquadratic size. Discrete Fréchet distance queries for small values of $k$ have also been studied [71, 83, 86].

Gudmundsson and Smid [103] preprocess a $c$-packed tree for Fréchet distance queries. We regard this to be one of the most relevant results to our work. Given a $c$-packed tree $T$, and a positive real number $\Delta$, the authors show how to construct a data structure of size $O(c n)$ in $O\left(n \log ^{2} n+c n \log n\right)$ preprocessing time, so that given a polygonal curve $Q$ with $k$ vertices, one can decide in $O\left(c^{4} k \log ^{2} n\right)$ time whether there exists a path $\pi \in T$ so that $d_{F}(\pi, Q) \leq 3.001 \cdot \Delta$, or that $d_{F}(\pi, Q)>\Delta$ for all paths $\pi \in T$, where $d_{F}(\cdot, \cdot)$ denotes the Fréchet distance. The authors assume that the edges of $T$ and $Q$ have length $\Omega(\Delta)$. Since $\Delta$ is fixed at preprocessing time, it is unclear whether it is possible to minimise the Fréchet distance to solve Problem 2.

Related structures that have received considerable attention include range searching and approximate nearest neighbour searching under the Fréchet distance $[4,18,29,39,62,70$, $74,84,97,114]$.

### 3.2 Preliminaries

Let $P=(V, E)$ be an undirected graph embedded in the Euclidean plane $\mathbb{R}^{2}$. An edge $u v \in E$ is a segment between $u, v \in V$, with length equal to the Euclidean distance, i.e. $|u v|=d(u, v)$. Let $p=|V|+|E|$ be the complexity of the graph $P$. We assume that $P$ is connected, otherwise, our map matching queries can be handled for each connected component independently. A path $\pi \in P$ is defined to be a sequence of vertices $u_{1}, \ldots, u_{k} \in V$ so that $u_{i} u_{i+1} \in E$ for all $1 \leq i<k$. In particular, for the purposes of this chapter we consider only paths $\pi$ in $P$ that start and end at vertices of $P$. Given a pair of vertices $u, v \in P$, the graph metric $d_{P}$ is defined so that $d_{P}(u, v)$ equals the total length of the shortest path between $u$ and $v$ in the graph $P$. The graph $P$ is $c$-packed if, for every ball $B_{r}$ of radius $r$ in the Euclidean plane, the total length of edges in $E$ inside $B_{r}$ is upper bounded by $c r$. Formally, $\sum_{e \in E}\left|e \cap B_{r}\right| \leq c r$.

A trajectory is a sequence of vertices in the Euclidean plane. Given vertices $a_{1}, \ldots, a_{q}$, the polygonal curve $Q$ is a piecewise linear function $Q:[1, q] \rightarrow \mathbb{R}^{2}$ satisfying $Q(i)=a_{i}$ for all $1 \leq i \leq q$, and $Q(i+\mu)=(1-\mu) a_{i}+\mu a_{i+1}$ for all integers $1 \leq i \leq q-1$ and reals $0 \leq \mu \leq 1$. Let $\Gamma(q)$ be the space of all continuous non-decreasing functions for $[0,1] \rightarrow[1, q]$. For a pair of polygonal curves $Q_{1}$ and $Q_{2}$ of complexities $n_{1}$ and $n_{2}$, we define the Fréchet distance between $Q_{1}$ and $Q_{2}$ to be $d_{F}\left(Q_{1}, Q_{2}\right)=\inf _{\left(\alpha_{1}, \alpha_{2}\right) \in \Gamma\left(n_{1}\right) \times \Gamma\left(n_{2}\right)} \max _{\mu \in[0,1]} d\left(Q_{1}\left(\alpha_{1}(\mu)\right), Q_{2}\left(\alpha_{2}(\mu)\right)\right)$, where $d(\cdot, \cdot)$ denotes the Euclidean distance.

Let $0<\varepsilon<1$ be a constant that is fixed at preprocessing time.

### 3.3 Technical Overview

In Section 3.3.1, we give an overview of our data structure for map matching queries on $c$-packed graphs. In Section 3.3.2, we give an overview of our lower bound for map matching queries on geometric planar graphs. Full proofs are provided in Sections 3.4-3.7.

### 3.3.1 Data structure for $c$-packed graphs

Our data structure for $c$-packed graphs is built in three stages. In Stage 1, we construct a data structure for straightest path queries, which we will define in due course. In Stage 2, we construct a data structure for map matching queries, in the special case that the trajectory is a segment. In Stage 3, we construct a data structure for map matching queries in general. Each stage builds upon and generalises the previous stage. We provide an overview of Stages 1, 2 and 3 in Sections 3.3.1, 3.3.1 and 3.3.1 respectively.

## Stage 1: Straightest path queries

For every pair of vertices in the graph, we are interested in precomputing a path between them that is as straight as possible. We define straightness using the Fréchet distance. Formally, given a pair of vertices $u$ and $v$, we define a straightest path between $u$ and $v$ to be a path $\pi \in P$ between $u$ and $v$ that minimises the Fréchet distance $d_{F}(\pi, u v)$. This leads us to the following definition for straightest path queries.

Subproblem 4 (Straightest path queries). Given a graph $P$ in the plane, construct a data structure so that given any pair of vertices $u, v \in P$, the data structure returns $\min _{\pi} d_{F}(\pi, u v)$ where $\pi$ ranges over all paths in $P$ between $u$ and $v$. See Figure 3.2.


Figure 3.2: Given a pair of query vertices $u, v$ (red), the data structure in Subproblem 4 returns $\min _{\pi} d_{F}(\pi, u v)$ (light-blue) where $\pi$ ranges over all paths between $u$ and $v$ (blue) in the graph $P$ (black).

Note that Subproblem 4 can be viewed as a special case of map matching queries, where the query trajectory must be a segment between two graph vertices, and the path must connect the endpoints of the query segment. A naïve way to answer straightest path queries is, for every pair of vertices, to precompute the Fréchet distance for its straightest path. Unfortunately, storing the precomputed Fréchet distance for all pairs of vertices requires $\Omega\left(p^{2}\right)$ space.

Instead, we use a semi-separated pair decomposition [1] to reduce the number of pairs we need to consider. We define the transit vertices of a semi-separated pair to be a set of vertices so that any path between the two components of the semi-separated pair must pass through at least one of the transit vertices. We define the set of transit pairs of a semi-separated pair to be pairs of vertices where one vertex is in the semi-separated pair, and one vertex is a transit vertex. For $c$-packed graphs, we show that there are at most $O(c p \log p)$ transit pairs. By storing the minimum Fréchet distance for each transit pair, we reduce the storage requirement of our data structure to $O(c p \log p)$.

Finally, we answer straightest path queries by dividing the path $u \rightarrow v$ into two paths. Specifically, we divide $u \rightarrow v$ into $u \rightarrow w \rightarrow v$, where $w$ is a transit vertex of the semiseparated pair separating $u$ and $v$. Having precomputed the minimum Fréchet distance for transit pairs $(u, w)$ and $(w, v)$, we use these Fréchet distances to obtain a constant factor approximation for the Fréchet distance of the straightest path between $u$ and $v$.

Putting this all together, we obtain Theorem 5. For a full proof see Section 3.4.
Theorem 5. Given a c-packed graph $P$ of complexity p, one can construct a data structure of $O(c p \log p)$ size, so that given a pair of query vertices $u, v \in P$, the data structure returns in $O(\log p)$ query time a 3 -approximation of $\min _{\pi} d_{F}(\pi, u v)$, where $\pi$ ranges over all paths in $P$ between $u$ and $v$. The preprocessing time is $O\left(c p^{2} \log ^{2} p\right)$.

## Stage 2: Map matching segment queries

Our next step is to answer map matching queries where the query trajectory is an arbitrary segment.

Subproblem 6 (Map matching segment queries). Given a graph $P$ in the plane, construct a data structure so that given a query segment $Q$ in the plane, the data structure returns $\min _{\pi} d_{F}(\pi, Q)$ where $\pi$ ranges over all paths in $P$ that start and end at a vertex of $P$. See Figure 3.3.


Figure 3.3: Given a query segment $Q$ (red), the data structure in Subproblem 6 returns $\min _{\pi} d_{F}(\pi, Q)$ (light-blue) where $\pi$ ranges over all paths (blue) in the graph $P$ (black).

Subproblem 6 can be viewed as a generalisation of Subproblem 4, where the endpoints of the segment $Q$ are not necessarily graph vertices, and the starting and ending points of the path are not given and must instead be computed. To answer map matching segment queries, we combine two data structures. The first data structure is an extension of the data structure in Theorem 5, which we modify to handle query segments that do not necessarily have their endpoints at graph vertices. The second data structure is to build a simplification of the $c$-packed graph so that one can efficiently query the starting and ending points of the path.

To build our first data structure, we use the result of Driemel and Har-Peled [67], which states that one can preprocess a trajectory in near-linear time and space, so that given a query segment, one can $(1+\varepsilon)$-approximate the Fréchet distance from the query segment to any subcurve of the trajectory in constant time. Let $\varepsilon>0$ and $\chi=\varepsilon^{-2} \log (1 / \varepsilon)$. By combining Theorem 5 with their result, we obtain a data structure of $O\left(c \chi^{2} p \log p\right)$ size, so that given a pair of query vertices $u, v \in P$ and a query segment $a b$ in the plane, the data
structure returns in $O\left(\log p+c \varepsilon^{-1}\right)$ time a $(1+\varepsilon)$-approximation of $\min _{\pi} d_{F}(\pi, a b)$, where $\pi$ ranges over all paths in $P$ between $u$ and $v$. The preprocessing time is $O\left(c \chi^{2} p^{2} \log ^{2} p\right)$.

To build our second data structure, we use graph clustering to simplify the $c$-packed graph. We first consider the decision version of the problem. Given a Fréchet distance $r$, we guarantee that all edges in our simplified graph have length at least $\varepsilon r$. By $c$-packedness, the number of simplified graph vertices inside a disk of radius $r$ is at most a constant. Given a query segment $a b$, this reduces the number of candidate starting and ending points of the matched path to a constant. We use an orthogonal range searching data structure to efficiently query for the candidate starting and ending points of the path. Finally, we apply parametric search to minimise the Fréchet distance $r$.

By combining our two data structures, we obtain Theorem 7. For a full proof see Section 3.5.

Theorem 7. Given a c-packed graph $P$ of complexity $p$, one can construct a data structure of $O\left(c \varepsilon^{-4} \log ^{2}(1 / \varepsilon) \cdot p \log p\right)$ size, so that given a query segment ab in the plane, the data structure returns in $O\left(c^{4} \varepsilon^{-4} \cdot \log ^{2} p\right)$ time $a(1+\varepsilon)$-approximation of $\min _{\pi} d_{F}(\pi, a b)$, where $\pi$ ranges over all paths in $P$ that start and end at a vertex of $P$. The preprocessing time is $O\left(c \varepsilon^{-4} \log ^{2}(1 / \varepsilon) \cdot p^{2} \log ^{2} p\right)$.

## Stage 3: Map matching queries

Finally, we consider general map matching queries, which we restate for convenience. See Figure 3.4.

Problem 2 (Map matching queries). Given a graph $P$ in the plane, construct a data structure so that given a query trajectory $Q$ in the plane, the data structure returns $\min _{\pi} d_{F}(\pi, Q)$, where $\pi$ ranges over all paths in $P$ and $d_{F}(\cdot, \cdot)$ denotes the Fréchet distance.


Figure 3.4: Given a query trajectory $Q$ (red), the data structure in Problem 2 returns $\min _{\pi} d_{F}(\pi, Q)$ (light-blue) where $\pi$ ranges over all paths (blue) in the graph $P$ (black).

Let the vertices of $Q$ be $a_{1}, \ldots, a_{q}$, and let the Fréchet distance for the decision version be $r$. We compute a set of points $T_{i}$ that $a_{i}$ can match to. Each point $b_{i, j} \in T_{i}$ is either a vertex of $P$, or a point along an edge of $P$. The size of $T_{i}$ is at most a constant, depending on $c$ and $\varepsilon$. For a point $b_{i, j}$ that is a vertex of $P$, we construct it in the same way as in Stage 2. For a point $b_{i, j}$ that is on an edge of $P$, we construct it by sampling along the edges of $P$ that have length at least $\varepsilon r / 2$ and are within a distance of $r$ to $a_{i}$. To efficiently query the edges of $P$ with these two properties, we build a three-dimensional low-density environment and use the range searching data structure of Schwarzkopf and Vleugels [141].

The final step is to build a directed graph on the set of points $\cup_{i=1}^{q} T_{i}$. For each $b_{i, j} \in T_{i}$ and $b_{i+1, k} \in T_{i+1}$, we use the map matching segment query from the previous section to compute a $(1+\varepsilon)$-approximation of the minimum Fréchet distance $\min _{\pi}\left(\pi, a_{i} a_{i+1}\right)$ where $\pi$ ranges over all paths between $b_{i, j}$ and $b_{i+1, k}$. We set the capacity of the directed edge from $b_{i, j}$ to $b_{i+1, k}$ to be this minimum Fréchet distance. We decide whether there is a directed path from a point in $T_{1}$ to a point in $T_{q}$ so that the capacities of all edges on the directed path are at most $(1+\varepsilon) r$. Finally, we use parametric search to minimise $r$.

Putting this all together, we obtain Theorem 3, which we restate for convenience. For a full proof see Section 3.6.

Theorem 3. Given a c-packed graph $P$ of complexity p, one can construct a data structure of $O\left(p \log ^{2} p+c \varepsilon^{-4} \log (1 / \varepsilon) p \log p\right)$ size, so that given a query trajectory $Q$ of complexity $q$, the data structure returns in $O\left(q \log q \cdot\left(\log ^{4} p+c^{4} \varepsilon^{-8} \log ^{2} p\right)\right)$ query time a $(1+\varepsilon)$-approximation of $\min _{\pi} d_{F}(\pi, Q)$ where $\pi$ ranges over all paths in $P$ and $d_{F}(\cdot, \cdot)$ denotes the Fréchet distance. The preprocessing time is $O\left(c^{2} \varepsilon^{-4} \log ^{2}(1 / \varepsilon) p^{2} \log ^{2} p\right)$.

### 3.3.2 Lower bound for geometric planar graphs

In the final section, we investigate lower bounds for map matching queries on graphs that are not $c$-packed. Our lower bounds attempt to explain why answering map matching queries is such a difficult problem in general. In particular, we show that unless SETH fails, there is no data structure that can be constructed in polynomial preprocessing time, that answers map matching queries on geometric planar graphs in truly subquadratic time. Note that the upper bound of Alt et al.'s [11] matches this lower bound up to lower-order factors, which implies that preprocessing does not help for geometric planar map matching, unless SETH fails.

To build towards our lower bound for map matching queries, we consider a warm-up problem, which is to preprocesses a trajectory, so that given a query trajectory, the data structure can efficiently answer the Fréchet distance between the query trajectory and the preprocessed trajectory. Buchin et al. [46] claim that this is an extremely difficult problem, which is why the special case of query segments is considered in their chapter. We provide evidence towards Buchin et al.'s [46] claim. We show that preprocessing does not help with Fréchet distance queries on trajectories unless SETH fails. In particular, there is no data structure with polynomial preprocessing time that can answer Fréchet distance queries significantly faster than computing the Fréchet distance without processing. To show our lower bound, we modify the Bringmann's [28] construction to answer the offline version of the data structure problem in a similar fashion to Bringmann et al. [29] and Rubinstein [139].

Next, we prove a lower bound for Problem 1. We show that unless SETH fails, there is no truly subquadratic time for map matching on geometric planar graphs. This shows that the algorithm by Alt et al. [11] for geometric planar map matching is optimal up to lower-order factors, unless SETH fails. Finally, we combine the ideas from our warm-up problem and our lower bound for Problem 1 to rule out truly subquadratic query times for map matching queries on geometric planar graphs, unless SETH fails.

Putting this all together, we obtain Theorem 8. For a full proof see Section 3.7.
Theorem 8. Given a geometric planar graph of complexity $p$, there is no data structure that can be constructed in poly $(p)$ time, that when given a query trajectory of complexity $q$, can answer 2.999-approximate map matching queries in $O\left((p q)^{1-\delta}\right)$ query time for any $\delta>0$, unless SETH fails. This holds for any polynomial restrictions of $p$ and $q$.

This completes the overview of the main results of our chapter.

### 3.4 Stage 1: Straightest path queries

The first stage of our data structure for $c$-packed graphs is to construct a straightest path query data structure. Recall that the straightest path between $u$ and $v$ is a path $\pi \in P$ from $u$ to $v$ that minimises the Fréchet distance $d_{F}(\pi, u v)$. A data structure for straightest path queries is defined as follows. Given a pair of query vertices $u$ and $v$, the data structure returns the minimum Fréchet distance $d_{F}(\pi, u v)$ where $\pi$ ranges over all paths between $u$ and $v$. As stated in the technical overview, we avoid storing a quadratic number of Fréchet distances by using a semi-separated pair decomposition (SSPD) to reduce the number of pairs of vertices we need to consider.

Definition 9 (SSPD). Let $V$ be a set of vertices. A semi-separated pair decomposition of $V$ with separation constant $s \in \mathbb{R}^{+}$is a collection $\left\{\left(A_{i}, B_{i}\right)\right\}_{i=1}^{k}$ of pairs of non-empty subsets of $V$ so that

$$
\min \left(\operatorname{diameter}\left(A_{i}\right), \operatorname{diameter}\left(B_{i}\right)\right) \leq s \cdot d\left(A_{i}, B_{i}\right),
$$

and for any two distinct points $u$ and $v$ of $V$, there is exactly one pair $\left(A_{i}, B_{i}\right)$ in the collection, such that $(i) u \in A_{i}$ and $v \in B_{i}$, or $(i i) v \in A_{i}$ and $u \in B_{i}$.

Note that for sets $A, B$, we define $d(A, B)=\min _{(a, b) \in A \times B} d(a, b)$, where $d(a, b)$ denotes the Euclidean distance. The total weight of $\left\{\left(A_{i}, B_{i}\right)\right\}_{i=1}^{k}$ is defined as $\sum_{i=1}^{k}\left(\left|A_{i}\right|+\left|B_{i}\right|\right)$. Abam et al. [1] show how to construct an SSPD of $V$ with separation constant $s$ in $O\left(n s^{-2}+\right.$ $n \log n)$ time, that has $O\left(n s^{-2}\right)$ pairs, and total weight $O\left(n s^{-2} \log n\right)$, where $n$ is number of vertices in $V$.

Although not explicitly stated in [1], given any two distinct points $u$ and $v$ of $V$, one can query the SSPD in $O(\log n)$ time to retrieve the pair $\left(A_{i}, B_{i}\right)$ satisfying either $(i) u \in A_{i}$ and $v \in B_{i}$ or $(i i) v \in A_{i}$ and $u \in B_{i}$. We provide a sketch of the query procedure. The SSPD in [1] is constructed using a BAR tree [73], where each node in the balanced tree has an associated weight class. Each leaf of the BAR tree is associated with a point in $V$, and has a weight class of $O(\log n)$. Given any two distinct points $u$ and $v$, we simultaneously traverse the BAR tree, from the root to the leaf nodes associated with $u$ and $v$. The invariant maintained by the simultaneous traversal is that the weight class along the two traversals remains the same. The semi-separated pair $\left(A_{i}, B_{i}\right)$ that we return is the pair of nodes in the BAR tree with minimum weight class that satisfies the semi-separated property $\min \left(\right.$ diameter $\left(A_{i}\right)$, diameter $\left(B_{i}\right) \leq s \cdot d\left(A_{i}, B_{i}\right)$. Putting this together, we obtain the following observation.

Observation 10. Given a pair of distinct points $u$ and $v$ of $V$, one can query the SSPD of [1] in $O(\log n)$ time to obtain a semi-separated pair $\left(A_{i}, B_{i}\right)$ satisfying either (i) $u \in A_{i}$ and $v \in B_{i}$ or (ii) $v \in A_{i}$ and $u \in B_{i}$.

We construct an SSPD of the vertices of $P$ with separation constant $1 / 2$. For each semi-separated pair $\left(A_{i}, B_{i}\right)$ in our SSPD, we select a set of $O(c)$ vertices of $P$ to be transit vertices. The transit vertices have the property that any path from $A_{i}$ to $B_{i}$ must pass through a transit vertex. In Lemma 11, we show how to compute transit vertices.

Lemma 11. Let $P=(V, E)$ and let $\left\{\left(A_{i}, B_{i}\right)\right\}_{i=1}^{k}$ be an SSPD of $V$ with separation constant $1 / 2$. For each pair $\left(A_{i}, B_{i}\right)$ of the $S S P D$, one can compute a set of vertices $C_{i} \subset V$ in $O(c p)$
time satisfying $(i)\left|C_{i}\right| \leq 2 c$, and (ii) any path starting at a vertex in $A_{i}$ and ending at a vertex in $B_{i}$ must pass through a vertex in $C_{i}$.

Proof. First, we construct the set $C_{i}$. Then we prove that $C_{i}$ satisfies the required properties. Finally, we analyse the running time of our algorithm.

Without loss of generality, suppose diameter $\left(A_{i}\right) \leq \operatorname{diameter}\left(B_{i}\right)$. Let $a_{0}$ be a vertex in $A_{i}$. Let $D_{1}$ be a disk with centre at $a_{0}$ with radius diameter $\left(A_{i}\right)$, and let $D_{2}$ be a disk with centre at $a_{0}$ with radius $2 \cdot \operatorname{diameter}\left(A_{i}\right)$. See Figure 3.5 . All vertices of $A_{i}$ are in $D_{1}$. All vertices of $B_{i}$ are outside $D_{2}$, since $d\left(a_{0}, B_{i}\right) \geq d\left(A_{i}, B_{i}\right) \geq 2 \cdot \operatorname{diameter}\left(A_{i}\right)=\operatorname{radius}\left(D_{2}\right)$, where the second inequality comes from the separation constant of the SSPD being $1 / 2$.


Figure 3.5: A semi-separated pair $A_{i}$ (red) and $B_{i}$ (blue). The circles $D_{1}$ and $D_{2}$ (orange) are centred at a vertex $a_{0} \in A_{i}$, and have radius diameter $\left(A_{i}\right)$ and 2 diameter $\left(A_{i}\right)$ respectively. The value of the max-flow/min-cut in the figure is $\ell=4$, so $\left|C_{i}\right|=4$.

Next, we set up a max-flow instance. Set the capacity of each edge of $P=(V, E)$ to 1 . Set the vertices in $A_{i}$ to be sources, and set the vertices in $B_{i}$ to be sinks. The max-flow of the instance is equal to its min-cut. Let the minimum cut be a set of edges $e_{1}, e_{2}, \ldots, e_{\ell}$. Choose one endpoint for each edge $e_{1}, e_{2}, \ldots, e_{\ell}$ to form the set $C_{i}$. This completes the construction of $C_{i}$.

We show that our construction of $C_{i}$ satisfies the properties $(i)\left|C_{i}\right| \leq 2 c$, and (ii) any path starting at a vertex in $A_{i}$ and ending at a vertex in $B_{i}$ must pass through a vertex in $C_{i}$. Property ( $i i$ ) follows from $e_{1}, e_{2}, \ldots, e_{\ell}$ being a cut. This is because removing all the edges in the cut would disconnect the sources from the sinks, so all paths from $A_{i}$ to $B_{i}$ must pass through one of $e_{1}, e_{2}, \ldots, e_{\ell}$ and one of the vertices in $C_{i}$. Property $(i)$ follows from $c$-packedness. In the max-flow instance, the capacity of the max-flow is $\ell$. Since all edges have capacity 1 , there are $\ell$ edge-disjoint paths from $A_{i}$ to $B_{i}$. Each edge-disjoint path has one endpoint in $D_{1}$, and one endpoint outside $D_{2}$. So each path intersects both the inner and outer boundaries of the annulus $D_{2} \backslash D_{1}$. The width of the annulus $D_{2} \backslash D_{1}$ is equal to diameter $\left(A_{i}\right)$. Therefore, there are $\ell$ edge disjoint paths in $D_{2} \backslash D_{1}$ that each have length at least diameter $\left(A_{i}\right)$. Since the graph is $c$-packed, the total length of edges in the ball $D_{2}$ is at most $c$ times the radius of $D_{2}$, which is $2 c \cdot \operatorname{diameter}\left(A_{i}\right)$. Therefore, $\ell \cdot \operatorname{diameter}\left(A_{i}\right) \leq 2 c \cdot \operatorname{diameter}\left(A_{i}\right)$. Hence, $\left|C_{i}\right|=\ell \leq 2 c$ as required.

Finally, we analyse the running time of our algorithm, which is dominated by computing the max-flow. The running time of the Ford-Fulkerson algorithm is equal to the number of edges in $P$ times the max-flow. Since $\ell \leq 2 c$, the max-flow is $\leq 2 c$. Moreover, there are $O(p)$ edges in $P$. Therefore, the overall running time of the algorithm is $O(c p)$.

The set of transit vertices for a semi-separated pair $\left(A_{i}, B_{i}\right)$ is defined to be the set $C_{i}$ constructed above. Next, we define transit pairs. Given a semi-separated pair $\left(A_{i}, B_{i}\right)$, a transit pair for the semi-separated pair $\left(A_{i}, B_{i}\right)$ is a pair of vertices $(u, w)$ so that $u \in A_{i} \cup B_{i}$ and $w \in C_{i}$, where $C_{i}$ is the set of transit vertices for $\left(A_{i}, B_{i}\right)$ defined in Lemma 11. Now, we bound the total number of transit vertices and pairs.

Lemma 12. There are $O(c p)$ transit vertices and $O(c p \log p)$ transit pairs in $P$, over all semi-separated pairs in the SSPD.

Proof. There are $O(p)$ semi-separated pairs in the SSPD in [1]. By Lemma 11, there are $O(c)$ transit vertices per semi-separated pair. Therefore, there are $O(c p)$ transit vertices in total. For a semi-separated pair $\left(A_{i}, B_{i}\right)$, let $(u, w)$ be a transit pair. There are $\left|A_{i}\right|+\left|B_{i}\right|$ choices for $u$, and at most $2 c$ choices for $w$. Therefore, the number of transit pairs over all semi-separated pairs is at most $\sum_{i=1}^{k} 2 c\left(\left|A_{i}\right|+\left|B_{i}\right|\right)=O(c p \log p)$, since $\sum_{i=1}^{k}\left(\left|A_{i}\right|+\left|B_{i}\right|\right)=$ $O(p \log p)$ is the weight of the SSPD in [1].

Our next step is to precompute and store the minimum Fréchet distance $d_{F}(\pi, u w)$ for each transit pair $(u, w)$, where $\pi$ ranges over all paths in $P$ between $u$ and $w$. For this, we use a modification of the algorithm by Alt et al. [11].

Lemma 13. Let $u, w \in P$ be a pair of vertices, and let ab be a segment. One can compute $\min _{\pi} d_{F}(\pi, a b)$ in $O(p \log p)$ time, where $\pi$ ranges over all paths in $P$ between $u$ and $w$.

Proof (Sketch). Our proof is essentially the same as in [11], except that we replace the sweepline algorithm with a simple Dijkstra search [65]. The fact that the endpoints $u$ and $w$ are given makes this simplification possible. Furthermore, by replacing the sweepline with Dijkstra, we do not require $P$ to be planar.

For the sake of completeness, we provide a proof sketch of our result. We set up a free space diagram for the decision problem in the same way as in [11]. Let $P=(V, E)$. For each edge $e \in E$, let $F D(e, a b)$ be the free space diagram between $e$ and $a b$. Note that the $x$ - and $y$-coordinates of $F D(e, a b)$ denote the positions along $e$ and $a b$ respectively. Moreover, orient $F D(e, a b)$ so that $a$ has the minimum $y$-coordinate and $b$ has the maximum $y$-coordinate. Similarly to [11], there is a path $\pi$ between vertices $u$ and $w$ satisfying $d_{F}(\pi, a b) \leq d$ if and only if there is a sequence of free space diagrams $\left\{F D\left(e_{i}, a b\right)\right\}_{i=1}^{k}$ with a monotone path in the free space from $(u, a)$ to $(w, b)$. See Figure 3.6.

We avoid using a sweepline algorithm, and instead perform a Dijkstra search between $u$ and $w$. First, check that $(u, a)$ and $(w, b)$ are in the free space. Next, construct a priority queue on points $(x, y)$ in the free space diagram, where $x$ is a vertex of $P$, and $y$ is any point on the segment $a b$. The priority of $(x, y)$ is $y$. The invariant maintained by the priority queue is that for all $(x, y)$ in the priority queue, there is a monotone path from $(u, a)$ to $(x, y)$. Initially, the priority queue contains only $(u, a)$. In each iteration, we pop a point from the priority queue with minimum $y$-coordinate. Let this point be $(x, y)$. For all neighbours $x^{\prime}$ of $x \in P$, add $\left(x^{\prime}, y^{\prime}\right)$ to the priority queue, where $y^{\prime}$ is the minimum $y$-coordinate so that there is a monotone path from $(x, y)$ to $\left(x^{\prime}, y^{\prime}\right)$ in $F D\left(x x^{\prime}, a b\right)$. This maintains the invariant of the priority queue. Halt the priority queue if $\left(w, b^{\prime}\right)$ is in the priority queue, which occurs


Figure 3.6: The $x$-coordinates of $F D\left(e_{i}, a b\right)$ denote the position along $e_{i}$, and the $y$ coordinates denote the position along $a b$. There is a path $\pi$ between $u$ and $w$ with $d_{F}(\pi, a b) \leq d$ if and only if there is a monotone path from $(u, a)$ to $(w, b)$ in the free space surface.
if and only if there is a monotone path from $(u, a)$ to $\left(w, b^{\prime}\right)$ to $(w, b)$. Finally, we apply parametric search to minimise the Fréchet distance in the same way as in [11].

We analyse the running time. Constructing the free space diagrams takes $O(p)$ time. Running Dijkstra's algorithm takes $O(|E|+|V| \log |V|)=O(p \log p)$ time. Finally, applying parametric search [126] with Cole's optimisation [59] takes $O(p \log p)$ time.

We are now ready to build the data structure for straightest path queries, which is the main result of this section.

Theorem 5. Given a c-packed graph $P$ of complexity p, one can construct a data structure of $O(c p \log p)$ size, so that given a pair of query vertices $u, v \in P$, the data structure returns in $O(\log p)$ query time a 3 -approximation of $\min _{\pi} d_{F}(\pi, u v)$, where $\pi$ ranges over all paths in $P$ between $u$ and $v$. The preprocessing time is $O\left(c p^{2} \log ^{2} p\right)$.

Proof. First we describe the preprocessing procedure. Construct an SSPD of the vertices of $P$, with separation constant $1 / 2$. For each semi-separated pair $\left(A_{i}, B_{i}\right)$, let $C_{i}$ be its set of transit vertices as defined in Lemma 11. Recall that if $u \in A_{i} \cup B_{i}$ and $w \in C_{i}$, then $(u, w)$ is a transit pair of $\left(A_{i}, B_{i}\right)$. For each transit pair $(u, w)$, we set $a b=u w$ in Lemma 13 to compute the straightest path between $u$ and $w$, and we store the minimum Fréchet distance.

Next, we describe the query procedure. Given a pair of query vertices $u$ and $v$, we query our SSPD for the semi-separated pair $\left(A_{i}, B_{i}\right)$ so $(i) u \in A_{i}$ and $v \in B_{i}$, or (ii) $v \in A_{i}$ and $u \in B_{i}$. Let $C_{i}$ be the transit vertices for $\left(A_{i}, B_{i}\right)$. For each $w \in C_{i}$, define $\pi_{u w}$ to be the straightest path between $u$ and $w$, and define $D_{u w}=d_{F}\left(\pi_{u w}, u w\right)$. Define $\pi_{w v}$ and $D_{w v}$ analogously. Define $t$ to be the orthogonal projection of $w$ onto $u v$ and define $D_{w}$ to be the orthogonal distance. See Figure 3.7. Finally, return $\min _{w \in C_{i}}\left(\max \left(D_{u w}, D_{w v}\right)+D_{w}\right)$ as a 3 -approximation for the minimum Fréchet distance of the shortest path between $u$ and $v$.

We prove that the query procedure returns a 3 -approximation. Our proof is inspired by the proof of Lemma 5.5 in [67]. Let $\pi_{u v}$ be the straightest path between $u$ and $v$. Then, for any transit vertex $w \in C_{i}$, we have


Figure 3.7: Vertices $u, v$ and transit vertex $w$ (black), the straightest paths $\pi_{u w}$ and $\pi_{w v}$ (blue) with Fréchet distances $D_{u w}, D_{w v}$ (orange), and the orthogonal distance $D_{w}$ from $w$ to $u v$ (orange, dashed).

$$
\begin{aligned}
d_{F}\left(\pi_{u v}, u v\right) & \leq d_{F}\left(\pi_{u w} \circ \pi_{w v}, u v\right) \\
& \left.\leq \max \left(d_{F}\left(\pi_{u w}, u t\right), d_{F}\left(\pi_{w v}, t v\right)\right)\right) \\
& \leq \max \left(d_{F}\left(\pi_{u w}, u w\right)+d_{F}(u w, u t), d_{F}\left(\pi_{w v}, w v\right)+d_{F}(w v, t v)\right) \\
& =\max \left(D_{u w}+D_{w}, D_{w v}+D_{w}\right) \\
& =\max \left(D_{u w}, D_{w v}\right)+D_{w}
\end{aligned}
$$

Therefore, $d_{F}\left(\pi_{u v}, u v\right) \leq \min _{w \in C_{i}}\left(\max \left(D_{u w}, D_{w v}\right)+D_{w}\right)$. Next, using Lemma 11, assume that $w^{*} \in C_{i}$ is a transit vertex so that $w^{*} \in \pi_{u v}$. Then clearly $D_{w^{*}} \leq d_{F}\left(\pi_{u v}, u v\right)$. By Lemma 5.3 in [67], $D_{u w^{*}} \leq 2 \cdot d_{F}\left(\pi_{u v}, u v\right)$. Putting this together, we obtain $\max \left(D_{u w^{*}}, D_{w^{*} v}\right)+$ $D_{w}^{*} \leq 3 \cdot d_{F}\left(\pi_{u v}, u v\right)$. Therefore, our query procedure returns a 3 -approximation of $d_{F}\left(\pi_{u v}, u v\right)$, as required.

Finally, we analyse the running time and space of our preprocessing and query procedures. Constructing the SSPD takes $O(p \log p)$ time [1]. By Lemma 11, all transit vertices and transit pairs can be computed in $O\left(c p^{2} \log p\right)$ time. Computing the minimum Fréchet distance for all transit pairs takes $O\left(c p^{2} \log ^{2} p\right)$ time. Therefore, our data structure can be constructed in $O\left(c p^{2} \log ^{2} p\right)$ time. Storing the Fréchet distance for all transit pairs requires $O(c p \log p)$ space, by Lemma 12. By Observation 10, querying the SSPD for the semi-separated pair containing the query vertices takes $O(\log p)$ time. There are $O(c)$ transit vertices to check. For a transit vertex $w$, looking up the values $D_{u w}$ and $D_{w v}$ in our data structure takes constant time. Computing $D_{w}$ takes constant time. Putting this all together, we obtain the stated theorem.

### 3.5 Stage 2: Map matching segment queries

Recall that a data structure for map matching segment queries is defined as follows. Given a query segment $a b$ in the plane, the data structure returns the minimum Fréchet distance $d_{F}(\pi, a b)$ as $\pi$ ranges over all paths in $P$ that start and end at a vertex of $P$.

As stated in the technical overview, we build two data structures in this section. The first data structure in this section is an extension of Theorem 5 , which we modify to handle arbitrary query segments in the plane.

Lemma 14. Given a c-packed graph $P$ of complexity p, one can construct a data structure of $O(c p \log p)$ size, so that given a pair of query vertices $u, v \in P$ and a query segment $a b$ in the plane, the data structure returns in $O(\log p)$ query time a 3 -approximation of
$\min _{\pi} d_{F}(\pi, a b)$, where $\pi$ ranges over all paths in $P$ between $u$ and $v$. The preprocessing time is $O\left(c p^{2} \log ^{2} p\right)$.
Proof (Sketch). Our proof is the exactly same as the proof of Theorem 5, except that (i) we define $D_{w}=d_{F}(u w \circ w v, a b)$, and (ii) we define $t$ to be the point on $a b$ that matches to $w$, under the minimum Fréchet distance matching between $a b$ and $u w \circ w v$.

This completes the construction of the first data structure, however, its approximation ratio is 3 . Next, we improve the approximation ratio to $(1+\varepsilon)$. We first prove a useful lemma.

Lemma 15. Let $u, w \in P$ be a fixed pair of vertices. Let $\varepsilon>0$ and $\chi=\varepsilon^{-2} \log (1 / \varepsilon)$. One can construct a data structure of $O\left(\chi^{2}\right)$ space, so that given a query segment ab in the plane, the data structure returns in constant time a $(1+\varepsilon)$-approximation of $\min _{\pi} d_{F}(\pi, a b)$, where $\pi$ ranges over all paths in $P$ between $u$ and $w$. The preprocessing time is $O\left(\chi^{2} p \log p\right)$.

Proof (Sketch). Our proof is the same as the proof of Lemma 5.8 in [67], except that instead of computing the Fréchet distance between a curve and a segment joining a pair of grid points, we use Lemma 13 to minimise the Fréchet distance over all paths between $u$ and $w$.

Now, we use Lemma 15 to improve the approximation ratio of Lemma 14 to $(1+\varepsilon)$.
Lemma 16. Let $\varepsilon>0$ and $\chi=\varepsilon^{-2} \log (1 / \varepsilon)$. One can construct a data structure of $O\left(c \chi^{2} p \log p\right)$ size, so that given a pair of query vertices $u, v \in P$ and a query segment ab in the plane, the data structure returns in $O\left(\log p+c \varepsilon^{-1}\right)$ time $a(1+\varepsilon)$-approximation of $\min _{\pi} d_{F}(\pi, a b)$, where $\pi$ ranges over all paths in $P$ between $u$ and $v$. The preprocessing time is $O\left(c \chi^{2} p^{2} \log ^{2} p\right)$.

Proof (Sketch). Our proof is essentially the same as the proof of Theorem 5.9 in [67], except that ( $i$ ) we replace subcurves with transit pairs, (ii) we replace Lemma 5.8 in [67] with Lemma 15, and (iii) we replace Theorem 5.6 in [67] with Lemma 14.

For the sake of completeness, we provide a proof sketch of our result. We first describe the preprocessing procedure. We construct the data structure in Lemma 14. For each transit pair, we construct the data structure in Lemma 15. Next, we describe the query procedure. Given a pair of query vertices $(u, v)$ and a query segment $a b$, we use Lemma 14 to compute a real value $r$ so that $\min _{\pi} d_{F}(\pi, a b) \leq r \leq 3 \cdot \min _{\pi} d_{F}(\pi, a b)$, where $\pi$ ranges over all paths between $u$ and $v$. Next, we iterate over all transit vertices $w$ associated with the semi-separated pair containing $(u, v)$. Define $B(w, 3 r)$ to be a ball with radius $3 r$ centred at $w$. If $B(w, 3 r)$ does not intersect $a b$, we skip the transit vertex $w$ and move onto the next one. Hence, we may assume that $B(w, 3 r)$ intersects $a b$. We compute $O\left(\varepsilon^{-1}\right)$ evenly spaced vertices on the chord $B(w, 3 r) \cap a b$. Let $t$ be one of these vertices. See Figure 3.8.

We use Lemma 15 to compute a $(1+\varepsilon)$-approximation of $\min _{\pi} d_{F}(\pi, a t)$ as $\pi$ ranges over all paths between $u$ and $w$ (resp. $t b$ and paths between $w$ and $v$ ). We take the larger Fréchet distance out of the $a t$ and $t b$ cases, and return it as a (1+ $\varepsilon$ )-approximation of $\min _{\pi} d_{F}(\pi, a b)$ as $\pi$ ranges over all paths between $u$ and $v$ assuming $w \in \pi$ and $w$ matches to $t$. Finally, we minimise over all transit vertices $w$ and the evenly spaced vertices $t \in B(w, 3 r) \cap a b$ to obtain a $(1+\varepsilon)$-approximation of $\min _{\pi} d_{F}(\pi, a b)$. The proof of correctness follows from Theorem 5.9 in [67].

We analyse the preprocessing time and space. There are $O(c p \log p)$ transit pairs by Lemma 12. By Lemma 14 and Lemma 15, the data structure has $O\left(c \chi^{2} p \log p\right)$ size, and can


Figure 3.8: The $O\left(\varepsilon^{-1}\right)$ evenly spaced vertices, including $t$ (black) on the chord $B(w, 3 r) \cap a b$ which is the intersection of segment $a b$ (red) and the ball centred at $w$ with radius $3 r$ (orange).
be constructed in $O\left(c \chi^{2} p^{2} \log ^{2}\right)$ preprocessing time. We analyse the query time. Computing a 3 -approximation takes $O(\log p)$ query time. Iterating over all choices of $w$ and $t$ takes $O\left(c \varepsilon^{-1}\right)$ time. Putting this together yields the claimed lemma.

This improves the approximation ratio of the first data structure to $(1+\varepsilon)$. Next, we consider the second data structure, which can efficiently query the starting and ending points of the path.

For our second data structure, we simplify the $c$-packed graph using graph clustering. The clustering algorithm we use is Gonzales' algorithm [94]. Let $P=(V, E)$ be the graph, which from Section 3.2 is assumed to be connected. For a pair of vertices $u, v \in V$, let $d_{P}(u, v)$ be the shortest path between $u$ and $v$ in $P$. For $k=1, \ldots, p$, we compute a $k$-centre clustering of $V$ under the graph metric $d_{P}$. For $k=1$, choose an arbitrary vertex $v_{1}$ to be the 1-centre. Mark $v_{1}$ as a cluster centre, and let $r_{1}$ be the radius of the 1-centre clustering. For $k \geq 2$, compute the vertex $v_{k}$ that is the furthest from all existing cluster centres $v_{1}, \ldots, v_{k-1}$. Mark $v_{k}$ as a new centre, and let $r_{k}$ be the radius of the $k$-centre clustering. After all vertices are marked as cluster centres, we have computed a list $\left[\left(v_{1}, r_{1}\right), \ldots,\left(v_{p}, r_{p}\right)\right]$ of cluster centres and cluster radii.

We use the cluster centres and cluster radii to construct a hierarchy of simplifications of the graph $P$. In particular, define $V_{r}$ to be the set of vertices $\left\{v_{i} \in V: r_{i} \geq \varepsilon r\right\}$. We show that for any square $S$ with side length $2 r$, there are at most $O\left(c \varepsilon^{-1}\right)$ vertices in $V_{r} \cap S$.

Lemma 17. Let $P=(V, E)$ be a c-packed graph and let $S$ be a square in the plane with side length $2 r$. Then there exists a set of vertices $T \subseteq V$ satisfying $(i)|T|=O\left(c \varepsilon^{-1}\right)$ and (ii) for all vertices $v \in V \cap S$, there exists $t \in T$ so that $d_{P}(v, t) \leq \varepsilon r$.

Proof. Run the clustering algorithm described above to compute a list $\left[\left(v_{1}, r_{1}\right), \ldots,\left(v_{p}, r_{p}\right)\right]$ of cluster centres and their clustering radii. Recall that $V_{r}$ is the set of vertices in $V$ satisfying $r_{i} \geq \varepsilon r$. Let $S^{\prime}$ be a square concentric with $S$, but has side length $4 r$. Define $T_{1}=V_{r} \cap S^{\prime}$. First, we show that $T_{1}$ satisfies Property $(i)$. Then we add a single vertex to $T_{1}$ to construct $T_{2}$, and show that $T_{2}$ satisfies both Properties $(i)$ and $(i i)$.

For Property $(i)$, if there exists a vertex $t \in T_{1}$ so that $d_{P}\left(t, t^{\prime}\right) \leq \varepsilon r$ for all $t^{\prime} \in V$, then defining $T_{1}=\{t\}$ clearly satisfies both properties. Otherwise, for all $t \in T_{1}$ there exists a vertex $t^{\prime}$ so that $d_{P}\left(t, t^{\prime}\right) \geq \varepsilon r$. Construct the shortest path from $t$ to $t^{\prime}$ under the graph metric $d_{P}$, and let $t^{\prime \prime}$ be the point (not necessarily a vertex) on the shortest path between $t$ and $t^{\prime}$ so that $d_{P}\left(t, t^{\prime \prime}\right)=\varepsilon r / 3$. Let the shortest path from $t$ to $t^{\prime \prime}$ be $\pi_{t}$. Construct the set of paths $\left\{\pi_{t}\right\}_{t \in T_{1}}$. First, we will show that the set of paths $\left\{\pi_{t}\right\}_{t \in T_{1}}$ are edge disjoint, and
all lie in a square with side length $5 r$. See Figure 3.9. Then, we will use the $c$-packedness property in the square with side length $5 r$ to prove Property $(i)$.


Figure 3.9: The vertices $T_{1}=\{t, u, v\}$ (black) are in a square of side length $4 r$ (orange, solid). The paths $\left\{\pi_{t}, \pi_{u}, \pi_{v}\right\}$ (blue) are edge disjoint and lie in a square with side length $5 r$ (orange, dashed).

First, we show $\left\{\pi_{t}\right\}_{t \in T_{1}}$ is edge disjoint. Suppose for the sake of contradiction that $s, t \in T_{1}$, and $\pi_{s}$ and $\pi_{t}$ share an edge. Using this shared edge, by the triangle inequality we have $d_{P}(s, t)<\varepsilon r$. Let $s=v_{i}$ have cluster radius $r_{i}$, and $t=v_{j}$ have cluster radius $r_{j}$, so that $i<j$. Then we have the inequality

$$
r_{j} \leq r_{j-1}=\max _{v \in P} \min _{k<j} d_{P}\left(v_{k}, v\right)=\min _{k<j} d_{P}\left(v_{k}, v_{j}\right) \leq d_{P}\left(v_{i}, v_{j}\right)=d_{P}(s, t)<\varepsilon r
$$

where $\max _{v \in P} \min _{k<j} d_{P}\left(v_{k}, v\right)=\min _{k<j} d_{P}\left(v_{k}, v_{j}\right)$ comes from the fact that $v_{j}$ was the furthest vertex from all existing cluster centres in the $j^{t h}$ round of Gonzales' algorithm. But $t \in V_{r}$, so $r_{j} \geq \varepsilon r$. This is a contradiction, so $\left\{\pi_{t}\right\}_{t \in T_{1}}$ is edge disjoint.

Now, we will use the $c$-packedness property to show that $\left|T_{1}\right|=O\left(c \varepsilon^{-1}\right)$. Each path $\pi_{t}$ is a shortest path between a pair of points that are distance $\varepsilon r / 3$ away, so the total path length of $\left\{\pi_{t}\right\}_{t \in T_{1}}$ is $\left|T_{1}\right| \cdot \varepsilon r / 3$. Each vertex $t \in T_{1}$ is in a square with side length $4 r$. Each path $\pi_{t}$ has length at most $\varepsilon r<r$, since $0<\varepsilon<1$. Therefore, all edges in $\left\{\pi_{t}\right\}_{t \in T_{1}}$ are in a square with side length $5 r$. Finally, by $c$-packedness, we have that $c \cdot 5 r$ is an upper bound on the total edge length in the square of side length $5 r$, which is guaranteed to contain the edges of $\left\{\pi_{t}\right\}_{t \in T_{1}}$. Therefore, $c \cdot 5 r \geq\left|T_{1}\right| \cdot \varepsilon r / 3$, which implies $\left|T_{1}\right| \leq 15 c \varepsilon^{-1}$. This concludes the proof of Property ( $i$ ).

For Property (ii), let $V_{r}=\left[v_{1}, \ldots, v_{i}\right]$. If $V_{r}$ consists of all vertices of $V$, then $T_{1}$ consists of all vertices inside $S^{\prime}$, and (ii) is trivially true. Otherwise, suppose $v_{i+1} \notin V_{r}$. So $r_{i+1}<\varepsilon r$. Therefore, after $i+1$ rounds of Gonzales' algorithm, the cluster radius is at most $\varepsilon r$. So all vertices $v \in P$ are within distance $\varepsilon r$ from one of the vertices $\left[v_{1}, \ldots, v_{i+1}\right]$. Define $T_{2}=\left[v_{1}, \ldots, v_{i+1}\right] \cap S^{\prime}$. Then $\left|T_{2}\right| \leq\left|T_{1}\right|+1=O\left(c \varepsilon^{-1}\right)$. Moreover, for all vertices $v \in P \cap S, v$ is within distance $\varepsilon r$ from one of the vertices $\left[v_{1}, \ldots, v_{i+1}\right]$. Without loss of generality, let $j \leq i+1$ so that $d_{P}\left(v, v_{j}\right)<\varepsilon r$. Since $v \in S$ and $d_{P}\left(v, v_{j}\right)<\varepsilon r$, we have $v_{j} \in S^{\prime}$. Therefore, $v_{j} \in T_{2}=\left[v_{1}, \ldots, v_{i+1}\right] \cap S^{\prime}$. As a result, $T_{2}$ satisfies both Properties $(i)$ and (ii), as required.

Next, we build a data structure so that, given any square $S$ in the plane, the data structure can efficiently return a set of vertices $T$ that satisfies the properties in Lemma 17.

Lemma 18. Let $P=(V, E)$, and let $\varepsilon>0$. One can construct a data structure of $O(p \log p)$ size, so that given a query square $S$ in the plane with side length $2 r$, the data structure returns in $O\left(\log p+c \varepsilon^{-1}\right)$ time a set of vertices $T$ satisfying $(i)|T|=O\left(c \varepsilon^{-1}\right)$ and (ii) for
all vertices $v \in V \cap S$, there exists $t \in T$ so that $d_{P}(v, t) \leq \varepsilon r$. The preprocessing time is $O\left(p^{2} \log p\right)$.

Proof. We show how to efficiently query the set $T_{2}$ given in Lemma 17. We run the clustering algorithm described in this section to compute a list $\left[\left(v_{1}, r_{1}\right), \ldots,\left(v_{p}, r_{p}\right)\right]$ of cluster centres and their clustering radii. We build an orthogonal range searching data structure for three-dimensional points. Specifically, for each pair $\left(v_{i}, r_{i}\right)$ in the list, we insert the point $\left(x_{i}, y_{i}, r_{i}\right)$ into the orthogonal range searching data structure, where $\left(x_{i}, y_{i}\right)$ are the $x$ - and $y$-coordinates of the point $v_{i}$, respectively. Given a square $S$, we perform an orthogonal range search for all vertices $\left(v_{i}, r_{i}\right)$ so that $v_{i} \in S$, and $r_{i} \geq \varepsilon r$. We return this set of vertices as $T_{2}$. Lemma 17 proves that $T_{2}$ satisfies Properties (i) and (ii).

Next, we analyse the running time and space of the preprocessing and query procedures. We use the orthogonal range searching data structure of Afshani et al. [3], and we use the clustering algorithm of Gonzales [94].

The storage requirement of the orthogonal range searching data structure is $O\left(p \log ^{2} p\right)$. Computing the distance matrix under $d_{P}$ takes $O\left(p^{2} \log p\right)$ time. Performing Gonzales' clustering algorithm to compute $p$ centres takes $O\left(p^{2}\right)$ time. Constructing the orthogonal range searching data structure takes $O\left(p \log ^{2} p\right)$ time. Therefore, the overall preprocessing time is $O\left(p^{2} \log p\right)$. The query time of the orthogonal range searching data structure is $O(\log p+|T|)$. Therefore, the overall query time is $O\left(\log p+c \varepsilon^{-1}\right)$. This proves the stated lemma.

Finally, we are ready to combine the two data structures in Lemmas 16 and 18 to answer map matching segment queries. The theorem below is the main result of this section.

Theorem 7. Given a c-packed graph $P$ of complexity $p$, one can construct a data structure of $O\left(c \varepsilon^{-4} \log ^{2}(1 / \varepsilon) \cdot p \log p\right)$ size, so that given a query segment ab in the plane, the data structure returns in $O\left(c^{4} \varepsilon^{-4} \cdot \log ^{2} p\right)$ time $a(1+\varepsilon)$-approximation of $\min _{\pi} d_{F}(\pi, a b)$, where $\pi$ ranges over all paths in $P$ that start and end at a vertex of $P$. The preprocessing time is $O\left(c \varepsilon^{-4} \log ^{2}(1 / \varepsilon) \cdot p^{2} \log ^{2} p\right)$.

Proof. The preprocessing procedure is to construct the data structure in Lemmas 16 and 18. For both data structures, we use the parameter $\varepsilon^{\prime}=\varepsilon / 6$ instead of $\varepsilon$.

Next, we consider the query procedure for the decision problem. Given a segment $a b$ in the plane and a Fréchet distance of $r$, the decision problem is to decide whether $r^{*} \leq r$ or $r^{*} \geq r$, where $r^{*}=\min _{\pi} d_{F}(\pi, a b)$ where $\pi$ ranges over all paths in $P$ that start and end at a vertex of $P$. We construct a disk centred at $a$ with radius $r$, and we enclose this disk in a square with side length $2 r$. We query the data structure in Lemma 18 to obtain a set of vertices $T_{a}$. We query the set of vertices $T_{b}$ analogously. For every $(u, v) \in T_{a} \times T_{b}$, we query the data structure in Lemma 16 for a value $r_{u v}$ which is a $\left(1+\varepsilon^{\prime}\right)$-approximation of $\min _{\pi} d_{F}(\pi, a b)$, where $\pi$ ranges over all paths between $u$ and $v$. See Figure 3.10.

Let $r^{\prime}=\min _{(u, v) \in T_{a} \times T_{b}} r_{u v}$. We distinguish three cases (a), (b) and (c):
(a) If $r^{\prime} \leq r$, we return that $r^{*} \leq r$.
(b) If $r^{\prime} \geq\left(1+\varepsilon^{\prime}\right)^{2} r$, we return that $r^{*} \geq r$.
(c) If $r^{\prime} \in\left[r,\left(1+\varepsilon^{\prime}\right)^{2} r\right]$, we return that $r^{*} \in\left[\left(1-\varepsilon^{\prime}\right) r,\left(1+\varepsilon^{\prime}\right)^{2} r\right]$.

The third case does not technically answer the decision problem, as it does not return $r^{*} \leq r$ or $r^{*} \geq r$. However, in this case, we will show that $\left(1+\varepsilon^{\prime}\right) r$ is a $(1+\varepsilon)$-approximation of $r^{*}$, as required by the stated theorem. This completes the description of the query procedure


Figure 3.10: The query segment $a b$ (red), the squares centred at $a$ and $b$ with side length $2 r$ (orange), the sets of vertices $T_{a}$ and $T_{b}$ including $u$ and $v$ (orange), and the path $\pi_{u v}$ (blue) between $u$ and $v$ minimising the Fréchet distance $r_{u v}$ (light-blue) up to a factor of (1+ $)$.
for the decision problem. Next, we prove its correctness, which we separate into cases (a), (b) and (c).
(a) We know $r^{*} \leq r_{u v}$ for all vertices $u, v$ in $P$. Therefore, $r^{*} \leq r^{\prime}$. So if $r^{\prime} \leq r$, then $r^{*} \leq r$.
(b) Given a pair of vertices $u, v$ in $P$, define $r_{u v}^{*}$ to be $\min _{\pi} d_{F}(\pi, a b)$ where $\pi$ ranges over all paths between $u$ and $v$. Clearly, $r^{*} \leq r_{u v}^{*}$ for all vertices $u, v$ in $P$. Moreover, by Lemma 16, since $r_{u v}$ is a $\left(1+\varepsilon^{\prime}\right)$-approximation, we have $r^{*} \leq r_{u v}^{*} \leq r_{u v} \leq$ $\left(1+\varepsilon^{\prime}\right) r_{u v}^{*}$. Let $\pi^{*}$ be the path that attains $r^{*}$, i.e. $r^{*}=d_{F}\left(\pi^{*}, a b\right)$. Let the starting and ending points of $\pi^{*}$ be $u^{*}$ and $v^{*}$ respectively. By Lemma 17 , there exists a graph vertex $u \in T_{a}$ so that $d_{P}\left(u^{*}, u\right) \leq \varepsilon^{\prime} r$. Define the vertex $v \in T_{b}$ analogously. See Figure 3.11. Consider the path $\pi_{u v}^{*}$ obtained by concatenating the paths $u u^{*}, \pi^{*}$, and $v^{*} v$. Note that $\pi_{u v}^{*}$ is a valid path between $u$ and $v$, moreover, $d_{F}\left(\pi_{u v}^{*}, a b\right) \leq \max \left(d_{F}\left(u u^{*}, a\right), d_{F}\left(\pi^{*}, a b\right), d_{F}\left(v^{*} v, b\right)\right)$. But $d_{F}\left(u^{*}, a\right) \leq d_{F}\left(\pi^{*}, a b\right)=$ $r^{*}$, and $d_{P}\left(u^{*}, u\right) \leq \varepsilon^{\prime} r$. Hence, $d_{F}\left(u u^{*}, a\right) \leq r^{*}+\varepsilon^{\prime} r$. Similarly, $d_{F}\left(v^{*} v, b\right) \leq r^{*}+\varepsilon^{\prime} r$, so $d_{F}\left(\pi_{u v}^{*}, a b\right) \leq r^{*}+\varepsilon^{\prime} r$. Therefore, $r_{u v}^{*} \leq d_{F}\left(\pi_{u v}^{*}, a b\right) \leq r^{*}+\varepsilon^{\prime} r$. Now, $r^{\prime} \leq r_{u v} \leq$ $\left(1+\varepsilon^{\prime}\right) r_{u v}^{*} \leq\left(1+\varepsilon^{\prime}\right)\left(r^{*}+\varepsilon^{\prime} r\right)$. If $r^{\prime} \geq\left(1+\varepsilon^{\prime}\right)^{2} r$, then $\left(1+\varepsilon^{\prime}\right)\left(r^{*}+\varepsilon^{\prime} r\right) \geq\left(1+\varepsilon^{\prime}\right)^{2} r$, so $r^{*}+\varepsilon^{\prime} r \geq r+\varepsilon^{\prime} r$, and therefore $r^{*} \geq r$.
(c) From the proof of the first case, we have $r^{*} \leq r^{\prime}$. If $r^{\prime} \leq\left(1+\varepsilon^{\prime}\right)^{2} r$, then $r^{*} \leq\left(1+\varepsilon^{\prime}\right)^{2} r$. From the proof of the second case, we have $r^{\prime} \leq r^{*}+\varepsilon^{\prime} r$. If $r^{\prime} \geq r$, then $r^{*} \geq\left(1-\varepsilon^{\prime}\right) r$. Putting this together, if $r^{\prime} \in\left[r,\left(1+\varepsilon^{\prime}\right)^{2} r\right]$, then $r^{*} \in\left[\left(1-\varepsilon^{\prime}\right) r,\left(1+\varepsilon^{\prime}\right)^{2} r\right]$. In particular, $\left(1+\varepsilon^{\prime}\right)^{2} r \geq r^{*}$, and $\left(1+\varepsilon^{\prime}\right)^{2} r \leq\left(1+\varepsilon^{\prime}\right)^{3} r^{*} \leq\left(1+\varepsilon^{\prime}\right)\left(1+3 \varepsilon^{\prime}\right) r^{*} \leq\left(1+6 \varepsilon^{\prime}\right) r^{*}=(1+\varepsilon) r^{*}$, so $\left(1+\varepsilon^{\prime}\right) r$ is a $(1+\varepsilon)$-approximation of $r^{*}$, as required.


Figure 3.11: Given segment $a b$ (red), the path $\pi^{*}$ (blue) minimises its Fréchet distance to $a b$. We define a new path that concatenates vertex $u$, path $\pi^{*}$, and vertex $v$, where $u \in T_{a}$ and $v \in T_{b}$.

Next, we apply parametric search to the decision problem, which we call $D(r)$. Define $D(r)$ to be TRUE if $r^{\prime} \leq r$, and define $D(r)$ to be FALSE if $r^{\prime} \geq\left(1+\varepsilon^{\prime}\right) r$. If $r^{\prime} \in\left[r,\left(1+\varepsilon^{\prime}\right) r\right]$, we immediately halt the parametric search, and return $\left(1+\varepsilon^{\prime}\right) r$ as a $(1+\varepsilon)$-approximation of $r^{*}$. It suffices to show $(i)$ that $D(r)$ is monotone, and (ii) that all operations in $D(r)$ are either independent of $r$, or can be made equivalent to a constant number of comparisons $\left\{r>c_{i}\right\}$ where $c_{i}$ is a critical value. First, we show ( $i$ ). Suppose $D\left(r_{1}\right)$ evaluates to TRUE, and $r_{1}<r_{2}$. Then $r^{*} \leq r_{1} \leq r_{2}$, and we cannot have $D\left(r_{2}\right)$ evaluating to FALSE. So either $D\left(r_{2}\right)$ is also TRUE, or we halt the parametric search and obtain a $(1+\varepsilon)$-approximation. Similarly, if $D\left(r_{1}\right)$ evaluates to FALSE, and $r_{1}>r_{2}$, then we cannot have $D\left(r_{2}\right)$ evaluating to TRUE. Therefore, $D(r)$ is monotone. Next, we show (ii). The first step of $D(r)$ is to query the data structure in Lemma 18 for the set $T_{a}$. The data structure is a three-dimensional orthogonal range searching data structure. All operations that depend on $r$ can be evaluated by comparing $r$ to a difference between $x$-, $y$ - or $z$-coordinates. As an example, if $a=\left(x_{a}, y_{a}\right)$, then a point $\left(x_{i}, y_{i}, r_{i}\right)$ lies in the orthogonal range if and only if $\left|x_{a}-x_{i}\right| \leq r,\left|y_{a}-y_{i}\right| \leq r$ and $r_{i} \geq \varepsilon^{\prime} r$. In particular, $\left|x_{a}-x_{i}\right|,\left|y_{a}-y_{i}\right|$ and $r_{i} / \varepsilon^{\prime}$ are critical values. The next step is to query Lemma 16 to obtain $r^{\prime}$. This step is independent of $r$ and generates no critical values. Finally, we compare $r^{\prime}$ with $r$ and $\left(1+\varepsilon^{\prime}\right) r$. Therefore, $r^{\prime}$ and $r^{\prime} /\left(1+\varepsilon^{\prime}\right)$ are critical values. This completes the proof of $(i)$ and $(i i)$.

We analyse the construction time and space of the data structure. Let $\chi=\varepsilon^{-2} \log (1 / \varepsilon)$. The data structure in Lemma 16 has $O\left(c \chi^{2} p \log p\right)$ size, whereas the data structure in Lemma 18 has $O(p \log p)$ size. The data structure in Lemma 16 requires $O\left(c \chi^{2} p^{2} \log ^{2} p\right)$ preprocessing time, whereas the data structure in Lemma 18 requires $O\left(p^{2} \log p\right)$ preprocessing time. Therefore, the overall data structure has $O\left(c \chi^{2} p \log p\right)$ size, and requires $O\left(c \chi^{2} p^{2} \log ^{2} p\right)$ preprocessing time.

We analyse the query time of the decision problem. Querying the data structure in Lemma 18 takes $O\left(\log p+c \varepsilon^{-1}\right)$ time. There are $O\left(c^{2} \varepsilon^{-2}\right)$ pairs $(u, v) \in T_{a} \times T_{b}$. For each pair $(u, v)$, querying the data structure in Lemma 16 takes $O(\log p)$ time. Therefore, the overall query time of the decision version is $O\left(c^{2} \varepsilon^{-2} \log p\right)$. We analyse the running time of parametric search. The decision version forms both the sequential and parallel algorithms. The running time of parametric search [126] is $O\left(N_{p} T_{p}+T_{p} T_{s} \log N_{p}\right)$, where $T_{s}$ is the running time of the sequential algorithm, $N_{p}$ is the number of processors for the parallel algorithm, and $T_{p}$ is the number of parallel steps in the parallel algorithm. By setting $N_{p}=1$, we obtain $T_{s}=T_{p}=O\left(c^{2} \varepsilon^{-2} \log p\right)$. Therefore, the overall running time of the parametric search step is $O\left(c^{4} \varepsilon^{-4} \log ^{2} p\right)$.

### 3.6 Stage 3: Map matching queries

We start by considering the decision problem of the map matching query, in which we are given a trajectory $Q$ in the plane and a Fréchet distance $r$, and we are to decide whether $r \leq r^{*}$ or $r \geq r^{*}$, where $r^{*}$ is the minimum value of $d_{F}(\pi, Q)$ where $\pi$ ranges over all paths in $P$ that start and end at a vertex of $P$. Let $Q$ have vertices $a_{1}, \ldots, a_{q}$. The first step is to compute a constant number of points on $P$ that can match to $a_{i}$. We have two cases, either the point matching to $a_{i}$ is a vertex of $P$, or it is a point along an edge of $P$. The points along the edges of $P$ are defined as follows.

Definition 19. Given a graph $P=(V, E)$ embedded in the Euclidean plane, define the set $F$ to be points that lie on an edge of $E$. Formally, $F=\left\{f \in \mathbb{R}^{2}: f \in e, e \in E\right\}$.

The trajectory vertex $a_{i}$ must match to a point in $V$ or $F$. If the point is in $V$, we use Lemma 17 to compute a set of $O\left(c \varepsilon^{-1}\right)$ vertices that can match to $a_{i}$. If the point is in $F$, we prove a generalisation of Lemma 17 to compute a set of $O\left(c \varepsilon^{-2}\right)$ points that can match to $a_{i}$. The generalisation is stated below.

Lemma 20. Let $P=(V, E)$ and let $F=\left\{f \in \mathbb{R}^{2}: f \in e, e \in E\right\}$. Let $S$ be a square in the plane with side length $2 r$. Then there exists a set of points $T \subset F$ satisfying ( $i$ ) $|T|=O\left(c \varepsilon^{-2}\right)$ and (ii) for all points $f \in F \cap S$, there exists $t \in T$ so that $d_{P}(f, t) \leq \varepsilon r$.

Proof. We use Lemma 17 to construct a set of graph vertices $T_{2}$ so that $\left|T_{2}\right|=O\left(c \varepsilon^{-1}\right)$, and for all vertices $v \in V \cap S$, there exists $t_{2} \in T_{2}$ so that $d_{P}(v, t) \leq \varepsilon r / 2$. Let $E_{r}$ be the set of edges $E$ with length at least $\varepsilon r / 2$. Let $S^{\prime}$ be a square that is concentric with $S$, but has side length $4 r$. For each $e \in E_{r}$, choose $O\left(\varepsilon^{-1}\right)$ evenly spaced points on the chord $e \cap S^{\prime}$, so that the distance between consecutive points is at most $\varepsilon r / 2$. Add these $O\left(\varepsilon^{-1}\right)$ points to the set $T_{3}$, for each $e \in E_{r}$. We will show that the set $T_{2} \cup T_{3}$ satisfies both Properties (i) and (ii).

We first prove Property (i). By Lemma 17, $\left|T_{2}\right|=O\left(c \varepsilon^{-1}\right)$. Then for $e \in E_{r}$, the length of the edge $e \cap S^{\prime}$ is at least $\varepsilon r / 2$. By the $c$-packedness property on $S^{\prime}$, we have $c \cdot 4 r \geq\left|E_{r}\right| \cdot \varepsilon r / 2$. Therefore, $\left|E_{r}\right|=O\left(c \varepsilon^{-1}\right)$. The set $T_{3}$ consists of $O\left(\varepsilon^{-1}\right)$ points per edge in $\left|E_{r}\right|$, so $\left|T_{3}\right|=O\left(c \varepsilon^{-2}\right)$. This completes the proof of Property (i).

Next we prove Property (ii). Let $f \in F \cap S$. We have three cases, either $f$ is a graph vertex, $f$ is on an edge with length $\leq \varepsilon r / 2$, or $f$ is on an edge with length $\geq \varepsilon r / 2$. If $f$ is a graph vertex, then Lemma 17 implies that there exists $t \in T_{2}$ so that $d_{P}(f, t) \leq \varepsilon r / 2$. If $f$ is on an edge with length $\leq \varepsilon r / 2$, let $v$ be one of the endpoints of the edge. There exists $t \in T_{2}$ so that $d_{P}(v, t) \leq \varepsilon r / 2$. Therefore, $d_{P}(f, t) \leq d_{P}(f, v)+d_{P}(v, t) \leq \varepsilon r$. Finally, if $f$ is on an edge with length $\geq \varepsilon r / 2$, then let the edge be $e$. There exists $O\left(\varepsilon^{-1}\right)$ evenly spaced points on the chord $e \cap S^{\prime}$ in $T_{3}$. Since the distance between consecutive points is $\leq \varepsilon r / 2$, there exists a point $t_{3} \in T_{3}$ so that $d_{P}\left(f, t_{3}\right) \leq \varepsilon r / 2$. This completes the proof of Property (ii) and we are done.

Our next step is to build a data structure analogous to Lemma 18, but for computing points that $a_{i}$ can match to. To build this data structure, we first construct a threedimensional low-density environment.

Definition 21. A set of objects in $\mathbb{R}^{3}$ is $k$-low-density if, for every axis-parallel cube $H_{r}$ with side length $r$, there are at most $k$ objects that satisfy (i) the object intersects $H_{r}$, and (ii) the object has size at least $r$. The size of an object is the side length of the smallest axis-parallel cube that encloses the object.

Definition 22. Given a segment $e \subset \mathbb{R}^{2}$ and $\varepsilon \in \mathbb{R}^{+}$, we define $\operatorname{trough}(e, \varepsilon) \subset \mathbb{R}^{3}$ to be

$$
\operatorname{trough}(e, \varepsilon)=\left\{(x, y, z): d((x, y), e) \leq 4 z \leq 8 \varepsilon^{-1}|e|\right\}
$$

The three-dimensional object $\operatorname{trough}(e, \varepsilon) \subset \mathbb{R}^{3}$ is the union of two half-cones and a triangular prism. See Figure 3.12.

The base of the half-cones have a radius of $8 \varepsilon^{-1}|e|$. The half-cones and the triangular prism have a height of $2 \varepsilon^{-1}|e|$. Next, we show that if $P=(V, E)$ is a $c$-packed graph, then the set of troughs $\{\operatorname{trough}(e, \varepsilon): e \in E\}$ is a low-density environment.

Lemma 23. Let $P=(V, E)$ be a c-packed graph, and let $0<\varepsilon<1$. Then $\{\operatorname{trough}(e, \varepsilon)$ : $e \in E\}$ is an $O\left(c \varepsilon^{-1}\right)$-low-density environment.


Figure 3.12: A trough is the union of two half-cones (red, blue) and a triangular prism (grey).

Proof. First, we show that $\operatorname{trough}(e, \varepsilon)$ has size at most $18 \varepsilon^{-1}|e|$. Let $(x, y, z) \in \operatorname{trough}(e, \varepsilon)$. Then $0 \leq z \leq 2 \varepsilon^{-1}|e|$. Moreover, $d((x, y), e) \leq 8 \varepsilon^{-1}|e|$, so $(x, y)$ must lie inside a circle centred at the midpoint of $e$, with radius $9 \varepsilon^{-1}|e|$. Therefore, $(x, y)$ lies inside a circle with radius $9 \varepsilon^{-1}|e|$. So $(x, y, z)$ lies in a cylinder with radius $9 \varepsilon^{-1}|e|$ and height $2 \varepsilon^{-1}|e|$. So the size of $\operatorname{trough}(e, \varepsilon)$ is at most $18 \varepsilon^{-1}|e|$, as claimed.

Let $H_{r}$ be any axis parallel cube with side length $r$. Let $z_{\text {min }}$ be the minimum $z-$ coordinate of $H_{r}$. We can assume without loss of generality that $z_{\min } \geq 0$. Suppose $\operatorname{trough}(e, \varepsilon)$ intersects with $H_{r}$ and trough $(e, \varepsilon)$ has size at least $r$. Let $(x, y, z) \in \operatorname{trough}(e, \varepsilon) \cap$ $H_{r}$. Let $h$ be the projection of the centre of $H_{r}$ onto the hyperplane defined by $z=0$. See Figure 3.13.


Figure 3.13: The point $(x, y, z)$ (blue) is in the intersection of $\operatorname{trough}(e, \varepsilon)$ (black) and the cube $H_{r}$ (orange). The point $h$ (orange) and the edge $e$ (black) are on the hyperplane $z=0$.

Then,

$$
\begin{aligned}
d(h, e) & \leq d(h,(x, y))+d((x, y), e) \\
& \leq r+4 z \\
& \leq 5 r+4 z_{\min }
\end{aligned}
$$

where the first inequality is the triangle inequality, the second comes from $(x, y, z) \in H_{r} \cap$ $\operatorname{trough}(e, \varepsilon)$, and the third comes from the maximum $z$-coordinate of $H_{r}$ being $z_{\text {min }}+r$.

The maximum $z$-coordinate of $\operatorname{trough}(e, \varepsilon)$ is $2 \varepsilon^{-1}|e|$, whereas the minimum $z$-coordinate of $H_{r}$ is $z_{\text {min }}$. Therefore, $z_{\min } \leq 2 \varepsilon^{-1}|e|$. Since trough $(e, \varepsilon)$ has size at least $r$ and at most $18 \varepsilon^{-1}|e|$, we have $r \leq 18 \varepsilon^{-1}|e|$. Putting this together, we have $5 r+4 z_{\min } \leq 100 \varepsilon^{-1}|e|$.

Consider the ball $B\left(h, 10 r+8 z_{\text {min }}\right)$ centred at $h$ with radius $10 r+8 z_{\text {min }}$. Since $d(h, e) \leq$ $5 r+4 z_{\text {min }}$, the length of $e$ that is contained in $B\left(h, 10 r+8 z_{\text {min }}\right)$ is at least $\min \left(|e|, 5 r+4 z_{\text {min }}\right)$. But $100 \varepsilon^{-1}|e| \geq 5 r+4 z_{\text {min }}$. So the length of $e$ that is contained in $B\left(s, 10 r+8 z_{\text {min }}\right)$ is at least $\varepsilon \cdot\left(5 r+4 z_{\text {min }}\right) / 100$.

Finally, suppose there were $k$ edges $\left\{e_{i}\right\}_{i=1}^{k}$ so that each $e_{i}$ satisfies $(i) \operatorname{trough}\left(e_{i}\right)$ intersects $H_{r}$, and (ii) trough $\left(e_{i}\right)$ has size at least $r$. Then by definition, the environment is $k$-low-density. It suffices to upper bound $k$. The total length of edges inside $B\left(h, 10 r+8 z_{\min }\right)$ is at least $k \varepsilon \cdot\left(5 r+4 z_{\min }\right) / 100$. By the $c$-packedness of $P$, we have
$c \cdot\left(10 r+8 z_{\min }\right) \geq k \varepsilon \cdot\left(5 r+4 z_{\min }\right) / 100$, so $k \leq 50 c \varepsilon^{-1}$. Therefore, for all $H_{r}$ there are at most $50 c \varepsilon^{-1}$ troughs that intersect $H_{r}$ and have size at least $r$. This proves the stated lemma.

Next, we use the result of Schwarzkopf and Vleugels [141] to build a range searching data structure for the low-density environment. Note that $\operatorname{trough}(e, \varepsilon)$ has constant description complexity.

Lemma 24 (Theorem 3 in [141]). Let $\mathcal{E}$ be a set of $n$ objects in $\mathbb{R}^{3}$, where each object has constant description complexity. Suppose that $\mathcal{E}$ is a $k$-low-density environment. Then $\mathcal{E}$ can be stored in a data structure of size $O\left(n \log ^{2} n+k n\right)$, such that it takes $O\left(\log ^{2} n+k\right)$ time to report all objects that contain a given query point $q \in \mathbb{R}^{3}$. The data structure can be computed in $O\left(n \log ^{2} n+k n \log n\right)$ time.

We use Lemma 24 to construct a data structure for computing points that the vertices of the query trajectory (i.e. $a_{i}$ for $1 \leq i \leq q$ ) can match to. In particular, for any square $S$ in the plane, the following data structure returns a set of points $T \subset F$ satisfying the properties in Lemma 20.

Lemma 25. Let $P=(V, E)$, let $F=\left\{f \in \mathbb{R}^{2}: f \in e, e \in E\right\}$, and let $\varepsilon>0$. One can construct a data structure in $O\left(p^{2} \log p\right)$ time of size $O\left(p \log ^{2} p\right)$, so that given a query square $S$ in the plane with side length $2 r$, the data structure returns in $O\left(\log ^{2} p+c \varepsilon^{-2}\right)$ time a set of points $T \subset F$ satisfying $(i)|T|=O\left(c \varepsilon^{-2}\right)$ and (ii) for all points $f \in F \cap S$, there exists $t \in T$ so that $d_{P}(f, t) \leq \varepsilon r$.

Proof. We construct the data structure in Lemma 18. For each edge $e \in E$, we construct $\operatorname{trough}(e, \varepsilon)$, and we use Lemma 24 to construct a range searching data structure on the set of troughs. Note that troughs form a low-density environment by Lemma 23. This completes the construction procedure.

Given a query square $S$, we use Lemma 18 to query a set $T_{2}$. Next, we state the query for $T_{3}$. Let the centre of $S$ be $(x, y)$, and its side length be $2 r$. Query the data structure in Lemma 24 for all troughs that contain the query point $(x, y, r)$. Suppose the data structure returns $\left\{\operatorname{trough}\left(e_{i}\right)\right\}_{i=1}^{k}$. Let $S^{\prime}$ be the square concentric with $S$, but with side length $4 r$. For each $e_{i}$, choose $O\left(\varepsilon^{-1}\right)$ evenly spaced points on the chord $e_{i} \cap S^{\prime}$, so that the distance between consecutive points is $\leq \varepsilon r / 2$. This completes the query for set $T_{3}$.

Next, we prove the correctness of the query. For $T_{2}$, the proof of correctness follows from Lemma 18. For $T_{3}$, we require all edges with length at least $\varepsilon r / 2$ that intersect $S^{\prime}$. It suffices to show that querying Lemma 24 for all troughs containing the query point $(x, y, r)$ is sufficient to obtain all such edges. Recall from the definition of the trough that $(x, y, r) \in \operatorname{trough}(e, \varepsilon)$ if and only if $d((x, y), e) \leq 4 r$ and $4 r \leq 8 \varepsilon^{-1}|e|$. Note that $d((x, y), e) \leq 4 r$ covers all edges that intersect $S^{\prime}$, and $4 r \leq 8 \varepsilon^{-1}|e|$ covers all edges with length at least $\varepsilon r / 2$. Therefore, the queries for $T_{2}$ and $T_{3}$ are correct. Lemma 20 proves that $T_{2} \cup T_{3}$ satisfies Properties $(i)$ and $(i i)$ in the stated lemma.

The data structure in Lemma 18 has $O(p \log p)$ size. The data structure in Lemma 24 has $O\left(p \log ^{2} p+c p\right)=O\left(p \log ^{2} p\right)$ size. Therefore, the overall size of our data structure is $O\left(p \log ^{2} p\right)$.

The preprocessing time of Lemma 18 and Lemma 24 are $O\left(p^{2} \log p\right)$ and $O\left(p \log ^{2} p+\right.$ $\left.c \varepsilon^{-1} p \log p\right)$ respectively. Therefore, the overall preprocessing time is $O\left(p^{2} \log p\right)$.

Finally, the query time of Lemma 18 is $O\left(\log p+c \varepsilon^{-1}\right)$. The query time of Lemma 24 is $O\left(\log ^{2} n+c \varepsilon^{-1}\right)$ time. Constructing the evenly spaced points takes $O\left(\varepsilon^{-1}\right)$ time per
chord, and there are $O\left(c \varepsilon^{-1}\right)$ chords overall. Therefore, the overall query time is $O\left(\log ^{2} p+\right.$ $c \varepsilon^{-2}$ ).

Finally, we are ready to construct the map matching data structure for general trajectory queries on $c$-packed graphs.
Theorem 3. Given a c-packed graph $P$ of complexity p, one can construct a data structure of $O\left(p \log ^{2} p+c \varepsilon^{-4} \log (1 / \varepsilon) p \log p\right)$ size, so that given a query trajectory $Q$ of complexity $q$, the data structure returns in $O\left(q \log q \cdot\left(\log ^{4} p+c^{4} \varepsilon^{-8} \log ^{2} p\right)\right)$ query time a $(1+\varepsilon)$-approximation of $\min _{\pi} d_{F}(\pi, Q)$ where $\pi$ ranges over all paths in $P$ and $d_{F}(\cdot, \cdot)$ denotes the Fréchet distance. The preprocessing time is $O\left(c^{2} \varepsilon^{-4} \log ^{2}(1 / \varepsilon) p^{2} \log ^{2} p\right)$.

Proof. The preprocessing procedure is to build the data structures in Lemmas 16 and 25. For both data structures, we use the parameter $\varepsilon^{\prime}=\varepsilon / 9$ instead of $\varepsilon$.

Given a query trajectory $Q$ and a Fréchet distance of $r$, the decision problem is to decide whether $r^{*} \leq r$ or $r^{*} \geq r$, where $r^{*}=\min _{\pi} d_{F}(\pi, Q)$ as $\pi$ ranges over all paths in $P$ that start and end at a vertex of $P$. Recall that the vertices of $Q$ are $a_{1}, \ldots, a_{q}$. We divide the decision problem into three steps. In step one, we construct a square of side length $2 r$ centred at $a_{i}$. For $1 \leq i \leq q$, we query Lemma 25 with this square to obtain a set of points $T_{i}$ that can match to $a_{i}$. In step two, we build a directed graph over $\cup_{i=1}^{q} T_{i}$, which we define as follows. Let $b_{i, j} \in T_{i}$ and $b_{i+1, k} \in T_{i+1}$. Let $c_{i, j}$ and $d_{i, j}$ be graph vertices so that $b_{i, j}$ is on the edge $c_{i, j} d_{i, j}$. Define $c_{i+1, k}$ and $d_{i+1, k}$ analogously. For now, we suppose that the path $\pi$ passes through the pair of endpoints ( $c_{i, j}, c_{i+1, k}$ ). Analogous arguments can be made if the path $\pi$ instead passes through the pairs of endpoints $\left(c_{i, j}, d_{i+1, k}\right),\left(d_{i, j}, c_{i+1, k}\right)$ or $\left(d_{i, j}, d_{i+1, k}\right)$. Let $a_{i}^{\prime}$ be the point on $a_{i} a_{i+1}$ that is the closest to $a_{i}$ and satisfies $d_{F}\left(b_{i, j} c_{i, j}, a_{i} a_{i}^{\prime}\right) \leq r$. Let $a_{i+1}^{\prime}$ be the point on $a_{i} a_{i+1}$ that is the closest to $a_{i+1}$ and satisfies $d_{F}\left(c_{i+1, k} b_{i+1, k}, a_{i+1}^{\prime} a_{i+1}\right) \leq r$. See Figure 3.14.


Figure 3.14: If $b_{i, j} \in T_{i}$ (orange) is a point that can match to $a_{i}$ (red), we let the edge containing $b_{i, j}$ be $c_{i, j} d_{i, j}$ (black). The analogous edge $c_{i+1, k} d_{i+1, k}$ is defined for $b_{i+1, k}$.

We query the data structure in Lemma 16. From this, we obtain a $\left(1+\varepsilon^{\prime}\right)$-approximation of $\min _{\pi} d_{F}\left(\pi, a_{i}^{\prime} a_{i+1}^{\prime}\right)$ where $\pi$ ranges over all paths between the graph vertices $c_{i, j}$ and $c_{i+1, k}$. In our directed graph over $\cup_{i=1}^{q} T_{i}$, define the capacity of the directed edge from $b_{i, j}$ to $b_{i+1, k}$ to be the minimum of the four $\left(1+\varepsilon^{\prime}\right)$-approximations of $\min _{\pi} d_{F}\left(\pi, a_{i}^{\prime} a_{i+1}^{\prime}\right)$ where $\pi$ ranges over all paths between the pairs of vertices $\left(c_{i, j}, c_{i+1, k}\right),\left(c_{i, j}, d_{i+1, k}\right),\left(d_{i, j}, c_{i+1, k}\right)$ and $\left(d_{i, j}, d_{i+1, k}\right)$. This completes step two, that is, building the directed graph. The third step is, for $r^{\prime} \in\left\{r,\left(1+\varepsilon^{\prime}\right) r\right\}$, to decide whether there exists a path in the directed graph from $T_{1}$ to $T_{q}$, so that the capacity of each edge in the path is at most $r^{\prime}$. We distinguish three cases (a), (b) and (c):
(a) If there exists a path in the case $r^{\prime}=r$, we return that $r^{*} \leq r$.
(b) If there does not exist a path in the case $r^{\prime}=\left(1+\varepsilon^{\prime}\right)^{2} r$, we return that $r^{*} \geq r$.
(c) If there exists a path in the case $r^{\prime}=\left(1+\varepsilon^{\prime}\right)^{2} r$ but not for the case $r^{\prime}=r$, we return that

$$
r^{*} \in\left[\left(1+\varepsilon^{\prime}\right)^{-2} r,\left(1+\varepsilon^{\prime}\right)^{2} r\right] .
$$

Note that the third case does not technically answer the decision problem, however, in this case, we will show that $\left(1+\varepsilon^{\prime}\right)^{2} r$ is a $(1+\varepsilon)$-approximation of $r^{*}$, as required by the theorem statement. This completes the description of the query procedure in the decision version. Next, we prove its correctness, which we separate into cases (a), (b) and (c).
(a) Suppose there exists a path with capacity at most $r^{\prime}$, where $r^{\prime} \geq r$. Let this path be $b_{1}, \ldots, b_{q}$, where $b_{i} \in T_{i}$ for $1 \leq i \leq q$. Let the capacity of the directed edge from $b_{i}$ to $b_{i+1}$ be $C_{i}$. Then $C_{i} \leq r^{\prime}$, by definition, so there exists graph vertices $c_{i}$ and $c_{i+1}$, and points $a_{i}^{\prime}$ and $a_{i+1}^{\prime}$ on $a_{i} a_{i+1}$ satisfying $d_{F}\left(b_{i} c_{i}, a_{i} a_{i}^{\prime}\right) \leq r, d_{F}\left(b_{i+1} c_{i+1}, a_{i+1}^{\prime} a_{i+1}\right) \leq$ $r$, and $d_{F}\left(\pi_{i}, a_{i}^{\prime} a_{i+1}^{\prime}\right) \leq C_{i}$ for some path $\pi_{i}$ between $c_{i}$ and $c_{i+1}$. Define $\pi_{i}^{\prime}$ to be the concatenation of $b_{i} c_{i}, \pi_{i}$ and $c_{i+1} b_{i+1}$. So $d_{F}\left(\pi_{i}^{\prime}, a_{i} a_{i+1}\right) \leq \max \left(C_{i}, r\right) \leq r^{\prime}$. Define $\pi^{\prime}$ to be the concatenation of $\pi_{i}^{\prime}$ for all $1 \leq i \leq q$. Then $d_{F}\left(\pi^{\prime}, Q\right) \leq r^{\prime}$. Therefore, $r^{*}=\min _{\pi} d_{F}(\pi, Q) \leq d_{F}\left(\pi^{\prime}, Q\right) \leq r^{\prime}$, so $r^{*} \leq r^{\prime}$. In the first case, there exists a path for $r^{\prime}=r$, so $r^{*} \leq r$, as required.
(b) Suppose there does not exist a path with capacity at most $r^{\prime}$. Let $\pi^{*}$ be the path in $P$ so that $r^{*}=d_{F}\left(\pi^{*}, Q\right)$. Let the points on $\pi^{*}$ that match to $a_{1}, \ldots, a_{q} \in Q$ be $u_{1}^{*}, \ldots, u_{q}^{*} \in P$. By Lemma 25 , there exist points $b_{i} \in T_{i}$ so that $d_{P}\left(b_{i}, u_{i}^{*}\right) \leq \varepsilon^{\prime} r$, for all $1 \leq i \leq q$. Let $r_{i}$ be the minimum Fréchet distance $d_{F}\left(\pi, a_{i} a_{i+1}\right)$ where $\pi$ ranges over all paths between $b_{i}$ and $b_{i+1}$. Then

$$
r_{i} \leq \max \left(d_{F}\left(b_{i} u_{i}^{*}, a_{i}\right), d_{F}\left(\pi^{*}\left[u_{i}^{*}, u_{i+1}^{*}\right], a_{i} a_{i+1}\right), d_{F}\left(u_{i+1}^{*} b_{i+1}, a_{i+1}\right)\right)
$$

since the concatenation of $b_{i} u_{i}^{*}$, the subtrajectory $\pi^{*}\left[u_{i}^{*},, u_{i+1}^{*}\right]$ of $\pi^{*}$, and $u_{i+1}^{*} b_{i+1}$ is a valid path from $b_{i}$ to $b_{i+1}$. See Figure 3.15.
Note that $d_{F}\left(b_{i} u_{i}^{*}, a_{i}\right) \leq d_{F}\left(u_{i}^{*}, a_{i}\right)+d_{P}\left(b_{i}, u_{i}^{*}\right) \leq r^{*}+\varepsilon^{\prime} r$. Therefore, $r_{i} \leq r^{*}+\varepsilon^{\prime} r$. Then, the capacity of the edge from $b_{i}$ to $b_{i+1}$ is at most $\left(1+\varepsilon^{\prime}\right) r_{i} \leq\left(1+\varepsilon^{\prime}\right)\left(r^{*}+\right.$ $\left.\varepsilon^{\prime} r\right)$. Putting this together, there exists a path from $T_{1}$ to $T_{q}$ with capacity at most $\left(1+\varepsilon^{\prime}\right)\left(r^{*}+\varepsilon^{\prime} r\right)$. In the second case, there does not exist a path with capacity $r^{\prime}=\left(1+\varepsilon^{\prime}\right)^{2} r$. Therefore, $\left(1+\varepsilon^{\prime}\right)^{2} r \leq\left(1+\varepsilon^{\prime}\right)\left(r^{*}+\varepsilon^{\prime} r\right)$ which implies $\left(1+\varepsilon^{\prime}\right) r \leq r^{*}+\varepsilon^{\prime} r$ and $r \leq r^{*}$, as required.
(c) From proof of the first case, $r^{*} \leq r^{\prime}$, if there exists a path for $r^{\prime}$. Therefore, $r^{*} \leq$ $\left(1+\varepsilon^{\prime}\right)^{2} r$. From the proof of the second case, $r^{*} \geq r^{\prime}$ if there exists a path for $\left(1+\varepsilon^{\prime}\right)^{2} r^{\prime}$. Therefore, $r^{*} \geq(1+\varepsilon)^{-2} r$. Putting this together, we get $r^{*} \in\left[\left(1+\varepsilon^{\prime}\right)^{-2} r,\left(1+\varepsilon^{\prime}\right)^{2} r\right]$. In particular, we have $(1+\varepsilon)^{2} r \geq r^{*}$, and $(1+\varepsilon)^{2} r \leq\left(1+\varepsilon^{\prime}\right)^{4} r^{*} \leq\left(1+3 \varepsilon^{\prime}\right)^{2} r^{*} \leq$ $\left(1+9 \varepsilon^{\prime}\right) r^{*}=(1+\varepsilon) r^{*}$, so $\left(1+\varepsilon^{\prime}\right)^{2} r$ is a $(1+\varepsilon)$-approximation of $r^{*}$, as required.

For the minimisation version, we apply parametric search. Define the decision problem $D(r)$ to be TRUE if there exists a path for $r^{\prime}=r$, and FALSE if there does not exist a path for $r^{\prime}=\left(1+\varepsilon^{\prime}\right)^{2} r$.

It suffices to show $(i)$ that $D(r)$ is monotone and (ii) that all operations in $D(r)$ are either independent of $r$, or can be made equivalent to a constant number of comparisons $\left\{r>c_{i}\right\}$ where $c_{i}$ is a critical value. First we show $(i)$. Suppose $D\left(r_{1}\right)$ evaluates to TRUE, and $r_{1}<r_{2}$. Then $r^{*} \leq r_{1} \leq r_{2}$ and we cannot have $D\left(r_{2}\right)$ evaluation to FALSE. So either


Figure 3.15: The trajectory vertices $a_{i}$ and $a_{i+1}$ (red) match to $u_{i}^{*}$ and $u_{i+1}^{*}$ on the optimal path $\pi^{*}$ (blue). We construct a path from $b_{i}$ to $b_{i+1}$ (orange) by concatenating the edge $b_{i} u_{i}^{*}$, the subtrajectory $\pi^{*}\left[u_{i}^{*}, u_{i+1}^{*}\right]$ and $u_{i+1}^{*} b_{i+1}$.
$D\left(r_{2}\right)$ is also TRUE, or we halt the parametric search and obtain a $(1+\varepsilon)$-approximation of $r^{*}$. Similarly, if $D\left(r_{1}\right)$ evaluates to FALSE, and $r_{1}>r_{2}$, then we cannot have $D\left(r_{2}\right)$ evaluating to TRUE. Therefore, $D(r)$ is monotone.

Next, we show $(i i)$. The first step is to query Lemma 16 to obtain a set of points $T_{i}$ that can match to $a_{i}$. The critical values of this step are when the query point $(x, y, r)$ lies on the boundary of the troughs in the low-density environment. This can be evaluated as a low order polynomial in terms of $r$. The second step is to compute the points $a_{i}$ and $a_{i}^{\prime}$, and query the data structure in Lemma 16 to obtain a $\left(1+\varepsilon^{\prime}\right)$-approximation of $\min _{\pi} d_{F}\left(\pi, a_{i}^{\prime} a_{i+1}^{\prime}\right)$. The critical values occur when $a_{i}$ and $a_{i}^{\prime}$ match to different pairs of grid points in Lemma 15, which can be resolved using a low order polynomial in terms of $r$. The third step is to decide whether there exists a path in the directed graph where the capacity of each edge is at most $r^{\prime}$. The critical values are when the capacity of an edge is exactly $r^{\prime}$, which can be resolved as a low order polynomial of $r$. This completes the proof of $(i)$ and (ii).

We analyse the space and preprocessing time of the data structure. First, we analyse the space. The data structures in Lemmas 16 and 25 require $O\left(c \varepsilon^{-4} \log (1 / \varepsilon) p \log p\right)$ and $O\left(p \log ^{2} p\right)$ space respectively. The overall space requirement is $O\left(c \varepsilon^{-4} \log (1 / \varepsilon) p \log p+\right.$ $\left.p \log ^{2} p\right)$. Next, the preprocessing times of Lemmas 16 and 25 are $O\left(c^{2} \varepsilon^{-4} \log ^{2}(1 / \varepsilon) p^{2} \log ^{2} p\right)$ and $O\left(p^{2} \log p\right)$ respectively. The overall preprocessing time is $O\left(c^{2} \varepsilon^{-4} \log ^{2}(1 / \varepsilon) p^{2} \log ^{2} p\right)$.

For the query time of the decision version, for each $1 \leq i \leq q$ we query the data structure in Lemma 20 to construct the set $T_{i}$. In total, this takes $O\left(q \cdot\left(\log ^{2} p+c \varepsilon^{-2}\right)\right)$ time. Next, we build a directed graph on $\cup_{i=1}^{q} T_{i}$. There are $O\left(q \cdot c^{2} \varepsilon^{-4}\right)$ directed edges between $T_{i}$ and $T_{i+1}$, for $1 \leq i<q$. Computing the capacity of the directed edge, by querying Lemma 16 , takes $O\left(\log p+c \varepsilon^{-1}\right)$ time. Finally, deciding whether there is a directed path from $T_{1}$ to $T_{q}$ takes $O\left(q \cdot c^{2} \varepsilon^{-4}\right)$ time. Therefore, the overall running time of the decision version is $O\left(q \cdot\left(\log ^{2} p+c^{2} \varepsilon^{-4} \log p\right)\right)$.

Finally, we analyse the running time of parametric search. The running time of parametric search [126] is $O\left(N_{p} T_{p}+T_{p} T_{s} \log N_{p}\right)$, where $T_{s}$ is the running time of the sequential algorithm, $N_{p}$ is the number of processors for the parallel algorithm, and $T_{p}$ is the number of parallel steps in the parallel algorithm. The sequential algorithm is the same as the decision algorithm, so $T_{s}=O\left(q \cdot\left(\log ^{2} p+c^{2} \varepsilon^{-4} \log p\right)\right)$. The parallel algorithm is to simulate the decision algorithm on $N_{p}=q$ processors. The first two steps can be parallelised to run on $q$ processors in $O\left(\log ^{2} p+c^{2} \varepsilon^{-4} \log p\right)$ parallel steps. In the third step, it suffices to check if each of the edges has capacity at most $r^{\prime}$. Computing the directed path generates no additional critical values, so it does not need to be simulated by the parallel algorithm.

The third step can be parallelised onto $q$ processors to run in $O\left(c^{2} \varepsilon^{-4}\right)$ parallel steps. The total number of parallel steps is $T_{p}=O\left(\log ^{2} p+c^{2} \varepsilon^{-4} \log p\right)$. Therefore, substituting these values into the running time of parametric search, we get that the overall running time of parametric search is $O\left(q \log q \cdot\left(\log ^{4} p+c^{4} \varepsilon^{-8} \log ^{2} p\right)\right)$. This completes the proof of the theorem.

### 3.7 Lower bound for geometric planar graphs

In this section, we no longer assume that the graph $P$ is $c$-packed. The main result of this section is that for geometric planar graphs, unless SETH fails, no data structure can preprocess a graph in polynomial time to answer map matching queries in $O\left((p q)^{1-\delta}\right)$ for any $\delta>0$, and for any polynomial restrictions of $p$ and $q$. In Section 3.7.1, we construct a lower bound for the warm-up problem of Fréchet distance queries on trajectories. In Section 3.7.2, we construct a lower bound for map matching queries on geometric planar graphs.

### 3.7.1 Fréchet distance queries on trajectories

Our warm-up problem is to extend the lower bound of Bringmann [28] to Fréchet distance queries on trajectories. The lower bound assumes a weaker version of SETH.

Definition $26\left(\mathrm{SETH}^{\prime}\right)$. The $C N F-S A T$ problem is to decide whether a formula $\varphi$ on $N$ variables $x_{1}, \ldots x_{N}$ and $M$ clauses $C_{1}, \ldots, C_{M}$ has a satisfying assignment. SETH' states that there is no $\tilde{O}\left((2-\delta)^{N}\right)$ algorithm for CNF-SAT for any $\delta>0$, where $\tilde{O}$ hides polynomial factors in $N$ and $M$.

If SETH ${ }^{\prime}$ fails, then so does SETH [164]. Next, we provide a proof sketch of Theorem 1.2 in [28].

Lemma 27 (Theorem 1.2 in [28]). Let $n$ and $m$ denote the complexities of a pair of trajectories. There is no 1.001-approximation with running time $O\left((n m)^{1-\delta}\right)$ for the Fréchet distance for any $\delta>0$, unless SETH fails. This holds for any polynomial restrictions of $n$ and $m$.

Proof (Sketch). Suppose for the sake of contradiction that there exists a positive constant $\delta$ so that there is a 1.001-approximation with running time $O\left((n m)^{1-\delta}\right)$ for the Fréchet distance. We summarise the main steps of Theorem 1.2 in [28], which generalises the $m=n$ case to the $m \neq n$ case.

Suppose $m=\Theta\left(n^{\gamma}\right)$ for some $\gamma>0$. We are given a CNF-SAT instance $\varphi$ with variables $x_{1}, \ldots, x_{N}$ and clauses $C_{1}, \ldots, C_{M}$. We partition its variables $x_{1}, \ldots, x_{N}$ into $V_{1}=\left\{x_{1}, \ldots, x_{\ell}\right\}$ and $V_{2}=\left\{x_{\ell+1}, \ldots, x_{N}\right\}$, where $\ell=N /(\gamma+1)$. Let $A_{k}$ be all the assignments of $V_{k}$ for $k \in\{1,2\}$. Using the same method as the $m=n$ case in [28], we construct curves $P_{1}$ and $P_{2}$ so that $\left|P_{1}\right|=\Theta\left(M \cdot\left|A_{1}\right|\right)$ and $\left|P_{2}\right|=\Theta\left(M \cdot\left|A_{2}\right|\right)$. Moreover, by Lemma 3.7 and Lemma 3.9 in [28], if $A_{1} \times A_{2}$ contains a satisfying assignment, then $d_{F}\left(P_{1}, P_{2}\right) \leq 1$, whereas if $A_{1} \times A_{2}$ contains no satisfying assignment, then $d_{F}\left(P_{1}, P_{2}\right) \geq 1.001$. Note that if $n=\left|P_{1}\right|$, then $m=\left|P_{2}\right|=\Theta\left(n^{\gamma}\right)$.

Therefore, any 1.001-approximation of $d_{F}\left(P_{1}, P_{2}\right)$ with running time $O\left((n m)^{1-\delta}\right)$ yields an algorithm for CNF-SAT with running time $O\left(\left(M \cdot\left|A_{1}\right|\right)^{1-\delta}\left(M \cdot\left|A_{2}\right|\right)^{1-\delta}\right)=O\left(M^{2} 2^{(1-\delta) N}\right)$, contradicting SETH' and SETH.

Next, we consider the problem of preprocessing a trajectory such that, given a query trajectory, their Fréchet distance can be computed efficiently. This is stated as an extremely challenging problem in Buchin et al. [46]. In Lemma 28 we show that preprocessing essentially does not help with computing the Fréchet distance. In particular, we show that even with polynomial preprocessing time, one cannot obtain a truly subquadratic query time for computing the Fréchet distance. We prove this by considering the offline version of the data structure problem, in a similar fashion to Bringmann et al. [29] and Rubinstein [139].

Lemma 28. Let $n$ denote the complexity of a trajectory. There is no data structure that can be constructed in $\operatorname{poly}(n)$ time, that when given a query trajectory of complexity m, can answer 1.001-approximate Fréchet distance queries in $O\left((n m)^{1-\delta}\right)$ query time for any $\delta>0$, unless SETH fails. This holds for any polynomial restrictions of $n$ and $m$.

Proof. Suppose for the sake of contradiction that there exists positive constants $\alpha$ and $\delta$ so that one can construct a data structure in $O\left(n^{\alpha}\right)$ preprocessing time to answer 1.001approximate Fréchet distance queries with a query time of $O\left((n m)^{1-\delta}\right)$.

Suppose $m=\Theta\left(n^{\gamma}\right)$ for some $\gamma>0$. We take two cases. In the first case, $\gamma \geq 2 \alpha$. Given a pair of trajectories with complexities $n$ and $m$, we can preprocess the first trajectory in $O\left(n^{\alpha}\right)$ time, and query a 1.001-approximation of its Fréchet distance with the second trajectory in $O\left((n m)^{1-\delta}\right)$ time. But $O\left(n^{\alpha}\right)=O\left(m^{1 / 2}\right)$, so the overall running time is $O\left((n m)^{1-\delta}\right)$. This contradicts Lemma 27.

In the second case, $\gamma \leq 2 \alpha$. We follow the same steps as Lemma 27. We are given a CNFSAT instance $\varphi$ with variables $x_{1}, \ldots, x_{N}$ and clauses $C_{1}, \ldots, C_{M}$. We partition its variables $x_{1}, \ldots, x_{N}$ into $V_{1}=\left\{x_{1}, \ldots, x_{\ell}\right\}$ and $V_{2}=\left\{x_{\ell+1}, \ldots, x_{N}\right\}$, where $\ell=N /(2 \alpha+1)$. Let $A_{k}$ be all the assignments of $V_{k}$ for $k \in\{1,2\}$. Note that if $n=\left|A_{1}\right|$, then $m=\left|A_{2}\right|=\Theta\left(n^{2 \alpha}\right)$. Partition the set $A_{2}$ into subsets $B_{1}, \ldots, B_{K}$ so that $\left|B_{i}\right|=\Theta\left(\left|A_{1}\right|^{\gamma}\right)$, for all $1 \leq i \leq K$, and $K=O\left(\left|A_{1}\right|^{2 \alpha-\gamma}\right)$. Note that $A_{1} \times A_{2}$ contains a satisfying assignment if and only if there exists $1 \leq i \leq K$ so that $A_{1} \times B_{i}$ contains a satisfying assignment. Using the same method as the $m=n$ case in [28], we construct curves $P_{1}$ and $Q_{i}$ so that $\left|P_{1}\right|=\Theta\left(M\left|A_{1}\right|\right)$ and $\left|Q_{i}\right|=\Theta\left(M\left|B_{i}\right|\right)$ for $1 \leq i \leq K$. Moreover, by Lemma 3.7 and Lemma 3.9 in [28], if $A_{1} \times B_{i}$ contains a satisfying assignment, then $d_{F}\left(P_{1}, Q_{i}\right) \leq 1$, whereas if $A_{1} \times B_{i}$ contains no satisfying assignment, then $d_{F}\left(P_{1}, Q_{i}\right) \geq 1.001$. Note that if $n=\left|P_{1}\right|$, then $m=\left|Q_{i}\right|=$ $\Theta\left(n^{\gamma}\right)$.

Therefore, to decide if there is a satisfying assignment for the CNF-SAT instance $\varphi$, it suffices to query a 1.001 -approximation of $d_{F}\left(P_{1}, Q_{i}\right)$ for all $1 \leq i \leq K$. We preprocess the trajectory $P_{1}$ in $O\left(\left(M\left|A_{1}\right|\right)^{\alpha}\right)=O\left(M^{\alpha} 2^{\alpha N /(2 \alpha+1)}\right)=O\left(M^{\alpha} 2^{N / 2}\right)$ time. We answer all $K$ queries in time

$$
\begin{aligned}
O\left(\sum_{i=1}^{K}\left(M\left|A_{1}\right|\right)^{1-\delta}\left(M\left|B_{i}\right|\right)^{1-\delta}\right) & =O\left(K M^{2}\left|A_{1}\right|^{1-\delta}\left|A_{1}\right|^{(1-\delta) \gamma}\right) \\
& =O\left(M^{2}\left|A_{1}\right|^{(1-\delta)+(1-\delta) \gamma+2 \alpha-\gamma}\right) \\
& =O\left(M^{2}\left|A_{1}\right|^{(1-\delta)+2 \alpha}\right) \\
& =O\left(M^{2} 2^{N(1+2 \alpha-\delta) /(1+2 \alpha)}\right) \\
& =O\left(M^{2} 2^{(1-\delta /(1+2 \alpha)) N}\right)
\end{aligned}
$$

Putting this together, we yield an algorithm for CNF-SAT with running time

$$
O\left(M^{\alpha} 2^{N / 2}+M^{2} 2^{\left(1-\frac{\delta}{1+2 \alpha}\right) N}\right)
$$

where $\alpha$ and $\delta$ are constants, contradicting $\mathrm{SETH}^{\prime}$ and SETH.

An open problem is whether one can adapt the lower bound of Buchin et al. [42] to rule out approximation factors between 1.001 and 3 . In particular, one would need to extend their construction to hold for a pair of trajectories with an imbalanced number of vertices.

Another open problem is whether one can extend the lower bound to range searching queries. Given a database of $k$ trajectories with $m$ vertices each and a query trajectory with $n$ vertices, Baldus and Bringmann [18] conjecture that a $O\left((k m n)^{1-\delta}\right)$ time algorithm for range searching would falsify SETH.

### 3.7.2 Map matching queries on geometric planar graphs

We return to the map matching problem. The main result of this section is that there is no data structure that can preprocess a geometric planar graph in polynomial time to answer map matching queries in truly subquadratic time. To build towards this result, we first show that Alt et al.'s [11] $O(p q \log p)$ time algorithm for Problem 1 is optimal up to lower-order factors, conditioned on unbalanced OVH.

Definition $29(\mathrm{OVH})$. The $O V$ problem is to decide whether the sets $A, B \subseteq\{0,1\}^{d}$ contain a pair of binary vectors $(a, b) \in A \times B$ so that $a$ and $b$ are orthogonal. Let $n=|A|$ and $m=|B|$. OVH states that there is no $\tilde{O}\left((n m)^{1-\delta}\right)$ time algorithm for $O V$ for any $\delta>0$, where $\tilde{O}$ hides polynomial factors in $d$. This holds for any polynomial restrictions of $n$ and $m$.

If OVH fails, then so does SETH [164]. We use OVH to prove our lower bound for Problem 1. For constructing our graph and our trajectory, we use the notation $Q=\bigcirc_{i=1}^{q} a_{i}=$ $a_{1} \circ \ldots \circ a_{q}$ to denote the polygonal curve $Q$ obtained by linearly interpolating between the vertices $a_{1}, \ldots, a_{q}$.

Lemma 30. Let $P$ be a geometric planar graph of complexity $p$ and $Q$ be a trajectory of complexity $q$. There is no 2.999-approximation with running time $O\left((p q)^{1-\delta}\right)$ for computing $\min _{\pi} d_{F}(\pi, Q)$ for any $\delta>0$, unless SETH fails. This holds for any polynomial restrictions of $p$ and $q$.

Proof. Suppose for the sake of contradiction that there exists a positive constant $\delta$ so that there is a 2.999-approximation with running time $O\left((p q)^{1-\delta}\right)$ for Problem 1.

We are given an OV instance $A, B \subseteq\{0,1\}^{d}$. Let $p=|A|$ and $q=|B|$, where there may be any polynomial restriction of $p$ and $q$. First, we will construct a graph $P$ of complexity $O(d p)$ and a trajectory $Q$ of complexity $O(d q)$. Then we will show that a 2.999approximation of $\min _{\pi} d_{F}(\pi, Q)$ yields an $O\left((p q)^{1-\delta}\right)$ time algorithm for OV.

Let $h$ be a small constant, which we will choose later on in the proof. Inspired by Buchin et al. [42] and Bringmann et al. [29], we define the following polygonal curves. See Figure 3.16. It is straightforward to verify that $d_{F}\left(0_{A}, 0_{B}\right)=d_{F}\left(0_{A}, 1_{B}\right)=d_{F}\left(1_{A}, 0_{B}\right)=1$, and $d_{F}\left(1_{A}, 1_{B}\right)=3$.

$$
\begin{aligned}
& 1_{A}:=(0,0) \circ(12,0) \circ(12, h) \circ(6, h) \circ(6,2 h) \circ(18,2 h) \\
& 0_{B}:=(0,0) \circ(13,0) \circ(13, h) \circ(5, h) \circ(5,2 h) \circ(18,2 h) \\
& 0_{A}:=(0,0) \circ(14,0) \circ(14, h) \circ(4, h) \circ(4,2 h) \circ(18,2 h) \\
& 1_{B}:=(0,0) \circ(15,0) \circ(15, h) \circ(3, h) \circ(3,2 h) \circ(18,2 h)
\end{aligned}
$$



Figure 3.16: The polygonal curves $1_{A}, 0_{B}, 0_{A}$ and $1_{B}$.

We use $0_{A}$ and $1_{A}$ to construct $P$. We start by constructing the curves $R, S$ and $T_{i}$.

$$
\begin{aligned}
R & :=\bigcirc_{k=1}^{d} R_{k} \quad \text { where } \quad R_{k}:=0_{A}+(18 k, 0), \\
S & :=\bigcirc_{k=1}^{d} S_{k} \quad \text { where } \quad S_{k}:=0_{A}+(18 k, 7 p h), \\
T_{i} & :=\bigcirc_{j=1}^{d} T_{i, k} \quad \text { where } \quad T_{i, k}:=A[i][k]_{A}+(18 k, 3 i h) \quad \text { for all } \quad 1 \leq i \leq p, \quad 1 \leq k \leq d
\end{aligned}
$$

where $A[i][k]$ is the $k^{t h}$ coordinate of the $i^{t h}$ vector in $A$, and $A[i][k]_{A}$ is either $0_{A}$ or $1_{A}$ depending on whether $A[i][k]$ is 0 or 1 , and $+(x, y)$ translates the curve horizontally by $x$ and vertically by $y$. See Figure 3.17 .


Figure 3.17: The curves $R$ and $S$ are obtained by concatenating translated versions of $0_{A}$. The curves $T_{i}$ are obtained by concatenating translated versions of $0_{A}$ and $1_{A}$.

Next, we use $R$ and $S$ to construct curves $U$ and $V$. Note that $U$ and $V$ each contain a loop.

$$
\begin{aligned}
U & :=(0,-18) \circ(0,0) \circ R \circ(36 d, 3 h) \circ(0,3 h) \circ(0,0), \\
V & :=(0,6 p h) \circ S \circ(36 d, 6 p h) \circ(0,6 p h) \circ(0,18),
\end{aligned}
$$

See Figure 3.18, left. Finally, we connect the curves $T_{i}, U$ and $V$ to obtain the graph $P$. For $1 \leq i \leq p$, we connect $U$ to $T_{i}$ with the edge $(0,3 h) \circ(18,3 i h)$. For $1 \leq i \leq p$, we connect $T_{i}$ to $V$ with the edge $(18 d, 3 i h+2 h) \circ(36 d, 6 p h)$. We take the union of $T_{i}, U, V$, and these $2 p$ connections to obtain the graph $P$, completing its construction. See Figure 3.18, right. It is straightforward to verify that $P$ is connected and planar, and $|P|=O(d p)$.

Now, we use $0_{B}$ and $1_{B}$ to construct $Q$.

$$
\begin{aligned}
W_{j} & :=\bigcirc_{j=1}^{d} W_{j, k} \text { where } W_{j, k}:=B[j][k]_{B}+(18 k, 0) \text { for all } 1 \leq j \leq q, \quad 1 \leq k \leq d, \\
X & :=\bigcirc_{j=1}^{q} X_{j} \text { where } X_{j}:=(0,0) \circ W_{j} \circ(36 d, 0) \circ(0,3 h) \text { for all } 1 \leq j \leq q \\
Q & :=(0,-18) \circ X \circ(0,18) .
\end{aligned}
$$

Note that $B[j][k]$ is the $k^{t h}$ coordinate of the $j^{t h}$ vector in $B$, where $B[j][k]_{B}$ is either $0_{B}$ or $1_{B}$ depending on whether $B[j][k]$ is 0 or 1 , and $+(x, y)$ translates the curve horizontally by $x$ and vertically by $y$. This completes the construction of $Q$. See Figure 3.19. It is straightforward to verify that $|Q|=O(d q)$.

We will show that if our OV instance $A, B$ is a YES-instance, then $\min _{\pi} d_{F}(\pi, Q) \leq$ 1.001. Suppose that $A[i]$ and $B[j]$ are orthogonal. We will construct a path $\pi \in P$ with


Figure 3.18: (Left) The lower curve $U$ in red, the upper curve $V$ in blue. (Right) The graph $P$ obtained by connecting $U, V$ and $T_{i}$.


Figure 3.19: (Left) Curve $X_{i}$ is obtained by concatenating ( 0,0 ), $W_{i},(36 d, 3 h)$ and $(0,3 h)$. (Right) Curve $Q$ is obtained by concatenating $(0,-18), X_{i}$ for $1 \leq i \leq q$, and $(0,18)$.
$d_{F}(\pi, Q) \leq 1.001$, which we define as follows.

$$
\begin{aligned}
Y & :=\bigcirc_{\ell=1}^{j-1} Y_{\ell} \text { where } Y_{\ell}:=(0,0) \circ R \circ(36 d, 3 h) \circ(0,3 h) \text { for all } 1 \leq \ell \leq j-1, \\
Z & :=\bigcirc_{\ell=j+1}^{q} Z_{\ell} \text { where } Z_{\ell}:=(0,6 p h) \circ S \circ(36 d, 6 p h) \circ(0,6 p h) \text { for all } j+1 \leq \ell \leq q \\
\pi & :=(0,-18) \circ Y \circ T_{i} \circ Z \circ(0,18),
\end{aligned}
$$

It is straightforward to verify that $\pi$ is a path of $P$. Next, we provide a matching of $\pi$ and $Q$ with Fréchet distance at most 1.001, assuming $h$ is sufficiently small.

$$
\begin{array}{rlrl}
\pi= & (0,-18) \circ(0,0) & Q= & (0,-18) \circ(0,0) \\
& \circ \bigcirc_{\ell=1}^{j-1} Y_{\ell} & \circ \bigcirc_{\ell=1}^{j-1} X_{\ell} \\
& \circ T_{i} & & \circ X_{j} \\
& \circ \bigcirc_{\ell=j+1}^{q} Z_{\ell} & & \circ \bigcirc_{\ell=j+1}^{q} X_{\ell} \\
& \circ(0,6 p h) \circ(0,18) & & \circ(0,3 h) \circ(0,18)
\end{array}
$$

It suffices to show that $d_{F}\left(Y_{\ell}, X_{\ell}\right) \leq 1, d_{F}\left(T_{i}, X_{j}\right) \leq 1$ and $d_{F}\left(Z_{\ell}, X_{\ell}\right) \leq 1.001$, for a sufficiently small choice of $h$. This is equivalent to showing that $d_{F}\left(R, W_{\ell}\right) \leq 1, d_{F}\left(T_{i}, W_{j}\right) \leq$ 1 , and $d_{F}\left(S, W_{\ell}\right) \leq 1.001$. We traverse these pairs of trajectories synchronously. For $1 \leq$ $k \leq d$, we have $R_{k}=0_{A}+(18 k, 0), W_{j, k}=B[j][k]_{B}+(18 k, 0), T_{i, k}=A[i][k]_{A}+(18 k, 0)$ and
$S_{k}=0_{A}+(18 k, 7 p h)$. Since $d_{F}\left(0_{A}, B[j][k]_{B}\right) \leq 1$, we have $d_{F}\left(R_{k}, W_{j, k}\right) \leq 1$. Putting this together for $1 \leq k \leq d$, we have $d_{F}\left(R, W_{\ell}\right) \leq 1$. Also, we have $d_{F}\left(A[i][k]_{A}, B[j][k]_{B}\right) \leq 1$ for all $1 \leq k \leq d$, since $A[i]$ and $B[k]$ are orthogonal. Therefore, $d_{F}\left(T_{i, k}, W_{j, k}\right) \leq 1$, and putting this together for $1 \leq k \leq d$, we have $d_{F}\left(T_{i}, W_{j}\right) \leq 1$. Finally, since $d_{F}\left(0_{A}, B[j][k]_{B}\right) \leq 1$, we have $d_{F}\left(S_{k}, W_{j, k}\right) \leq 1+7 p h$. We can obtain that $1+7 p h \leq 1.001$ by setting $h=0.0001 / p$. Putting this together for $1 \leq k \leq d$, we have $d_{F}\left(S, W_{\ell}\right) \leq 1.001$. To summarise, we have $d_{F}\left(Y_{\ell}, X_{\ell}\right) \leq 1, d_{F}\left(T_{i}, X_{j}\right) \leq 1$ and $d_{F}\left(Z_{\ell}, X_{\ell}\right) \leq 1.001$, so $d_{F}(\pi, Q) \leq 1.001$ as required.

We show that if our OV instance $A, B$ is a NO-instance, then $\min _{\pi} d_{F}(\pi, Q) \geq 3$. Suppose for the sake of contradiction that $A, B$ is a NO-instance but there exists $\pi \in P$ so that $d_{F}(\pi, Q)<3$. First, note that $\pi$ must start at $(0,-18)$ and end at $(0,18)$ since no other vertices in $P$ can match to the start and end points of $Q$. Note that $(0,-18) \in U$ and $(0,18) \in V$, and that any path $\pi$ from $U$ to $V$ must pass through one of the curves $T_{i}$. Without loss of generality, let $T_{i}$ be a subcurve of $\pi$. Consider the point $(22,3 i h) \in T_{i} \subset \pi$. This point must match to some point in $Q$ that is not on the edges $(0,-18) \circ(0,0)$ or $(0,3 h) \circ(0,18)$. Therefore, there exists some $j$ so that $(22,3 i h) \in \pi$ matches to a point on $X_{j}$. The point $(22,3 i h)$ cannot match to any of the edges $(0,0) \circ(18,0),(18(d+1), 2 h) \circ(36 d, 0)$, $(36 d, 0) \circ(0,3 h)$ or $(0,3 h) \circ(0,0)$ on $X_{j}$. Therefore, the point $(22,3 i h) \in T_{i}$ that matches to a point on $W_{j}$. As the path $W_{j} \subset Q$ is traversed, the path $\pi$ must continue to traverse the path along $T_{i}$, since $T_{i}$ is an isolated path that only connects to the rest of $P$ at its endpoints. Therefore, $T_{i}$ and $W_{j}$ are traversed simultaneously. Specifically, the subcurves $T_{i, k} \subset T_{i}$ and $W_{j, k} \subset W_{j}$ are traversed simultaneously, since no points on $T_{i, k}$ can match to points on $W_{j, k^{\prime}}$ for all $k \neq k^{\prime}$. This implies $d_{F}(\pi, Q) \geq d_{F}\left(T_{i, k}, W_{j, k}\right)$ for all $1 \leq k \leq d$.

Finally, we use the fact that $A, B$ is a NO-instance to show that $d_{F}\left(T_{i, k}, W_{j, k}\right)=3$ for some $1 \leq k \leq d$. Since $A, B$ is a NO-instance, $A[i]$ and $B[j]$ are not orthogonal. Therefore, there exists a $k$ so that $A[i][k]=B[j][k]=1$. Therefore, $d_{F}\left(A[i][k]_{A}, B[j][k]_{B}\right)=3$. Since $T_{i, k}=A[i][k]_{A}+(18 k, 3 i h)$ and $W_{j, k}=B[j][k]_{B}+(18 k, 0)$, we have $d_{F}\left(A[i][k]_{A}, B[j][k]_{B}\right)=$ $3+3 i h \geq 3$. Therefore, $d_{F}(\pi, Q) \geq d_{F}\left(T_{i, k}, W_{j, k}\right)>3$, contradicting the fact that $d_{F}(\pi, Q)<3$. Therefore, if our OV instance $A, B$ is a NO-instance, then $\min _{\pi} d_{F}(\pi, Q) \geq 3$ as required.

To summarise, we can decide if $A, B$ is a YES-instance or a NO-instance by deciding whether $\min _{\pi} d_{F}(\pi, Q) \leq 1.001$ or $\min _{\pi} d_{F}(\pi, Q) \geq 3$. Therefore, any 2.999-approximation with running time $O\left((p q)^{1-\delta}\right)$ yields an algorithm for OV with running time $O\left(d^{2}(p q)^{1-\delta}\right)$, where $p=|A|$ and $q=|B|$. This contradicts OVH and SETH.

Finally, we combine the ideas in Lemma 28 and 30 to obtain the main theorem of the section. The theorem essentially states that for geometric planar graphs, preprocessing does not help for map matching. In particular, we show that even with polynomial preprocessing time on the graph, one cannot obtain a truly subquadratic query time for the map matching problem in Problem 2.
Theorem 8. Given a geometric planar graph of complexity $p$, there is no data structure that can be constructed in poly $(p)$ time, that when given a query trajectory of complexity $q$, can answer 2.999-approximate map matching queries in $O\left((p q)^{1-\delta}\right)$ query time for any $\delta>0$, unless SETH fails. This holds for any polynomial restrictions of $p$ and $q$.
Proof. Suppose for the sake of contradiction that there exists positive constants $\alpha$ and $\delta$ so that one can construct a data structure in $O\left(n^{\alpha}\right)$ preprocessing time to answer 2.999approximate map matching queries with a query time of $O\left((p q)^{1-\delta}\right)$.

Suppose $q=\Theta\left(p^{\gamma}\right)$ for some $\gamma>0$. We take two cases. In the first case, $\gamma \geq 2 \alpha$. Given a geometric planar graph of complexity $p$ and a trajectory of complexity $q$, we can preprocess
the graph in $O\left(p^{\alpha}\right)$ time, and query a 2.999-approximation of $\min _{\pi} d_{F}(\pi, Q)$ in $O\left((p q)^{1-\delta}\right)$ time. But $O\left(p^{\alpha}\right)=O\left(q^{1 / 2}\right)$, so the overall running time is $O\left((p q)^{1-\delta}\right)$. This contradicts Lemma 30.

In the second case, $\gamma \leq 2 \alpha$. We are given an OVH instance $A, B$ where $|A|=n$ and $|B|=m$. Since OVH holds for any polynomial restrictions of $n$ and $m$, we may assume that $m=\Theta\left(n^{2 \alpha}\right)$. Partition the set $B$ into subsets $B_{1}, \ldots, B_{K}$ so that $\left|B_{i}\right|=\Theta\left(|A|^{\gamma}\right)$, for all $1 \leq i \leq K$, and $K=O\left(|A|^{2 \alpha-\gamma}\right)$. Note that $A \times B$ contains a pair of orthogonal vectors if and only if there exists $1 \leq i \leq K$ so that $A \times B_{i}$ contains a pair of orthogonal vectors. Given the OV instance $A, B_{i}$, we use Lemma 30 to construct a geometric planar graph $P$ and a trajectories $Q_{i}$ so that $p=|P|=O(d|A|)=O(d n)$ and $q=\left|Q_{i}\right|=O\left(d\left|B_{i}\right|\right)=O\left(d n^{\gamma}\right)$. Moreover, by Lemma 30, if $\left(A, B_{i}\right)$ is a YES-instance, then $\min _{\pi}\left(\pi, Q_{i}\right) \leq 1.001$, whereas if $\left(A, B_{i}\right)$ is a NO-instance, then $\min _{\pi}\left(\pi, Q_{i}\right) \geq 3$. Note that $q=\Theta\left(p^{\gamma}\right)$.

Therefore, to decide if $A, B$ is a YES-instance or a NO-instance, it suffices to query a 2.999-approximation of $\min _{\pi}\left(\pi, Q_{i}\right)$ for all $1 \leq i \leq K$. Recall that $m=\Theta\left(n^{2 \alpha}\right)$. We preprocess the graph $P$ in $O\left((d n)^{\alpha}\right)=O\left(d^{\alpha} m^{1 / 2}\right)$ time. We answer all $K$ queries in time

$$
\begin{aligned}
O\left(\sum_{i=1}^{K}(d n)^{1-\delta}\left(d n^{\gamma}\right)^{1-\delta}\right) & =O\left(K d^{2} n^{1-\delta+\gamma}\right) \\
& =O\left(d^{2} n^{(1-\delta+\gamma+2 \alpha-\gamma}\right) \\
& =O\left(d^{2} n^{2 \alpha+1-\delta}\right) \\
& =O\left(d^{2} n^{(2 \alpha+1)(1-\delta /(1+2 \alpha)}\right) \\
& =O\left(d^{2}(m n)^{1-\delta /(1+2 \alpha)}\right)
\end{aligned}
$$

Putting this together, we yield an algorithm for OVH with running time

$$
O\left(d^{\alpha} m^{1 / 2}+d^{2}(m n)^{1-\frac{\delta}{1+2 \alpha}}\right)
$$

where $\alpha$ and $\delta$ are constants. This contradicts OVH under the polynomial restriction $m=$ $\Theta\left(n^{2 \alpha}\right)$, thereby contradicting SETH.

### 3.8 Conclusion

We showed that for $c$-packed graphs, one can construct a data structure of near-linear size, so that map matching queries can be answered in time near-linear in terms of the query complexity, and polylogarithmic in terms of the graph complexity. We showed that for geometric planar graphs, there is no data structure for answering map matching queries in truly subquadratic time, unless SETH fails.

Our map matching queries return the minimum Fréchet distance between the query trajectory and any path in an undirected graph. The data structure can be modified for directed graphs and for matched paths that start and end along edges of the graph. We can also modify the data structure to return the length of the minimum Fréchet distance path. More generally, one can modify the data structure to return $\sum_{e \in \pi} f(e)$ for any function $f$, where $\pi$ is the path with approximate minimum Fréchet distance. One application of this is fare estimation for ride-sharing services.

Our data structures return the minimum Fréchet distance of the matched path. One can modify our data structure to retrieve the path that attains the minimum Fréchet distance, however, the space requirement would increase to quadratic. An open problem is whether one can obtain a map matching data structure that retrieves the matched path, and uses subquadratic space. Another open problem is whether one can make $\varepsilon$ chooseable at query time, rather than at preprocessing time.

Yet another direction for future work is to improve the preprocessing, size, and query time of the data structure. Can one improve the preprocessing time to subquadratic? Can one reduce the dependencies on $c, \varepsilon^{-1}, \log q$ and $\log p$ ? For example, can one improve the query time by avoiding parametric search? Avoiding parametric search would also make the algorithm more likely to be implementable in practice.

Another practical consideration is verifying whether real-world road networks are indeed $c$-packed. Since these road networks contain upwards of a million edges [53], a faster implementation for computing the $c$-packedness value of a graph [100] would be required. If real-world road networks are not $c$-packed, an interesting direction for future work would be to consider other realistic input models, such as $\phi$-low-density, which have small values of $\phi$ even on large road networks [54].

Finally, two open problems are proposed in Section 3.7. Can one modify the lower bound of Buchin et al. [42] to rule out approximation ratios between 1.001 and 3 for preprocessing a trajectory to answer Fréchet distance queries in truly subquadratic time? Can one extend the lower bounds to rule out efficient data structures for other Fréchet distance queries, for example, range searching queries?

## Chapter 4

## Computing Continuous Dynamic Time Warping of Time Series in Polynomial Time

### 4.1 Introduction

Time series data arises from many sources, such as financial markets [153], seismology [168], electrocardiography [20] and epidemiology [22]. Domain-specific questions can often be answered by analysing these time series. A common way of analysing time series is by finding similarities. Computing similarities is also a fundamental building block for other analyses, such as clustering, classification, or simplification. There are numerous similarity measures considered in literature $[16,58,80,116,151,155]$, many of which are application dependent.

Dynamic Time Warping (DTW) is arguably the most popular similarity measure for time series, and is widely used across multiple communities $[6,93,129,132,140,142,152$, $156,160]$. Under DTW, a minimum cost discrete alignment is computed between a pair of time series. A discrete alignment is a sequence of pairs of points, subject to the following four conditions: (i) the first pair is the first sample from both time series, (ii) the last pair is the last sample from both time series, (iii) each sample must appear in some pair in the alignment, and (iv) the alignment must be a monotonically increasing sequence for both time series. The cost of a discrete alignment, under DTW, is the sum of the distances between aligned points. A drawback of a similarity measure with a discrete alignment is that it is sensitive to the sampling rates of the time series. As such, DTW is a poor measure of similarity between a time series with a high sampling rate and a time series with a low sampling rate. For such cases, it is more appropriate to use a similarity measure with a continuous alignment. In Figure 4.1a, we provide a visual comparison of a discrete alignment versus a continuous alignment, for time series with vastly different sampling rates.

The Fréchet distance is a similarity measure that has gained popularity, especially in the theory community $[12,37,69,148]$. To apply the Fréchet distance to a time series, we linearly interpolate between sampled points to obtain a continuous one-dimensional polygonal curve. Under the Fréchet distance, a minimum cost continuous alignment is computed between the pair of curves. A continuous alignment is a simultaneous traversal of the pair of curves that

(a) Top: The optimal alignment under a discrete similarity measure, e.g. DTW. Bottom: The optimal alignment under a continuous similarity measure.

(b) Top: The optimal simplification under a bottleneck measure, e.g., Fréchet distance. Bottom: The optimal simplification under a summation-based similarity measure.

Figure 4.1: Issues with discrete (left) and bottleneck (right) measures as opposed to continuous, summed measures.
satisfies the same four conditions as previously stated for DTW. The cost of a continuous alignment, under the Fréchet distance, is the maximum distance between a pair of points in the alignment. The Fréchet distance is a bottleneck measure in that it only measures the maximum distance between aligned points. As a result, the drawback of the Frechet distance is that it is sensitive to outliers. For such cases, a summation-based similarity measure is significantly more robust. In Figure 4.1 b, we illustrate a high complexity curve, and its low complexity "simplification" that is the most similar to the original curve, under either a bottleneck or summation similarity measure. The simplified curve under the Fréchet distance is sensitive to and drawn towards its outlier points.

Continuous Dynamic Time Warping (CDTW) is a recently proposed alternative that does not exhibit the aforementioned drawbacks. It obtains the best of both worlds by combining the continuous nature of the Fréchet distance with the summation of DTW. CDTW was first introduced by Buchin [43], where it was referred to as the average Fréchet distance. CDTW has also been referred to as the summed, or integral, Fréchet distance. CDTW is similar to the Fréchet distance in that a minimum cost continuous alignment is computed between the pair of curves. The cost of a continuous alignment, under CDTW, is the integral of the distances between pairs of points in the alignment. We provide a formal definition in Section 4.2. Other definitions were also given under the name CDTW [75, 143], see Section 4.1.1.

Compared to existing popular similarity measures, CDTW is robust to both the sampling rate of the time series and to its outliers. CDTW has been used in applications where this robustness is desirable. In Brakatsoulas et al. [25], the authors applied CDTW to mapmatching of vehicular location data. The authors highlight two common errors in real-life vehicular data, that is, measurement errors and sampling errors. Measurement errors result in outliers whereas sampling errors cause discrepancies in sampling rates between input curves. Their experiments show an improvement in map-matching when using CDTW instead of the Fréchet distance. In a recent paper, Brankovic et al. [27] applied CDTW to clustering of bird migration data and handwritten character data. The authors used $(k, \ell)$ center and medians clustering, where each of the $k$ clusters has a (representative) center


Figure 4.2: Clustering of the c17 pigeon's trajectories under the DTW (left), Fréchet (middle), and CDTW (right) distances. Figures were provided by the authors of [27].
curve of complexity at most $\ell$. Low complexity center curves are used to avoid overfitting. Compared to DTW and the Fréchet distance, Brankovic et al. [27] demonstrated that clustering under CDTW produced centers that were more visually similar to the expected center curve. Under DTW, the clustering quality deteriorated for small values of $\ell$, whereas under the Fréchet distance, the clustering quality deteriorated in the presence of outliers.

Brankovic et al.'s [27] clustering of a pigeon data set [125] is shown in Figure 4.2. The Fréchet distance is paired with the center objective, whereas DTW and CDTW are paired with the medians objective. Under DTW (left), the discretisation artifacts are visible. The blue center curve is jagged and visually dissimilar to its associated input curves. Under the Fréchet distance (middle), the shortcoming of the bottleneck measure and objective is visible. The red center curve fails to capture the shape of its associated input curves, in particular, it misses the top-left "hook" appearing in its associated curves. Under CDTW (right), the center curves are smooth and visually similar to their associated curves.

Despite its advantages, the shortcoming of CDTW is that there is no exact algorithm for computing it in polynomial time. Heuristics were used to compute CDTW in the mapmatching [25] and clustering [27] experiments. Maheshwari et al. [124] provided a $(1+\varepsilon)$ approximation algorithm for CDTW in $\mathcal{O}\left(\zeta^{4} n^{4} / \varepsilon^{2}\right)$ time, for curves of complexity $n$ and spread $\zeta$, where the spread is the ratio between the maximum and minimum interpoint distances. Existing heuristic and approximation methods [25, 27, 124] use a sampled grid on top of the dynamic program for CDTW, introducing an inherent error that depends on the fineness of the sampled grid, which is reflected in the dependency on $\zeta$ in [124].

In this work, we present the first exact algorithm for computing CDTW for one-dimensional curves. Our algorithm runs in time $\mathcal{O}\left(n^{5}\right)$ for a pair of one-dimensional curves, each with complexity at most $n$. Unlike previous approaches, we avoid using a sampled grid and instead devise a propagation method that solves the dynamic program for CDTW exactly. In our propagation method, the main difficulty lies in bounding the total complexity of our propagated functions. Showing that CDTW can be computed in polynomial time fosters hope for faster polynomial time algorithms, which would add CDTW to the list of practical similarity measures for curves.

### 4.1.1 Related work

Algorithms for computing popular similarity measures, such as DTW and the Fréchet distance, are well studied. Vintsyuk [156] proposed Dynamic Time Warping as a similarity measure for time series, and provided a simple dynamic programming algorithm for computing the DTW distance that runs in $\mathcal{O}\left(n^{2}\right)$ time, see also [21]. Gold and Sharir [93] improved the upper bound for computing DTW to $\mathcal{O}\left(n^{2} / \log \log n\right)$. For the Fréchet distance, Alt and Godau [12] proposed an $\mathcal{O}\left(n^{2} \log n\right)$ time algorithm for computing the Fréchet distance between a pair of curves. Buchin et al. [37] improved the upper bound for computing the Fréchet distance to $\mathcal{O}\left(n^{2} \sqrt{\log n}(\log \log n)^{3 / 2}\right)$. Assuming SETH, it has been shown that there is no strongly subquadratic time algorithm for computing the Fréchet distance or DTW [2, 28, 30, 33, 42].

Our definition of CDTW was originally proposed by Buchin [43], and has since been used in several experimental works [25, 27]. We give Buchin's [43] definition formally in Section 4.2. Other definitions under the name CDTW have also been considered. We briefly describe the main difference between these definitions and the one used in this chapter.

To the best of our knowledge, the first continuous version of DTW was by Serra and Berthod [143]. The same definition was later used by Munich and Perona [131]. Although a continuous curve is used in their definition, the cost of the matching is still a discrete summation of distances to sampled points. Our definition uses a continuous summation (i.e. integration) of distances between all points on the curves, and therefore, is more robust to discrepancies in sampling rate. Efrat et al. [75] proposed a continuous version of DTW that uses integration. However, their integral is defined in a significantly different way to ours. Their formulation minimises the change of the alignment and not the distance between aligned points. Thus, their measure is translational invariant and designed to compare the shapes of curves irrespective of their absolute positions in space.

### 4.2 Preliminaries

We use $[n]$ to denote the set $\{1, \ldots, n\}$. To continuously measure the similarity of time series, we linearly interpolate between sampled points to obtain a one-dimensional polygonal curve. A one-dimensional polygonal curve $P$ of complexity $n$ is given by a sequence of vertices, $p_{1}, \ldots, p_{n} \in \mathbb{R}$, connected in order by line segments. Furthermore, let $\|\cdot\|$ be the norm in the one-dimensional space $\mathbb{R}$. In higher dimensions, the Euclidean $\mathcal{L}_{2}$ norm is the most commonly used norm, but other norms such as $\mathcal{L}_{1}$ and $\mathcal{L}_{\infty}$ may be used.

Consider a pair of one-dimensional polygonal curves $P=p_{1}, \ldots, p_{n}$ and $Q=q_{1}, \ldots, q_{m}$. Let $\Delta(n, m)$ be the set of all sequences of pairs of integers $\left(x_{1}, y_{1}\right), \ldots,\left(x_{k}, y_{k}\right)$ satisfying $\left(x_{1}, y_{1}\right)=(1,1),\left(x_{k}, y_{k}\right)=(n, m)$ and $\left(x_{i+1}, y_{i+1}\right) \in\left\{\left(x_{i}+1, y_{i}\right),\left(x_{i}, y_{i}+1\right),\left(x_{i}+1, y_{i}+1\right)\right\}$. The DTW distance between $P$ and $Q$ is defined as

$$
d_{D T W}(P, Q)=\min _{\alpha \in \Delta(n, m)} \sum_{(x, y) \in \alpha}\left\|p_{x}-q_{y}\right\| .
$$

The discrete Fréchet distance between $P$ and $Q$ is defined as

$$
d_{d F}(P, Q)=\min _{\alpha \in \Delta(n, m)} \max _{(x, y) \in \alpha}\left\|p_{x}-q_{y}\right\|
$$

Let $p$ and $q$ be the total arc lengths of $P$ and $Q$ respectively. Define the parametrised curve $\{P(z): z \in[0, p]\}$ to be the one-dimensional curve $P$ parametrised by its arc length.

In other words, $P(z)$ is a piecewise linear function so that the arc length of the subcurve from $P(0)$ to $P(z)$ is $z$. Define $\{Q(z): z \in[0, q]\}$ analogously. Let $\Gamma(p)$ be the set of all continuous and non-decreasing functions $\alpha:[0,1] \rightarrow[0, p]$ satisfying $\alpha(0)=0$ and $\alpha(1)=p$. Let $\Gamma(p, q)=\Gamma(p) \times \Gamma(q)$. The continuous Fréchet distance between $P$ and $Q$ is defined as

$$
d_{F}(P, Q)=\inf _{(\alpha, \beta) \in \Gamma(p, q)} \max _{z \in[0,1]}\|P(\alpha(z))-Q(\beta(z))\|
$$

The CDTW distance between $P$ and $Q$ is defined as

$$
d_{C D T W}(P, Q)=\inf _{(\alpha, \beta) \in \Gamma(p, q)} \int_{0}^{1}\|P(\alpha(z))-Q(\beta(z))\| \cdot\left\|\alpha^{\prime}(z)+\beta^{\prime}(z)\right\| \cdot d z
$$

For the definition of CDTW, we additionally require that $\alpha$ and $\beta$ are differentiable. The original intuition behind $d_{C D T W}(P, Q)$ is that it is a line integral in the parameter space, which we will define in Section 4.2.1. The term $\left\|\alpha^{\prime}(z)+\beta^{\prime}(z)\right\|$ implies that we are using the $\mathcal{L}_{1}$ metric in the parameter space, but other norms have also been considered $[116,124]$.

### 4.2.1 Parameter space under CDTW

The parameter space under CDTW is analogous to the free space diagram under the continuous Fréchet distance. Similar to previous work [43, 116, 124], we transform the problem of computing CDTW into the problem of computing a line integral in the parameter space.

Recall that the total arc lengths of $P$ and $Q$ are $p$ and $q$ respectively. The parameter space is defined to be the rectangular region $R=[0, p] \times[0, q]$ in $\mathbb{R}^{2}$. The region is imbued with a metric $\|\cdot\|_{R}$. The $\mathcal{L}_{1}, \mathcal{L}_{2}$ and $\mathcal{L}_{\infty}$ norms have all been considered, but $\mathcal{L}_{1}$ is the preferred metric as it is the easiest to work with $[116,124]$. At every point $(x, y) \in R$ we define the height of the point to be $h(x, y)=\|P(x)-Q(y)\|$.

Next, we provide the line integral formulation of $d_{C D T W}$, which is the original motivation behind its definition. To make our line integral easier to work with, we parametrise our line integral path $\gamma$ in terms of its $\mathcal{L}_{1}$ arc length in $R$. The following lemma is a consequence of Section 6.2 in [43]. We provide a proof sketch of the result for the sake of self-containment.

## Lemma 1.

$$
d_{C D T W}(P, Q)=\inf _{\gamma \in \Psi(p, q)} \int_{0}^{p+q} h(\gamma(z)) \cdot d z,
$$

where $\Psi(p, q)$ is the set of all functions $\gamma:[0, p+q] \rightarrow R$ satisfying $\gamma(0)=(0,0), \gamma(p+q)=$ $(p, q), \gamma$ is differentiable and non-decreasing in both $x$ - and $y$-coordinates, and $\left\|\gamma^{\prime}(z)\right\|_{R}=1$.

Proof. Recall that the definition of $d_{C D T W}(P, Q)$ is:

$$
d_{C D T W}(P, Q)=\inf _{(\alpha, \beta) \in \Gamma(p, q)} \int_{0}^{1}\|P(\alpha(z))-Q(\beta(z))\| \cdot\left\|\alpha^{\prime}(z)+\beta^{\prime}(z)\right\| \cdot d z
$$

Let $\gamma=(\alpha, \beta) \in \Gamma(p, q)$. Then $\gamma(0)=(\alpha(0), \beta(0))=(0,0)$ and $\gamma(1)=(\alpha(1), \beta(1))=$ $(p, q)$. By considering $\gamma(z)$ as a point in the the parameter space $R$, we observe that if we vary $z \in[0,1]$, then $\gamma(z)$ is a curve starting at $(0,0)$, ending at $(p, q)$, and is non-decreasing in both $x$ - and $y$-coordinates. Now, consider the integral of $h(\cdot)$ along the curve $\gamma$. The mathematical expansion of the line integral $\int_{\gamma} h(z) \cdot d z$ is:

$$
\int_{\gamma} h(z) \cdot d z=\int_{0}^{1} h(\gamma(z)) \cdot\left\|\gamma^{\prime}(z)\right\|_{R} \cdot d z
$$

The expanded integral closely resembles the formula for $d_{C D T W}(P, Q)$. The first term $h(\gamma(z))$ is equal to $\|P(\alpha(z))-Q(\beta(z))\|$. The second term $\left\|\gamma^{\prime}(z)\right\|_{R}$ is equal to $\| \alpha^{\prime}(z)+$ $\beta^{\prime}(z) \|$, since $\|\cdot\|_{R}$ is the $\mathcal{L}_{1}$ norm and because $\alpha$ and $\beta$ are non-decreasing. Hence,

$$
d_{C D T W}(P, Q)=\inf _{\gamma \in \Gamma(p, q)} \int_{0}^{1} h(\gamma(z)) \cdot\left\|\gamma^{\prime}(z)\right\|_{R} \cdot d z
$$

We now reparametrise $\gamma \subset R$ in terms of its $\mathcal{L}_{1}$ arc length in $R$. This is the "natural parametrisation" of the curve $\gamma$. We already know that $\gamma$ starts at $(0,0)$, ends at $(p, q)$, and is differentiable and non-decreasing in $x$ - and $y$-coordinates. We let $\Psi(p, q)$ be the set of all functions that satisfy these three conditions, in addition to a fourth condition, $\left\|\gamma^{\prime}(z)\right\|_{R}=1$. Then $\alpha^{\prime}(z)+\beta^{\prime}(z)=1$, as $\alpha^{\prime}(z), \beta^{\prime}(z)>0$. By integrating from 0 to $z$, we get $\alpha(z)+\beta(z)=z$. In particular, we have $\gamma(p+q)=(p, q)$, since the curve must end at $(p, q)$. So $z \in[0, p+q]$ is the new domain of the reparametrised curve $\gamma \in \Psi(p, q)$. Putting this together, we obtain the stated lemma.

### 4.2.2 Properties of the parameter space

Before providing the algorithm for minimising our line integral, we first provide some structural insights of our parameter space $R=[0, p] \times[0, q]$. Recall that $P:[0, p] \rightarrow \mathbb{R}$ maps points on the $x$-axis of $R$ to points on the one-dimensional curve $P$, and analogously for $Q$ and the $y$-axis. Hence, each point $(x, y) \in R$ is associated with a pair of points $P(x)$ and $Q(y)$, so that the height function $h(x, y)=\|P(x)-Q(y)\|$ is simply the distance between the associated pair of points. Divide the $x$-axis of $R$ into $n-1$ segments that are associated with the $n-1$ segments $p_{1} p_{2}, \ldots, p_{n-1} p_{n}$ of $P$. Divide the $y$-axis of $R$ into $m-1$ segments analogously. In this way, we divide $R$ into $(n-1)(m-1)$ cells, which we label as follows:

Definition 2 (cell). Cell $(i, j)$ is the region of the parameter space associated with segment $p_{i} p_{i+1}$ on the $x$-axis, and $q_{j} q_{j+1}$ on the $y$-axis, where $i \in[n-1]$ and $j \in[m-1]$.

For points $(x, y)$ restricted to a single cell $(i, j)$, the functions $P(x)$ and $Q(y)$ are linear. Hence, $P(x)-Q(y)$ is also linear, so $h(x, y)=\|P(x)-Q(y)\|$ is a piecewise linear surface with at most two pieces. If $h(x, y)$ consists of two linear surface pieces, the boundary of these two pieces is along a segment where $h(x, y)=0$. Since we are working with one-dimensional curves, we have two cases for the relative directions of the vectors $\overrightarrow{p_{i} p_{i+1}}$ and $\overrightarrow{q_{j} q_{j+1}}$. If the vectors are in the same direction, since $\overrightarrow{p_{i} p_{i+1}}$ and $\overrightarrow{q_{j} q_{j+1}}$ are both parametrised by their arc lengths, they must be travelling in the same direction and at the same rate. Therefore, the line satisfying $h(x, y)=0$ has slope 1 in $R$. Using a similar argument, if $\overrightarrow{p_{i} p_{i+1}}$ and $\overrightarrow{q_{j} q_{j+1}}$ are in opposite direction, then the line satisfying $h(x, y)=0$ has slope -1 in $R$.

The line with zero height and slope 1 will play an important role in our algorithm. We call these lines valleys. If a path $\gamma$ travels along a valley, the line integral accumulates zero cost as long as it remains on the valley, since the valley has zero height.

Definition 3 (valley). In a cell, the set of points $(x, y)$ satisfying $h(x, y)=0$ forms a line, moreover, the line has slope 1 or -1 . We call this line a valley.

### 4.3 Algorithm

Our approach is a dynamic programming algorithm over the cells in the parameter space, which we defined in Section 4.2.1. To the best of our knowledge, all the existing approximation algorithms and heuristics [25, 27, 116] use a dynamic programming approach, or simply reduce the problem to a shortest path computation [124]. Next, we highlight the key difference between our approach and previous approaches.

In previous algorithms, sampling is used along cell boundaries to obtain a discrete set of grid points. Then, the optimal path between the discrete set of grid points is computed. The shortcoming of previous approaches is that an inherent error is introduced by the grid points, where the error depends on the fineness of the grid that is used.

In our algorithm, we consider all points along cell boundaries, not just a discrete subset. However, this introduces a challenge whereby we need to compute optimal paths between continuous segments of points. To overcome this obstacle, we devise a new method of propagating continuous functions across a cell. The main difficulty in analysing the running time of our algorithm lies in bounding the total complexity of the propagated continuous functions, across all cells in the dynamic program.

Our improvement over previous approaches is in many ways similar to previous algorithms for the weighted region problem [128], and the partial curve matching problem [38]. In all three problems, a line integral is minimised over a given terrain, and an optimal path is computed instead of relying on a sampled grid. However, our problem differs from that of [128] and [38] in two important ways. First, in both [128] and [38], the terrain is a piecewise constant function, whereas in our problem, the terrain is a piecewise linear function. Second, our main difficulty is bounding the complexity of the propagated functions. In [128], a different technique is used that does not propagate functions. In [38], the propagated functions are concave, piecewise linear and their complexities remain relatively low. In our algorithm, the propagated functions are piecewise quadratic and their complexities increase at a much higher, albeit bounded, rate.

The remainder of our chapter is structured as follows. In Section 4.3.1, we set up our dynamic program. In Section 4.3.2, we solve its base case. In Section 4.3.3 we solve the propagation step. In Section 4.3.4, we analyse the algorithm's running time. In Section 4.3.5, we fill in missing bounds from the running time analysis. We consider our main technical contribution to be the running time analysis in Sections 4.3 .4 and 4.3.5, and their proofs in Section 4.4.

### 4.3.1 Dynamic program

Our dynamic program is performed with respect to the following cost function.
Definition 4 (cost function). Let $(x, y) \in R$, we define

$$
\operatorname{cost}(x, y)=\inf _{\gamma \in \Psi(x, y)} \int_{0}^{x+y} h(\gamma(z)) \cdot d z .
$$

Recall from Lemma 1 that $d_{C D T W}(P, Q)=\inf _{\gamma \in \Psi(p, q)} \int_{0}^{p+q} h(\gamma(z)) \cdot d z$, which implies that $\operatorname{cost}(p, q)=d_{C D T W}(P, Q)$. Another way of interpreting Definition 4 is that $\operatorname{cost}(x, y)$ is equal to $d_{C D T W}\left(P_{x}, Q_{y}\right)$, where $P_{x}$ is the subcurve from $P(0)$ to $P(x)$, and $Q_{y}$ is the subcurve from $Q(0)$ to $Q(y)$.

Recall from Section 4.2.2 that the parameter space is divided into $(n-1)(m-1)$ cells. Our dynamic program solves cells one at a time, starting from the bottom left cell and working towards the top right cell. A cell is considered solved if we have computed the cost of every point on the boundary of the cell. Once we solve the top right cell of $R$, we obtain the cost of the top right corner of $R$, which is $\operatorname{cost}(p, q)=d_{C D T W}(P, Q)$, and we are done.

In the base case, we compute the cost of all points lying on the lines $x=0$ and $y=0$. Note that if $x=0$ or $y=0$, then the function $\operatorname{cost}(x, y)$ is simply a function in terms of $y$ or $x$ respectively. In general, the function along any cell boundary - top, bottom, left or right - is a univariate function in terms of either $x$ or $y$. We call these boundary cost functions.

Definition 5 (boundary cost function). A boundary cost function is cost $(x, y)$, but restricted to a top, bottom, left or right boundary of a cell. If it is restricted to a top or bottom (resp. left or right) boundary, the boundary cost function is univariate in terms of $x$ (resp. $y$ ).

In the propagation step, we use induction to solve the cell $(i, j)$ for all $1 \leq i \leq n-1$ and $1 \leq j \leq m-1$. We assume the base case. We also assume as an inductive hypothesis that, if $i \geq 2$, then the cell $(i-1, j)$ is already solved, and if $j \geq 2$, then the cell $(i, j-1)$ is already solved. Our assumptions ensure that we receive as input the boundary cost function along the bottom and left boundaries of the cell $(i, j)$. In other words, we use the boundary cost functions along the input boundaries to compute the boundary cost functions along the output boundaries.

Definition 6 (input/output boundary). The input boundaries of a cell are its bottom and left boundaries. The output boundaries of a cell are its top and right boundaries.

We provide details of the base case in Section 4.3.2, and the propagation step in Section 4.3.3.

### 4.3.2 Base case

The base case is to compute the cost of all points along the $x$-axis. The $y$-axis can be handled analogously. Recall that $\operatorname{cost}(x, y)=\inf _{\gamma \in \Psi(x, y)} \int_{0}^{x+y} h(\gamma(z)) \cdot d z$. Therefore, for points $(x, 0)$ on the $x$-axis, we have $\operatorname{cost}(x, 0)=\inf _{\gamma \in \Psi(x, 0)} \int_{0}^{x} h(\gamma(z)) \cdot d z$. Since $\gamma(z)$ is nondecreasing in $x$ - and $y$-coordinates, and $\left\|\gamma^{\prime}(z)\right\|=1$, we must have that $\gamma^{\prime}(z)=(1,0)$. By integrating from 0 to $z$, we get $\gamma(z)=(z, 0)$, which implies that $\operatorname{cost}(x, 0)=\int_{0}^{x} h(z, 0) \cdot d z$.

Consider, for $1 \leq i \leq n-1$, the bottom boundary of the cell $(i, 1)$. The height function $h(z)$ is a piecewise linear function with at most two pieces, so its integral $\operatorname{cost}(x, 0)=$ $\int_{0}^{x} h(z, 0) \cdot d z$ is a continuous piecewise quadratic function with at most two pieces. Similarly, since the height function along $x=0$ is a piecewise linear function with at most $2(n-1)$ pieces, the boundary cost function along $x=0$ is a continuous piecewise quadratic function with at most $2(n-1)$ pieces. For boundaries not necessarily on the $x$ - or $y$-axis, we claim that the boundary cost function is still a continuous piecewise-quadratic function.

Lemma 7. The boundary cost function is a continuous piecewise-quadratic function.
We defer the proof of Lemma 7 to Section 4.4. Although the boundary cost function has at most two pieces for cell boundaries on the $x$ - or $y$-axis, in the general case it may have more than two pieces. As previously stated, the main difficulty in bounding our running time analysis in Section 4.3.4 is to bound complexities of the boundary cost functions.

### 4.3.3 Propagation step

First, we define optimal paths in the parameter space. We use optimal paths to propagate the boundary cost functions across cells in the parameter space. Note that the second part of Definition 8 is a technical detail to ensure the uniqueness of optimal paths. Intuitively, the optimal path from $s$ to $t$ is the path minimising the path integral, and if there are multiple such paths, the optimal path is the one with maximum $y$-coordinate.

Definition 8 (optimal path). Given $t=\left(x_{t}, y_{t}\right) \in R$, its optimal path is a path $\gamma \in \Psi\left(x_{t}, y_{t}\right)$ minimising the integral $\int_{0}^{x_{t}+y_{t}} h(\gamma(z)) \cdot d z$. If there are multiple such curves that minimise the integral, the optimal path is the one with maximum y-coordinate (or formally, the one with maximum integral of its $y$-coordinates).

Suppose $t$ is on the output boundary of the cell $(i, j)$. Consider the optimal path $\gamma$ that starts at $(0,0)$ and ends at $t$. Let $s$ be the first point where $\gamma$ enters the cell $(i, j)$. We consider the subpath from $s$ to $t$, which is entirely contained in the cell $(i, j)$. In the next lemma, we show that the shape of the subpath from $s$ to $t$ is restricted, in particular, there are only three types of paths that we need to consider. A similar proof can be found in Lemma 4 of Maheswari et al. [124]. Nonetheless, due to slight differences, we provide a full proof. Specifically, the differences are that we consider one-dimensional curves, and use the $\mathcal{L}_{1}$ norm in parameter space to obtain a significantly stronger statement for type $(A)$ paths.

Lemma 9. Let $t$ be a point on the output boundary of a cell. Let $s$ be the first point where the optimal path to $t$ enters the cell. There are only three types of paths from $s$ to $t$ :
(A) The segments of the cell are in opposite directions. Then all paths between $s$ and $t$ have the same cost.
(B) The segments of the cell are in the same direction and the optimal path travels towards the valley, then along the valley, then away from the valley.
(C) The segments of the cell are in the same direction and the optimal path travels towards the valley, then away from the valley.

For an illustration of these three types of paths, see Figure 4.3.


Figure 4.3: The three types of optimal paths through a cell.

Proof. We begin by summarising the main steps of the proof. Define $\gamma_{1}$ to be an optimal path to $s$, followed by either a type $(A),(B)$ or $(C)$ path from $s$ to $t$. If the segments are in opposite directions, we use a type $(A)$ path, whereas if the segments are in the same direction, we use either a type $(B)$ or type $(C)$ path. Define $\gamma_{2}$ to be an optimal path to $s$,
followed by any path from $s$ to $t$. The main step is to show that $h\left(\gamma_{1}(z)\right) \leq h\left(\gamma_{2}(z)\right)$, as this would imply that $\gamma_{2}$ is an optimal path from $s$ to $t$. In fact, if the segments are in the opposite directions, we get that $h\left(\gamma_{1}(z)\right)=h\left(\gamma_{2}(z)\right)$, implying that all type $(A)$ paths from $s$ to $t$ have the same cost. This completes the summary of the main steps of the proof.

We start our proof by considering the case where, for this cell, the curves are in opposite directions. Let $t=\left(x_{t}, y_{t}\right)$ and let $\gamma_{1} \in \Psi\left(x_{t}, y_{t}\right)$ be an optimal path to $t$. Let $s=\left(x_{s}, y_{s}\right)$, and let $\gamma_{2} \in \Psi\left(x_{t}, y_{t}\right)$ be the concatenation of an optimal path to $s$ and any path from $s$ to $t$.

By definition, $\gamma_{1}\left(x_{t}+y_{t}\right)=\gamma_{2}\left(x_{t}+y_{t}\right)=\left(x_{t}, y_{t}\right)$, and $\gamma_{1}\left(x_{s}+y_{s}\right)=\gamma_{2}\left(x_{s}+y_{s}\right)=\left(x_{s}, y_{s}\right)$. It suffices to show that $\int_{x_{s}+y_{s}}^{x_{t}+y_{t}} h\left(\gamma_{1}(z)\right) \cdot d z=\int_{x_{s}+y_{s}}^{x_{t}+y_{t}} h\left(\gamma_{2}(z)\right) \cdot d z$, as this would imply that any path from $s$ to $t$ has the same cost. We will show a slightly stronger statement, that for all $x_{s}+y_{s} \leq z \leq x_{t}+y_{t}$, we have $h\left(\gamma_{1}(z)\right)=h\left(\gamma_{2}(z)\right)$.

Let $\gamma_{1}(z)=\left(\alpha_{1}(z), \beta_{1}(z)\right)$ be the $x$ - and $y$-coordinates of $\gamma_{1}(z)$. Since $\gamma_{1}(z) \in \Psi\left(x_{t}, y_{t}\right)$, we have $\left\|\gamma_{1}^{\prime}(z)\right\|_{R}=1$ and $\alpha_{1}^{\prime}(z), \beta_{1}^{\prime}(z)>0$. Therefore, $\alpha_{1}^{\prime}(z)+\beta_{1}^{\prime}(z)=1$. By integrating from 0 to $z$, we get $\alpha_{1}(z)+\beta_{1}(z)=z$. Let $\gamma_{2}(z)=\left(\alpha_{2}(z), \beta_{2}(z)\right)$. Then similarly, $\alpha_{2}(z)+$ $\beta_{2}(z)=z$.

Without loss of generality, assume $P$ is in the positive direction, and $Q$ is in the negative direction. Recall that $P$ is parametrised by arc length, so the arc length of the subcurve from $P(0)$ to $P(z)$ is $z$. Hence, for $x_{s}+y_{s} \leq z \leq x_{t}+y_{t}$, and for $i \in\{1,2\}$, since $P$ is in the positive direction, we have $P\left(\alpha_{i}(z)\right)=P\left(x_{s}\right)+\alpha_{i}(z)-x_{s}$. Similarly, since $Q$ is in the negative direction, $Q\left(\beta_{i}(z)\right)=Q\left(y_{s}\right)-\beta_{i}(z)+y_{s}$. Putting this together,

$$
\begin{aligned}
h\left(\gamma_{1}(z)\right) & =\left\|P\left(\alpha_{1}(z)\right)-Q\left(\beta_{1}(z)\right)\right\| \\
& =\left\|P\left(x_{s}\right)+\alpha_{1}(z)-x_{s}-Q\left(y_{s}\right)+\beta_{1}(z)-y_{s}\right\| \\
& =\left\|P\left(x_{s}\right)+\alpha_{2}(z)-x_{s}-Q\left(y_{s}\right)+\beta_{2}(z)-y_{s}\right\| \\
& =\left\|P\left(\alpha_{2}(z)\right)-Q\left(\beta_{2}(z)\right)\right\| \\
& =h\left(\gamma_{2}(z)\right) .
\end{aligned}
$$

This concludes the proof in the first case.
Second, we consider the case where, for this cell, the curves are in the same direction. For this case, a similar proof is given in Lemma 4 of Maheshwari et al. [124]. Nonetheless, we provide a proof for the sake of completeness. Similarly to the first case, let $t=\left(x_{t}, y_{t}\right)$ and $s=\left(x_{s}, y_{s}\right)$. Let $\gamma_{1}$ be the concatenation of an optimal path to $s$, and then either a type $(B)$ or type $(C)$ path from $s$ to $t$. Recall from the statement of our lemma that a type $(B)$ path is an axis-parallel path from $s$ towards the valley, then a path along the valley, then an axis-parallel path away from the valley to $t$. A type $(C)$ path is an axis-parallel path from $s$ towards the valley, then an axis-parallel path away from the valley to $t$. Let $\gamma_{2} \in \Psi\left(x_{t}, y_{t}\right)$ be the concatenation of an optimal path to $s$, then any path from $s$ to $t$.

By definition, $\gamma_{1}\left(x_{t}+y_{t}\right)=\gamma_{2}\left(x_{t}+y_{t}\right)=\left(x_{t}, y_{t}\right)$, and $\gamma_{1}\left(x_{s}+y_{s}\right)=\gamma_{2}\left(x_{s}+y_{s}\right)=\left(x_{s}, y_{s}\right)$. We are required to show that $\int_{x_{s}+y_{s}}^{x_{t}+y_{t}} h\left(\gamma_{1}(z)\right) \cdot d z \leq \int_{x_{s}+y_{s}}^{x_{t}+y_{t}} h\left(\gamma_{2}(z)\right) \cdot d z$, as this would imply that $\gamma_{1}$ is an optimal path from $s$ to $t$. We will show a slightly stronger statement, that for all $x_{s}+y_{s} \leq z \leq x_{t}+y_{t}$, we have $h\left(\gamma_{1}(z)\right) \leq h\left(\gamma_{2}(z)\right)$.

For $i \in\{1,2\}$, let $\gamma_{i}(z)=\left(\alpha_{i}(z), \beta_{i}(z)\right)$. For the same reasons as in the first case, $\alpha_{i}(z)+\beta_{i}(z)=z$. Without loss of generality, assume both $P$ and $Q$ are in the positive direction. For the same reasons as in the first case, for $i \in\{1,2\}$, we have $P\left(\alpha_{i}(z)\right)=$ $P\left(x_{s}\right)+\alpha_{i}(z)-x_{s}$ and $Q\left(\beta_{i}(z)\right)=Q\left(y_{s}\right)+\beta_{i}(z)-y_{s}$.

For type $(B)$ paths, if $\gamma_{1}(z)$ is along the valley, then $h\left(\gamma_{1}(z)\right)=0$ so clearly $h\left(\gamma_{1}(z)\right) \leq$ $h\left(\gamma_{2}(z)\right)$. For both type $(B)$ and type $(C)$ paths, the only remaining case is where $\gamma_{1}(z)$ is
along an axis parallel path from $s$ towards the valley, since other the case where $\gamma_{1}(z)$ is along an axis parallel path away from the valley to $t$ can be handled analogously.

Without loss of generality, assume $s$ is on the bottom boundary, and $\gamma_{1}(z)$ is along a vertical path from $s$ to the valley. Then $\alpha_{1}(z)=x_{s}$ and $\beta_{1}(z)=z-\alpha_{1}(z)=z-x_{s}$. Since $\gamma_{2}(z)$ is monotonically increasing in the $x$-coordinate, we have $\alpha_{2}(z) \geq x_{s}$ and $\beta_{2}(z)=$ $z-\alpha_{2}(z) \leq z-x_{s}$. Without loss of generality, assume $P\left(x_{s}\right)-Q\left(y_{s}\right) \geq 0$. Since $\gamma_{1}(z)$ is on the vertical path from $s$ to the valley, but does not cross over the valley, we have $P\left(\alpha_{1}(z)\right)-Q\left(\beta_{1}(z)\right) \geq 0$. Putting this together,

$$
\begin{aligned}
h\left(\gamma_{1}(z)\right) & =P\left(\alpha_{1}(z)\right)-Q\left(\beta_{1}(z)\right) \\
& =P\left(x_{s}\right)+\alpha_{1}(z)-x_{s}-Q\left(y_{s}\right)-\beta_{1}(z)+y_{s} \\
& =P\left(x_{s}\right)+x_{s}-x_{s}-Q\left(y_{s}\right)-z+x_{s}+y_{s} \\
& \leq P\left(x_{s}\right)+\alpha_{2}(z)-x_{s}-Q\left(y_{s}\right)-\beta_{2}(z)-y_{s} \\
& =P\left(\alpha_{2}(z)\right)-Q\left(\beta_{2}(z)\right) \\
& =h\left(\gamma_{2}(z)\right),
\end{aligned}
$$

where the second last equality uses that $P\left(\alpha_{2}(z)\right)-Q\left(\beta_{2}(z)\right) \geq P\left(\alpha_{1}(z)\right)-Q\left(\beta_{1}(z)\right) \geq 0$. This concludes the proof in the second case, and we are done.

We leverage Lemma 9 to propagate the boundary cost function from the input boundaries to the output boundaries of a cell. We provide an outline of our propagation procedure in one of the three cases, that is, for type $(B)$ paths. These paths are the most interesting to analyse, and looking at this special case provides us with some intuition for the other cases. For type $(B)$ paths, we compute the cost function along the output boundary in three consecutive steps. We first list the steps, then we describe the steps in detail.

1. We compute the cost function along the valley in a restricted sense.
2. We compute the cost function along the valley in general.
3. We compute the cost function along the output boundary.

In the first step, we restrict our attention only to paths that travel from the input boundary towards the valley. This is the first segment in the type ( $B$ ) path as defined in Lemma 9. We call this first segment a type (B1) path, see Figure 4.4. Define the type $(B 1)$ cost function to be the cost function along the valley if we can only use type $(B 1)$ paths from the input boundary to the valley. The type $(B 1)$ cost function is simply the cost function along the bottom or left boundary plus the integral of the height function along the type $(B 1)$ path. The height function along the type $(B 1)$ path is a linear function, so the integral is a quadratic function. To obtain the type ( $B 1$ ) cost function, we add the quadratic function for the type ( $B 1$ ) path to the cost function along an input boundary. We combine the type ( $B 1$ ) cost functions along the bottom and the left boundaries by taking their lower envelope.

In the second step, we compute the cost function along the valley in general. It suffices to consider paths that travel from the input boundary towards the valley, and then travel along the valley. This path is the first two segments in a type $(B)$ path as defined in Lemma 9. We call these first two segments a type ( $B 2$ ) path, see Figure 4.4. Since the height function is zero along the valley, if we can reach a valley point with a particular cost with a type $(B 1)$ path, then we can reach all points on the valley above and to the right of it with a type ( $B 2$ ) path with the same cost. Therefore, the type (B2) cost function is


Figure 4.4: The type $(B 1)$ and type ( $B 2$ ) paths from the bottom boundary to the valley.
the cumulative minimum of the type $(B 1)$ cost function, see Figure 4.5 . Note that the type $(B 2)$ cost function may have more quadratic pieces than the type ( $B 1$ ) cost function. For example, in Figure 4.5, the type ( $B 2$ ) cost function has twice as many quadratic pieces as the type ( $B 1$ ) cost function, since each quadratic piece in the type $(B 1)$ cost function splits into two quadratic pieces in the type ( $B 2$ ) cost function - the original quadratic piece plus an additional horizontal piece.


Figure 4.5: The type ( $B 2$ ) cost function plotted over its position along the valley $V$. The type ( $B 2$ ) cost function is the cumulative minimum of the type ( $B 1$ ) cost function.

In the third step, we compute the cost function along the output boundary, given the type ( $B 2$ ) cost function along the valley. A type $(B)$ path is a type ( $B 2$ ) path appended with a horizontal or vertical path from the valley to the boundary. The height function of the appended path is a linear function, so its integral is a quadratic function. We add this quadratic function to the type ( $B 2$ ) function along the valley to obtain the output function. This completes the description of the propagation step in the type $(B)$ paths case.

Using a similar approach, we can compute the cost function along the output boundary in the type $(A)$ and type $(C)$ paths as well. The propagation procedure differs slightly for each of the three path types, for details see Section 4.4. Recall that due to the second step of the type $(B)$ propagation, each quadratic piece along the input boundary may propagate to up to two pieces along the output boundary. In general, we claim that each quadratic piece along the input boundary propagates to at most a constant number of pieces along the output boundary. Moreover, given a single input quadratic piece, this constant number of output quadratic pieces can be computed in constant time.
Lemma 10. Each quadratic piece in the input boundary cost function propagates to at most a constant number of pieces along the output boundary. Propagating a quadratic piece takes constant time.

We defer the proof of Lemma 10 to Section 4.4. We can now state our propagation step in general. Divide the input boundaries into segments, so that for each segments, the cost
function along that segments is a single quadratic piece. Apply Lemma 10 to a segments to compute in constant time a piecewise quadratic cost function along the output boundary. Apply this process to all segments to obtain a set of piecewise quadratic cost functions along the output boundary. Combine these cost functions by taking their lower envelope. Return this lower envelope as the boundary cost function along the output boundary. This completes the statement of our propagation step. Its correctness follows from construction.

### 4.3.4 Running time analysis

We start the section with a useful lemma. Essentially the same result is stated without proof as Observation 3.3 in [38]. For the sake of completeness, we provide a proof.

Lemma 11. Let $\gamma_{1}, \gamma_{2}$ be two optimal paths. These paths cannot cross, i.e., there are no $z_{1}, z_{2}$ such that $\gamma_{1}\left(z_{1}\right)$ is below $\gamma_{2}\left(z_{1}\right)$ and $\gamma_{1}\left(z_{2}\right)$ is above $\gamma_{2}\left(z_{2}\right)$.


Figure 4.6: A pair of optimal paths that cross at a point $u$.

Proof. Suppose for sake of contradiction that there exists a pair of optimal paths, $\gamma_{1}$ to $t_{1}$ and $\gamma_{2}$ to $t_{2}$, that cross over at a point $u$, see Figure 4.6. Moreover, assume that $u$ is the first such crossover point, i.e., $u$ is the last point such that $\gamma_{1}$ and $\gamma_{2}$ are non-crossing until $u$. Without loss of generality, before the intersection point $u$, the path $\gamma_{1}$ is below $\gamma_{2}$, and after the intersection point $u$, the path $\gamma_{1}$ is above $\gamma_{2}$. Since $\gamma_{1}$ is an optimal path to $t_{1}$, the portion of $\gamma_{1}$ up to $u$ must be the optimal path to $u$. Similarly, the portion of $\gamma_{2}$ up to $u$ must be the optimal path to $u$. Since optimal paths are unique, we obtain that $\gamma_{1}$ and $\gamma_{2}$ are identical up to the first crossover point $u$, contradicting the fact that $\gamma_{1}$ and $\gamma_{2}$ cross.

Define $N$ to be the total number of quadratic pieces in the boundary cost functions over all boundaries of all cells. We will show that the running time of our algorithm is $\mathcal{O}(N)$.

Lemma 12. The running time of our dynamic programming algorithm is $\mathcal{O}(N)$.
Proof. The running time of the dynamic program is dominated by the propagation step. Let $I_{i, j}$ denote the input boundaries of the cell $(i, j)$. Let $\left|I_{i, j}\right|$ denote the number of quadratic functions in the input boundary cost function. By Lemma 10, each piece only propagates to a constant number of new pieces along the output boundary, and these pieces can be computed in constant time. The final piecewise quadratic function is the lower envelope of all the new pieces, of which there are $\mathcal{O}\left(\left|I_{i, j}\right|\right)$ many.

We use Lemma 11 to speed up the computation of the lower envelope, so that this step takes only $\mathcal{O}\left(\left|I_{i, j}\right|\right)$ time. Since optimal paths do not cross, it implies that the new pieces along the output boundary appear in the same order as their input pieces. We perform the propagation in order of the input pieces. We maintain the lower envelope of the new pieces
in a stack. For each newly propagated piece, we remove the suffix that is dominated by the new piece and then add the new piece to the stack. Since each quadratic piece can be added to the stack at most once, and removed from the stack at most once, the entire operation takes $\mathcal{O}\left(\left|I_{i, j}\right|\right)$ time. Summing over all cells, we obtain an overall running time of $\mathcal{O}(N)$.

Note that Lemma 12 does not yet guarantee that our algorithm runs in polynomial time as we additionally need to bound $N$ by a polynomial. Lemma 10 is of limited help. The lemma states that each piece on the input boundary propagates to at most a constant number of pieces on the output boundary. Recall that in Section 4.3.3, we illustrated a type $(B)$ path that resulted in an output boundary having twice as many quadratic pieces as its input boundary. The doubling occurred in the second step of the propagation of type $(B)$ paths, see Figure 4.5 . If this doubling behaviour were to occur for all our cells in our dynamic program, we would get up to $N=\Omega\left(2^{n+m}\right)$ quadratic pieces in the worst case, where $n$ and $m$ are the complexities of the polygonal curves $P$ and $Q$. To obtain a polynomial running time, we show that although this doubling behaviour may occur, it does not occur too often.

### 4.3.5 Bounding the cost function's complexity

Our bound comes in two parts. First, we subdivide the boundaries in the parameter space into subsegments and show, in Lemma 13, that there are $\mathcal{O}\left((n+m)^{3}\right)$ subsegments in total. Second, in Lemma 15, we show that each subsegment has at most $\mathcal{O}\left((n+m)^{2}\right)$ quadratic pieces. Putting this together in Theorem 16 gives $N=\mathcal{O}\left((n+m)^{5}\right)$.

We first define the $\mathcal{O}\left((n+m)^{3}\right)$ subsegments. The intuition behind the subsegments is that for any two points on the subsegment, the optimal path to either of those two points is structurally similar. We can deform one of the optimal paths to the other without passing through any cell corner, or any points where a valley meets a boundary.

Formally, define $A_{k}$ to be the union of the input boundaries of the cells $(i, j)$ such that $i+j=k$. Alternatively, $A_{k}$ is the union of the output boundaries of the cells $(i, j)$ such that $i+j+1=k$. Next, construct the partition $A_{k}:=\left\{A_{k, 1}, A_{k, 2}, \ldots, A_{k, L}\right\}$ of $A_{k}$ into subsegments. Define the subsegment $A_{k, \ell}$ to be the segment between the $\ell^{t h}$ and $(\ell+1)^{t h}$ critical point along $A_{k}$. We define a critical point to be either (i) a cell corner, (ii) a point where the valley meets the boundary, or (iii) a point where the optimal path switches from passing through a subsegment $A_{k-1, \ell^{\prime}}$ to a different subsegment $A_{k-1, \ell^{\prime \prime}}$.

Let $\left|A_{k}\right|$ denote the number of piecewise quadratic cost functions $A_{k, \ell}$ along $A_{k}$. Let $\left|A_{k, \ell}\right|$ denote the number of pieces in the piecewise quadratic cost function along the subsegment $A_{k, \ell}$. Thus, we can rewrite the total number of quadratic functions $N$ as:

$$
N=\sum_{k=2}^{n+m-1} \sum_{\ell=1}^{\left|A_{k}\right|}\left|A_{k, \ell}\right|
$$

We first show that the number of subsegments $\left|A_{k}\right|$ is bounded by $\mathcal{O}\left(k^{2}\right)$ and then proceed to show that $\left|A_{k, \ell}\right|$ is bounded by $\mathcal{O}\left(k^{2}\right)$ for all $k, \ell$.

Lemma 13. For any $k \in[n+m]$, we have $\left|A_{k}\right| \leq 2 k^{2}$.
Proof. We prove the lemma by induction. Since the cell $(1,1)$ has at most one valley, and since the input boundary $A_{2}$ has one cell corner, we have $\left|A_{2}\right| \leq 3$. For the inductive step, note that there are at most $2 k$ cell corners on $A_{k}$, and there are at most $k$ points where a
valley meets a boundary on $A_{k}$. By the inductive hypothesis, there are at most $2(k-1)^{2}$ subsegments on $A_{k-1}$. And as optimal paths do not cross by Lemma 11, each subsegment of $A_{k-1}$ contributes at most once to the optimal path switching from one subsegment to a different one on $A_{k}$. Thus, for $k \geq 3$, we obtain $\left|A_{k}\right| \leq 2(k-1)^{2}+2 k+k+1=2 k^{2}-k+3 \leq$ $2 k^{2}$.

Next, we show that $\left|A_{k, \ell}\right|$ is bounded by $\mathcal{O}\left(k^{2}\right)$ for all $k, \ell$. We proceed by induction. Recall that, due to the third type of critical point, all optimal paths to $A_{k, \ell}$ pass through the same subsegment of $A_{k-1}$, namely $A_{k-1, \ell^{\prime}}$ for some $\ell^{\prime}$. Our approach is to assume the inductive hypothesis for $\left|A_{k-1, \ell^{\prime}}\right|$, and bound $\left|A_{k, \ell}\right|$ relative to $\left|A_{k-1, \ell^{\prime}}\right|$. We already have a bound of this form, specifically, Lemma 10 implies that $\left|A_{k, \ell}\right| \leq c \cdot\left|A_{k-1, \ell^{\prime}}\right|$, for some constant $c>1$. Unfortunately, this bound does not rule out an exponential growth in the cost function complexity. We instead prove the following improved bound:

Lemma 14. Let $\left|A_{k, \ell}\right|$ be a subsegment on $A_{k}$, and suppose all optimal paths to $\left|A_{k, \ell}\right|$ pass through subsegment $\left|A_{k-1, \ell^{\prime}}\right|$ on $A_{k-1}$. Then

$$
\begin{aligned}
\left|A_{k, \ell}\right| & \leq\left|A_{k-1, \ell^{\prime}}\right|+D\left(A_{k-1, \ell^{\prime}}\right)+1 \\
D\left(A_{k, \ell}\right) & \leq D\left(A_{k-1, \ell^{\prime}}\right)+1
\end{aligned}
$$

where $D(\cdot)$ counts, for a given subsegment, the number of distinct pairs $(a, b)$ over all quadratics $a x^{2}+b x+c$ in the boundary cost function for that subsegment.

We defer the proof of Lemma 14 to Section 4.4. The lemma obtains a polynomial bound on the growth of the number of quadratic pieces by showing, along the way, a polynomial bound on the growth of the number of distinct $(a, b)$ pairs over the quadratics $a x^{2}+b x+c$.

As we consider this lemma to be one of the main technical contributions of the chapter, we will briefly outline its intuition. It is helpful for us to revisit the doubling behaviour of type $(B)$ paths. Recall that in our example in Figure 4.5, we may have $\left|A_{k, \ell}\right|=2\left|A_{k-1, \ell^{\prime}}\right|$. This doubling behaviour does not contradict Lemma 14, so long as all quadratic functions along $A_{k-1, \ell^{\prime}}$ have distinct $(a, b)$ pairs. In fact, for $\left|A_{k, \ell}\right|=2\left|A_{k-1, \ell^{\prime}}\right|$ to occur, each quadratic function in $\left|A_{k-1, \ell^{\prime}}\right|$ must create a new horizontal piece in the cumulative minimum step. But for any two quadratic functions with the same $(a, b)$ pair, only one of them can to create a new horizontal piece, since the horizontal piece starts at the $x$-coordinate $-\frac{b}{2 a}$. Therefore, we must have had that all quadratic functions along $A_{k-1, \ell^{\prime}}$ have distinct $(a, b)$ pairs. In Section 4.4, we generalise this argument and prove $\left|A_{k, \ell}\right| \leq\left|A_{k-1, \ell^{\prime}}\right|+D\left(A_{k-1, \ell^{\prime}}\right)+1$.

We perform a similar analysis in the special case of type $(B)$ paths to give the intuition behind $D\left(A_{k, \ell}\right) \leq D\left(A_{k-1, \ell^{\prime}}\right)+1$. For type ( $B$ ) paths, the number of distinct $(a, b)$ pairs changes only in the cumulative minimum step. All pieces along $A_{k, \ell}$ can either be mapped to a piece along $A_{k-1, \ell^{\prime}}$, or it is a new horizontal piece. However, all new horizontal pieces have an $(a, b)$ pair of $(0,0)$, so the number of distinct $(a, b)$ pairs increases by only one. For the full proof of Lemma 14 for all three path types, refer to Section 4.4.

With Lemma 14 in mind, we can now prove a bound on $\left|A_{k, \ell}\right|$ by induction.
Lemma 15. For any $k \in[n+m]$ and $A_{k, \ell} \in A_{k}$ we have $\left|A_{k, \ell}\right| \leq k^{2}$.
Proof. Note that in the base case $D\left(A_{2, \ell}\right) \leq 2$ and $\left|A_{2, \ell}\right| \leq 4$ for any $A_{2, \ell} \in A_{2}$. By Lemma 14, we get $D\left(A_{k, \ell}\right) \leq D\left(A_{k-1, \ell^{\prime}}\right)+1$, for some subsegment $A_{k-1, \ell^{\prime}}$ on $A_{k-1}$. By a simple induction, we get $D\left(A_{k, \ell}\right) \leq k$ for any $k \in[n+m]$. Similarly, assuming $\left|A_{k-1, \ell}\right| \leq$ $(k-1)^{2}$ for any $A_{k-1, \ell} \in A_{k-1}$, we use Lemma 14 to inductively obtain $\left|A_{k, \ell}\right| \leq\left|A_{k-1, \ell^{\prime}}\right|+$ $D\left(A_{k-1, \ell^{\prime}}\right)+1 \leq\left|A_{k-1, \ell^{\prime}}\right|+k \leq(k-1)^{2}+k-1+1 \leq k^{2}$ for any $A_{k, \ell} \in A_{k}$.

Using our lemmas, we can finally bound $N$, and thereby the overall running time.
Theorem 16. The Continuous Dynamic Time Warping distance between two 1-dimensional polygonal curves of length $n$ and $m$, respectively, can be computed in time $\mathcal{O}\left((n+m)^{5}\right)$.

Proof. Using Lemmas 13 and 15, we have

$$
N=\sum_{k=2}^{n+m-1} \sum_{\ell=1}^{\left|A_{k}\right|}\left|A_{k, \ell}\right| \leq \sum_{k=2}^{n+m} \sum_{\ell=1}^{\left|A_{k}\right|} k^{2} \leq \sum_{k=2}^{n+m} 2 k^{4} \leq 2(n+m)^{5}
$$

Thus, the overall running time of our algorithm is $\mathcal{O}\left((n+m)^{5}\right)$, by Lemma 12 .

### 4.4 Proofs of Lemmas 7, 10 and 14

In this section, we provide proofs for the following three lemmas.
Lemma 7. The boundary cost function is a continuous piecewise-quadratic function.
Lemma 10. Each quadratic piece in the input boundary cost function propagates to at most a constant number of pieces along the output boundary. Propagating a quadratic piece takes constant time.

Lemma 14. Let $\left|A_{k, \ell}\right|$ be a subsegment on $A_{k}$, and suppose all optimal paths to $\left|A_{k, \ell}\right|$ pass through subsegment $\left|A_{k-1, \ell^{\prime}}\right|$ on $A_{k-1}$. Then

$$
\begin{aligned}
\left|A_{k, \ell}\right| & \leq\left|A_{k-1, \ell^{\prime}}\right|+D\left(A_{k-1, \ell^{\prime}}\right)+1 \\
D\left(A_{k, \ell}\right) & \leq D\left(A_{k-1, \ell^{\prime}}\right)+1
\end{aligned}
$$

where $D(\cdot)$ counts, for a given subsegment, the number of distinct pairs $(a, b)$ over all quadratics $a x^{2}+b x+c$ in the boundary cost function for that subsegment.

Our approach is to use induction to prove these three lemmas. Our inductive approach is to prove the three lemmas simultaneously, in that the inductive hypothesis for one lemma is required to prove the other lemmas. In fact, for this inductive approach to work, we require a stronger version of Lemma 7 , which we state as Lemma 17.

Lemma 17. The cost along a subsegment $A_{k, \ell}$ is a continuous piecewise quadratic function. Moreover, for every point $t$ on the piecewise quadratic function, the left derivative at $t$ is greater than or equal to the right derivative at $t$.

The remainder of this chapter is dedicated to prove these lemmas required for the correctness of our algorithm and its running time. In Section 4.3.2, we proved Lemma 17 for the base case where $k=2$. Lemmas 10 and 14 are clearly true for $k=2$. For the inductive case we require a case analysis. Recall Lemma 9.

Lemma 9. Let $t$ be a point on the output boundary of a cell. Let $s$ be the first point where the optimal path to $t$ enters the cell. There are only three types of paths from s to $t$ :
(A) The segments of the cell are in opposite directions. Then all paths between $s$ and $t$ have the same cost.
(B) The segments of the cell are in the same direction and the optimal path travels towards the valley, then along the valley, then away from the valley.
(C) The segments of the cell are in the same direction and the optimal path travels towards the valley, then away from the valley.

For an illustration of these three types of paths, see Figure 4.3.
Using Lemma 9, we divide our inductive step into separate case analyses for each of the three types of optimal paths:

|  | Type $(A)$ | Type $(B)$ | Type $(C)$ |
| :--- | :--- | :--- | :--- |
| Lemma 17 | Lemma 21 | Lemma 28 | Lemma 31 |
| Lemma 10 | Lemma 22 | Lemma 29 | Lemma 32 |
| Lemma 14 | Lemma 23 | Lemma 30 | Lemma 33 |

For proving our lemmas, it will be useful to us to introduce the following notation.
Definition 18 (parent). If all optimal paths of $A_{k, \ell}$ pass through $A_{k-1, \ell^{\prime}}$, then the subsegment $A_{k-1, \ell^{\prime}}$ is called the parent of $A_{k, \ell}$.

### 4.4.1 Type ( $A$ ) paths

In this section we show that Lemmas 10,14 , and 17 hold for the output boundary cost functions of type $(A)$ paths. We assume the inductive hypothesis, that Lemmas 10, 14, and 17 hold for the input boundary cost function. First we state two observations that help simplify our proofs.

Observation 19. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose there exists a type $(A)$ path from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$. Then all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type $(A)$ paths.

Proof. Type $(A)$ paths only exist between segments that are in opposite directions. Type $(B)$ or $(C)$ paths only exist between segments that are in the same direction. If not all paths were type $(A)$ paths, we must have switched directions, which means there is a cell corner, which is a critical point. But in a subsegment there are no critical points.

Observation 20. All optimal paths in a type $(A)$ cell can be replaced by a single horizontal segment or a single vertical segment, possibly changing the starting point, but without changing the cost at the end point.

Proof. Consider any optimal path through a type $(A)$ cell and without loss of generality assume that it starts on the bottom boundary. By Lemma 9 we can replace a type (A) path by any other path without changing the cost. In particular, we can replace it by the path that first goes horizontally along the bottom boundary and then vertically until the end point. However, the cost of this path is at least as high as the exclusively vertical path that starts at the point where we leave the bottom boundary. Thus, we can only consider paths that consist of a single horizontal or vertical segment, without changing the cost on the outputs of the cell.

We now show Lemma 17 for type $(A)$ paths. Note that by Observation 19 we already know that either all paths are of type $(A)$ or none are. Hence, we only have to consider the former case.

Lemma 21. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type $(A)$ paths. Then the cost along $A_{k, \ell}$ is a continuous piecewise quadratic function. Moreover, for every point $t$ on the piecewise quadratic function, the left derivative at $t$ is greater than or equal to the right derivative at $t$.

Proof. The cost along $A_{k, \ell}$ is equal to the cost along $A_{k-1, \ell^{\prime}}$ plus the cost of an optimal type $(A)$ path. By Observation 20, all optimal paths that we have to consider are either a single vertical or horizontal segment. The cost of a vertical/horizontal path inside a subsegment is a quadratic with respect to its $x$-coordinate $/ y$-coordinate. This quadratic cost may change at a critical point, but since there are no critical points inside a subsegment, the cost is simply a quadratic. Summing a function with a quadratic preserves the fact that the function is a piecewise quadratic function. Summing a function with a quadratic also preserves the property that for every point $t$ on the piecewise quadratic function, the left derivative at $t$ is greater than or equal to the right derivative at $t$.

We now show Lemma 10 for type $(A)$ paths. Again, by Observation 19, we can assume that all paths are of type $(A)$.

Lemma 22. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths starting from $A_{k-1, \ell^{\prime}}$ are type $(A)$ paths. If we propagate a single quadratic piece of $A_{k-1, \ell^{\prime}}$ to the next level $A_{k}$, it is a piecewise quadratic function with at most a constant number of pieces. Moreover, this propagation step takes only constant time.

Proof. First we consider propagating $A_{k-1, \ell^{\prime}}$ to the opposite side. By Observation 20, we can assume that this happens along a vertical or horizontal segment. These paths have piecewise quadratic cost with at most two pieces. Computing the cost from $A_{k-1, \ell^{\prime}}$ to the opposite side takes constant time. In the case that $A_{k-1, \ell^{\prime}}$ contains the top left corner of its cell, we need to propagate its cost along the top boundary. This cost has at most two pieces and takes constant time to compute. In the case that $A_{k-1, \ell^{\prime}}$ contains the bottom right corner of its cell, we need to propagate its cost along the right boundary. This cost has at most two pieces and takes constant time to compute. Hence, the cost along the next level $A_{k}$ has a constant number of pieces and the propagation can be computed in constant time.

Finally, we show Lemma 14 for type $(A)$ paths.
Lemma 23. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type ( $A$ ) paths, then

$$
\begin{aligned}
D\left(A_{k, \ell}\right) & \leq D\left(A_{k-1, \ell^{\prime}}\right) \\
\left|A_{k, \ell}\right| & \leq\left|A_{k-1, \ell^{\prime}}\right|
\end{aligned}
$$

Proof. Without loss of generality $A_{k-1, \ell^{\prime}}$ is on the bottom boundary. If $A_{k, \ell}$ is on the top boundary, then its cost is the same as the one on $A_{k-1, \ell^{\prime}}$ plus a quadratic, and we have $D\left(A_{k, \ell}\right) \leq D\left(A_{k-1, \ell^{\prime}}\right)$ and $\left|A_{k, \ell}\right| \leq\left|A_{k-1, \ell^{\prime}}\right|$. If $A_{k, \ell}$ is on the right boundary, then all vertical paths pass through the bottom right corner and thus there is a single path with minimum cost. This implies $D\left(A_{k, \ell}\right)=\left|A_{k, \ell}\right|=1$.

### 4.4.2 Separating type ( $B$ ) and ( $C$ ) paths

Similarly to Section 4.4.1, it will be useful to show Lemmas 10, 14, and 17, for output boundary cost functions of only type $(B)$ or type $(C)$ paths. It will be useful to be able to consider two types of paths separately. In order to do this, we must show that we can further divide our subsegments so that, for each subsegment on the output boundary, all optimal paths to the subsegments are type $(B)$ paths or that all optimal paths are type ( $C$ ) paths.

Lemma 24. Suppose we add a critical point in $A_{k, \ell}$ where the optimal path from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ changes between a type (B) path and a type ( $C$ ) path. Then at most two critical points are added to $A_{k, \ell}$.

Proof. Suppose there were at least three such critical points. Then the path types must alternate, between $B, C, B, C$. In particular, there must exist, along the output boundary, paths of type $B, C, B$. The two outer type $(B)$ paths must visit the valley. However, the inner type $(C)$ path is sandwiched between the type ( $B$ ) paths, since by Lemma 11, no optimal paths may cross. Therefore, the type $(C)$ path must also visit the valley, which contradicts the definition of the type $(C)$ path.

### 4.4.3 Type (B) paths

As a consequence of the additional critical points in Lemma 24, we obtain the following fact.
Observation 25. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose there exists a type (B) path from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$. Then all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type ( $B$ ) paths.

Recall that $V$ is the valley of our cell in the parameter space, if one exists.
Definition 26. Let the type (B1) function be the cost function along $V$ if we only allow an axis parallel path from $A_{k-1, \ell^{\prime}}$ to $V$. Let the type (B2) function be the cost function along $V$ if we allow an axis parallel path from $A_{k-1, \ell^{\prime}}$ to $V$ followed by a path of slope 1 along $V$.


Figure 4.7: The type ( $B 1$ ) and type ( $B 2$ ) optimal path from $s_{2} \in S_{2}$ to $v \in V$.
We prove an observation, that the type ( $B 2$ ) cost function is indeed the cumulative minimum of the type ( $B 1$ ) cost function.

Observation 27. The type (B2) cost function is the cumulative minimum function of the type (B1) cost function.

Proof. We observe that a type ( $B 2$ ) paths is a type ( $B 1$ ) path appended with a path along the valley. Since the height function is zero along the valley, if we can reach a valley point for a particular cost with a type ( $B 1$ ) path, then we can reach all points on the valley above and to the right of it with a type ( $B 2$ ) path. So the type ( $B 2$ ) cost function is the cumulative minimum of the type ( $B 1$ ) cost function, see Figure 4.5.


Figure 4.8: The type ( $B 2$ ) cost function.
Finally, we can show the main lemmas of this section. Lemmas 28, 29 and 30 are the special cases of Lemmas 17,10 and 14 in the type $(B)$ paths case.

Lemma 28. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type ( $B$ ) paths. Then the cost along $A_{k, \ell}$ is a continuous piecewise quadratic function. Moreover, for every point $t$ on the piecewise quadratic function, the left derivative at $t$ is greater than or equal to the right derivative at $t$.

Proof. Three operations are performed to get from the cost function along $A_{k-1, \ell^{\prime}}$ to the cost function along $A_{k, \ell}$. From $A_{k-1, \ell^{\prime}}$ to the type ( $B 1$ ) cost function we add a quadratic function. From type ( $B 1$ ) to type ( $B 2$ ), we take the cumulative minimum, as shown in Figure 4.7. From the type ( $B 2$ ) cost function to $A_{k, \ell}$, we add a quadratic function. All three operations preserve the fact that the cost function is a piecewise quadratic function. All three operations preserve the property that, for every point $t$ on the piecewise quadratic function, the left derivative at $t$ is greater than or equal to the right derivative at $t$.

Lemma 29. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ are type ( $B$ ) paths. If we propagate a single quadratic piece of $A_{k-1, \ell^{\prime}}$ to the next level $A_{k}$, it is a piecewise quadratic function with at most a constant number of pieces. Moreover, this propagation step takes only constant time.

Proof. Computing the cost function along $V$ consists of adding a quadratic function to the cost function along $A_{k-1, \ell}$, and taking the cumulative minimum. This cost function has at most two pieces and can be computed in constant time. Adding a quadratic function to the cost function along $V$ to yield the cost function along $A_{k}$ takes constant time.

Lemma 30. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type ( $B$ ) paths. Then

$$
\begin{gathered}
D\left(A_{k, \ell}\right) \leq D\left(A_{k-1, \ell^{\prime}}\right)+1 \\
\left|A_{k, \ell}\right| \leq\left|A_{k-1, \ell^{\prime}}\right|+D\left(A_{k-1, \ell^{\prime}}\right)+1 .
\end{gathered}
$$

Proof. Three operations are performed to get from the cost function along $A_{k-1, \ell^{\prime}}$ to the cost function along $A_{k, \ell}$. The first and third are to add a quadratic function, whereas the second is to take the cumulative minimum.

The first and third operations do not change the number of distinct pairs $(a, b)$. The second operation only adds horizontal functions, so the number of distinct pairs $(a, b)$ increases by at most once. Putting this together yields $D\left(A_{k, \ell}\right) \leq D\left(A_{k-1, \ell^{\prime}}\right)+1$.

The first and third operations do not change the number of pieces in the piecewise quadratic function. The second operation adds a horizontal function at each of the local minima. The local minima of a piecewise quadratic function can occur at the endpoints of the function, at points where both the left and right derivatives are zero, or at points where the left derivative is strictly less than the right derivative. There are at most two endpoints, and we can only add a horizontal function to one of them. For each distinct pair $(a, b)$, there is at most one local minima where both the left and right derivatives are zero, since this local minima only occurs at the $x$-coordinate given by $x=-\frac{b}{2 a}$. By Lemma 28, we do not have any points where the left derivative is strictly less than the right derivative. Putting this together, we add at most $D\left(A_{k-1, \ell^{\prime}}\right)+1$ horizontal functions at the local minima of the piecewise quadratic function. This gives $\left|A_{k, \ell}\right| \leq\left|A_{k-1, \ell^{\prime}}\right|+D\left(A_{k-1, \ell^{\prime}}\right)+1$, as required.

### 4.4.4 Type ( $C$ ) paths

Recall that we require the following three lemmas for type $(C)$ paths.
Lemma 31. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type $(C)$ paths. Then the cost along $A_{k, \ell}$ is a continuous piecewise quadratic function. Moreover, for every point $t$ on the piecewise quadratic function, the left derivative at $t$ is greater than or equal to the right derivative at $t$.

Lemma 32. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ are type $(C)$ paths. If we propagate a single quadratic piece of $A_{k-1, \ell^{\prime}}$ to the next level $A_{k}$, it is a piecewise quadratic function with at most a constant number of pieces. Moreover, this propagation step takes only constant time.

Lemma 33. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type ( $C$ ) paths. Then

$$
\begin{aligned}
D\left(A_{k, \ell}\right) & \leq D\left(A_{k-1, \ell^{\prime}}\right) \\
\left|A_{k, \ell}\right| & \leq\left|A_{k-1, \ell^{\prime}}\right|
\end{aligned}
$$

We prove these lemmas again by dividing into subcases. Our subcases are defined as follows.

Definition 34. Let type (C1), (C2) and (C3) paths be type $(C)$ paths where the starting point and the ending point are on the left and right, bottom and right, or bottom and top boundaries respectively.

To show that we can indeed divide our analysis into these three subcases, we make the following observation.

Observation 35. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose there exists a type (C1), or $(C 2)$, or $(C 3)$ path from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$. Then all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type ( $C 1$ ), or $(C 2)$, or $(C 3)$, respectively.


Figure 4.9: The type $(C 1),(C 2)$ and $(C 3)$ paths.

Proof. Suppose there were paths of different types between $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$. Then either their starting points are on different boundaries, or their ending points are on different boundaries. Therefore, there is either a critical point on $A_{k-1, \ell^{\prime}}$ or on $A_{k, \ell}$. But this is not possible, so there are no paths of different types between $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$.

We require separate case analyses for type $(C 1),(C 2)$ and $(C 3)$ paths. See Figure 4.10. We prove our claims for type $(C 1)$ paths in Section 4.4.5, type $(C 2)$ paths in Section 4.4.6, and type ( $C 3$ ) paths in Section 4.4.7.

|  | Type (C1) | Type (C2) | Type $(C 3)$ |
| :--- | :---: | :---: | :---: |
| Lemma 31 | Lemma 36 | Lemma 42 | Lemma 47 |
| Lemma 32 | Lemma 37 | Lemma 43 | Lemma 48 |
| Lemma 33 | Lemma 38 | Lemma 44 | Lemma 49 |

Figure 4.10: The proofs of Claims 31, 32 and 33 divided into three subcases.

### 4.4.5 Type (C1) paths

The type $(C 1)$ path is first a vertical path from $s$ to $s^{\prime}$, then a horizontal path from $s^{\prime}$ to $t$. However, we notice that since $s^{\prime}$ is on the left boundary, we can simplify the path to the horizontal part from $s^{\prime}$ to $t$, since we know the optimal cost at $s^{\prime}$ by our inductive hypothesis. The cost along the horizontal path from $s^{\prime}$ to $t$ is a quadratic, so the cost function along $A_{k, \ell}$ is simply the cost function along $A_{k-1, \ell^{\prime}}$ plus a quadratic. Using the same arguments as in Section 4.4.1, we yield the following three lemmas.
Lemma 36. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type ( $C 1$ ) paths. Then the cost along $A_{k, \ell}$ is a continuous piecewise quadratic function. Moreover, for every point $t$ on the piecewise quadratic function, the left derivative at $t$ is greater than or equal to the right derivative at $t$.

Lemma 37. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ are type (C1) paths. If we propagate a single quadratic piece of $A_{k-1, \ell^{\prime}}$ to the next level $A_{k}$, it is a piecewise quadratic function with at most a constant number of pieces. Moreover, this propagation step takes only constant time.

Lemma 38. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type (C1) paths. Then

$$
\begin{aligned}
D\left(A_{k, \ell}\right) & \leq D\left(A_{k-1, \ell^{\prime}}\right) \\
\left|A_{k, \ell}\right| & \leq\left|A_{k-1, \ell^{\prime}}\right|
\end{aligned}
$$

### 4.4.6 Type (C2) paths

Definition 39. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type $(C 2)$ paths. Let the type $(C 2)$ path be a vertical path from $s$ to $s^{\prime}$ and a horizontal path from $s^{\prime}$ to $t$. Define pathcost $(s, t)$ to be the cost at $s$ plus the cost along the type $(C 2)$ path. In other words,

$$
p a t h c o s t(s, t)=\operatorname{cost}(s)+\int_{s}^{s^{\prime}} h(x) \cdot d x+\int_{s^{\prime}}^{t} h(x) \cdot d x .
$$

The cost at $t$ is the minimum path cost over all type ( $C 2$ ) paths ending at $t$. In other words, $\operatorname{cost}(t)=\min _{s} \operatorname{path} \operatorname{cost}(s, t)$.

Observation 40. Suppose $s$ is a point on $A_{k-1, \ell^{\prime}}$ where the left derivative of $\operatorname{cost}(s)$ at $s$ does not match the right derivative of $\operatorname{cost}(s)$ at $s$. Then $\operatorname{cost}(t) \neq \operatorname{path} \operatorname{cost}(s, t)$ for all $t$.

Proof. We assume by inductive hypothesis that Lemma 17 is true along $A_{k-1, \ell^{\prime}}$. In particular, we assume the cost function along $A_{k-1, \ell^{\prime}}$ cannot obtain a local minimum at a point where its left derivative does not equal its right derivative. Recall that pathcost $(s, t)=$ $\operatorname{cost}(s)+\int_{s}^{s^{\prime}} h(x) \cdot d x+\int_{s^{\prime}}^{t} h(x)$. For fixed $t$, the second and third terms are (single piece) quadratic functions in terms of $s$. Therefore, for fixed $t$, we add two single piece quadratic functions to $\operatorname{cost}(s)$ to obtain pathcost $(s, t)$. Therefore, pathcost $(s, t)$ cannot have a local minimum at $s$, since the left derivative does not match the right derivative at $s$ in $\operatorname{cost}(s)$, and adding the two quadratic functions to $\operatorname{cost}(s)$ does not affect this property. Since pathcost $(s, t)$ does not have a local minimum at $s$, it cannot have a global minimum at $s$ either, so $\operatorname{cost}(t) \neq \operatorname{path} \operatorname{cost}(s, t)$, as required.

Observation 41. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose that $s$ is on $A_{k-1, \ell^{\prime}}$ and $t$ is on $A_{k, \ell}$ so that $\operatorname{cost}(t)=$ pathcost $(s, t)$. Then $\frac{\partial}{\partial s}$ pathcost $(s, t)=0$. Moreover, the set of points in a cell for which this occurs is a set of segments, and there are at most $\left|A_{k-1, \ell^{\prime}}\right|$ such segments.

Proof. By the contrapositive of Observation 40, we have that the point $s$ is a point on $A_{k-1, \ell^{\prime}}$ such that its the left derivative of $\operatorname{cost}(s)$ at $s$ matches the right derivative of $\operatorname{cost}(s)$ at $s$. So the derivative of $\operatorname{cost}(s)$ is well defined at $s$. Therefore, $\frac{\partial}{\partial s} p a t h \operatorname{cost}(s, t)$ is well defined at $s$, since pathcost $(s, t)=\operatorname{cost}(s)+\int_{s}^{s^{\prime}} h(x) \cdot d x+\int_{s^{\prime}}^{t} h(x)$, and the second and third terms are quadratic functions in terms of $s$ if $t$ is fixed. Since $\frac{\partial}{\partial s} \operatorname{path} \operatorname{cost}(s, t)$ is well defined at $s$, and $\operatorname{cost}(t)=\operatorname{path} \operatorname{cost}(s, t)$ so pathcost $(s, t)$ is minimised as $s$, we have that $\frac{\partial}{\partial s} p a t h \operatorname{cost}(s, t)=$ 0 . Since path $\operatorname{cost}(s, t)$ is a bivariate quadratic function with $\left|A_{k-1, \ell^{\prime}}\right|$ pieces, the partial derivative equation $\frac{\partial}{\partial s}$ path $\operatorname{cost}(s, t)=0$ defines a bivariate linear function with $\left|A_{k-1, \ell^{\prime}}\right|$ pieces. This bivariate linear function is a set of $\left|A_{k-1, \ell^{\prime}}\right|$ segments, as required.

Lemma 42. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type (C2) paths. Then the cost along $A_{k, \ell}$ is a continuous piecewise quadratic function. Moreover, for every point $t$ on the piecewise quadratic function, the left derivative at $t$ is greater than or equal to the right derivative at $t$.

Proof. For all $t$ on $A_{k, \ell}$, we define $\sigma(t)$ as the point on $A_{k-1, \ell^{\prime}}$ such that $\operatorname{cost}(t)=p c(t)$ where $p c(t):=\operatorname{path} \operatorname{cost}(\sigma(t), t)=\operatorname{cost}(\sigma(t))+\int_{\sigma(t)}^{\sigma^{\prime}(t)} h(r) d r+\int_{\sigma^{\prime}(t)}^{t} h(r) d r$. By induction, we get that cost is a piecewise quadratic function on $A_{k-1, \ell^{\prime}}$, and by Observation 41, we get
that $\sigma$ is a piecewise linear function. Therefore, $p c$ is a piecewise quadratic function and so is cost on $A_{k, l}$.

Next, we show that for every point $t_{0}$ on $A_{k, \ell}, p c$ is continuous in $t_{0}$ (which isn't necessarily true for $\sigma$ ) and the left derivative of $p c$ at $t_{0}$ is greater than or equal to the right derivative of $p c$ at $t_{0}$. We write $\partial^{-} p c\left(t_{0}\right) \geq \partial^{+} p c\left(t_{0}\right)$. Consider the points directly to the left of $t_{0}$ such that a single linear piece of $\sigma$ contains all of them in its domain. Now let $\vec{\sigma}$ be the linear function corresponding to this piece with its domain extended to the right of $t_{0}$, and let $\overrightarrow{p c}$ be the function $\overrightarrow{p c}(t):=\operatorname{path} \operatorname{cost}(\vec{\sigma}(t), t)=\operatorname{cost}(\vec{\sigma}(t))+\int_{\vec{\sigma}(t)}^{\vec{\sigma}^{\prime}(t)} h(r) d r+\int_{\vec{\sigma}^{\prime}(t)}^{t} h(r) d r$. We analogously define $\overleftarrow{\sigma}$ and $\overleftarrow{p c}$ by considering points directly to the right of $t_{0}$ and extending the piece's domain to the left. Note that $\vec{\sigma} \neq \overleftarrow{\sigma}$ only if $\sigma$ changes from one linear piece to another at $t_{0}$.

Both $\overrightarrow{p c}$ and $\overleftarrow{p c}$ are continuous, since $\vec{\sigma}$ and $\overleftarrow{\sigma}$ are linear while cost is continuous on $A_{k-1, l^{\prime}}$ by induction. For all $t<t_{0}$ and close to $t_{0}$, we have $\overrightarrow{p c}(t)=p c(t)=\operatorname{cost}(t)=$ $\min _{s}$ pathcost $(s, t)$ by definition and thus $\overrightarrow{p c}(t) \leq \overleftarrow{p c}(t)$. Similarly, for all $t>t_{0}$ close to $t_{0}$, we have $\overrightarrow{p c}(t) \geq \overleftarrow{p c}(t)$. Together, this implies $\overrightarrow{p c}\left(t_{0}\right)=\overleftarrow{p c}\left(t_{0}\right)$, which in turn yields that $p c$ is continuous in $t_{0}$ with $p c\left(t_{0}\right)=\overrightarrow{p c}\left(t_{0}\right)=\overleftarrow{p c}\left(t_{0}\right)$.

The continuity of $\overrightarrow{p c}, \overleftarrow{p c}$ and $p c$ at $t_{0}$ also means that they all have a left and a right derivative at $t_{0}$. Assume for the sake of contradiction that $\partial^{-} \overrightarrow{p c}\left(t_{0}\right) \neq \partial^{+} \overrightarrow{p c}\left(t_{0}\right)$. This would require $\partial^{-} \operatorname{cost}\left(\vec{\sigma}\left(t_{0}\right)\right) \neq \partial^{+} \operatorname{cost}\left(\vec{\sigma}\left(t_{0}\right)\right)$, because the second and third terms of $\overrightarrow{p c}(t)$ are quadratic functions of $t$ without break points. Due to the linearity of $\vec{\sigma}$, $\partial^{-} \operatorname{cost}\left(\vec{\sigma}\left(t_{0}\right)\right) \neq \partial^{+} \operatorname{cost}\left(\vec{\sigma}\left(t_{0}\right)\right)$ only occurs when $\vec{\sigma}\left(t_{0}\right)$ is a break point of cost, which is impossible by $\overrightarrow{p c}\left(t_{0}\right)=p c\left(t_{0}\right)=\operatorname{cost}\left(t_{0}\right)$ and the contrapositive of Observation 40. This yields a contradiction, so $\partial^{-} \overrightarrow{p c}\left(t_{0}\right)=\partial^{+} \overrightarrow{p c}\left(t_{0}\right)$.

Finally, we have $\partial^{-} \overrightarrow{p c}\left(t_{0}\right)=\partial^{-} p c\left(t_{0}\right)$ and $\partial^{+} \overrightarrow{p c}\left(t_{0}\right) \geq \partial^{+} p c\left(t_{0}\right)$, since $\overrightarrow{p c}(t)=p c(t)$ for all $t \leq t_{0}$ and $\overrightarrow{p c}(t) \geq p c(t)$ for all $t>t_{0}$ close to $t_{0}$. Putting everything together yields

$$
\partial^{-} \operatorname{cost}\left(t_{0}\right)=\partial^{-} p c\left(t_{0}\right)=\partial^{-} \overrightarrow{p c}\left(t_{0}\right)=\partial^{+} \overrightarrow{p c}\left(t_{0}\right) \geq \partial^{+} p c\left(t_{0}\right)=\partial^{+} \operatorname{cost}\left(t_{0}\right)
$$

as required.
Lemma 43. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ are type ( $C 2$ ) paths. If we propagate a single quadratic piece of $A_{k-1, \ell^{\prime}}$ to the next level $A_{k}$, the cost is a quadratic function. Moreover, this propagation step takes only constant time.

Proof. Let $s$ be a point on a single quadratic piece on $A_{k-1, \ell^{\prime}}$. In constant time, we can compute the bivariate quadratic function $\operatorname{path} \operatorname{cost}(s, t)$. In constant time, we can compute the segment where $\frac{\partial}{\partial s}$ path $\operatorname{cost}(s, t)=0$. For all $(s, t)$ on this segment, we write $s$ as a linear function of $t$. We know by Observation 41 that $\operatorname{cost}(t)=p a t h \operatorname{cost}(s, t)$ along this segment. In constant time, we can substitute the linear function of $s$ in terms of $t$ into pathcost $(s, t)$ to obtain $\operatorname{cost}(t)$, i.e. the propagated cost along the next level $A_{k}$.

Lemma 44. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type (C2) paths. Then

$$
\begin{aligned}
D\left(A_{k, \ell}\right) & \leq D\left(A_{k-1, \ell^{\prime}}\right) \\
\left|A_{k, \ell}\right| & \leq\left|A_{k-1, \ell^{\prime}}\right|
\end{aligned}
$$

Proof. First, we show $\left|A_{k, \ell}\right| \leq\left|A_{k-1, \ell^{\prime}}\right|$. For all $t$ on $A_{k, \ell}$, we define $s(t)$ as the point on $A_{k-1, \ell^{\prime}}$ such that that $\operatorname{cost}(t)=\operatorname{path} \operatorname{cost}(s(t), t)$. By Observation 41, we get that $s(t)$ is a piecewise linear function in terms of $t$, and $s(t)$ has at most $\left|A_{k-1, \ell^{\prime}}\right|$ linear pieces.

Substituting $s(t)$ into pathcost $(s(t), t)$, we get that $\cos t(t)$ is a piecewise quadratic function, which is the lower envelope of $\left|A_{k-1, \ell^{\prime}}\right|$ quadratic pieces. By Lemma 11, the lower envelope of $\left|A_{k-1, \ell^{\prime}}\right|$ pieces appear in the same order as the input pieces they were propagated from. Therefore, the lower envelope $\operatorname{cost}(t)$ has at most $\left|A_{k-1, \ell^{\prime}}\right|$ quadratic pieces, as required.

Next, we show $D\left(A_{k, \ell}\right) \leq D\left(A_{k-1, \ell^{\prime}}\right)$. Suppose that $f_{1}(x)=a x^{2}+b x+c_{1}$, and $f_{2}(x)=a x^{2}+b x+c_{2}$. We apply the propagation step in Lemma 43 to $f_{1}(x)$ and $f_{2}(x)$. Let path $\operatorname{cost}_{1}(s, t)$ be the bivariate quadratic function for $s$ in the domain of $f_{1}(x)$, and similarly pathcost $t_{2}(s, t)$ be the bivariate quadratic function for $s$ in the domain of $f_{2}(x)$. Since $f_{1}(x)$ and $f_{2}(x)$ differ by at most a constant, we get that pathcost $t_{1}(s, t)$ and pathcost $_{2}(s, t)$ differ by at most a constant. The derivative $\frac{\partial}{\partial s} \operatorname{path} \operatorname{cost}(s, t)$ does not depend on the constant terms, so $s$ and $t$ have the same linear relationship for $s$ in the domain of $f_{1}(x)$ and $f_{2}(x)$. Substituting the linear function $s(t)$ into pathcost $_{1}(s(t), t)$ and pathcost $_{2}(s(t), t)$, we obtain $\operatorname{cost}_{1}(t)$ and $\operatorname{cost}_{2}(t)$, that differ at most by an additive constant. Hence, any two quadratic functions in $\operatorname{cost}(s)$ that share the same $(a, b)$ terms propagate to a pair of quadratic functions in $\operatorname{cost}(t)$ that share the same $(a, b)$ terms. Hence, every one of the $D\left(A_{k-1, \ell^{\prime}}\right)$ many distinct $(a, b)$ pairs in $\operatorname{cost}(s)$ map to at most one of the $D\left(A_{k, \ell}\right)$ many distinct $(a, b)$ pairs in $\operatorname{cost}(t)$. Therefore, $D\left(A_{k, \ell}\right) \leq D\left(A_{k-1, \ell^{\prime}}\right)$, as required.

### 4.4.7 Type (C3) paths

Definition 45. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Let the type (C3.1) function be the cost function along $A_{k, \ell}$ if we only allow vertical type (C3) paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$. Let the type (C3.2) function be the cost function along $A_{k, \ell}$ if we allow arbitrary type (C3) paths (vertical followed by a horizontal path) from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$. See Figure 4.11.


Figure 4.11: The type ( $C 3.1$ ) and type ( $C 3.2$ ) paths.
Similar to type ( $B 1$ ) and type ( $B 2$ ) functions in Section 4.4.3, our approach will be to first compute the type ( $C 3.1$ ) and then modify it to obtain the type ( $C 3.2$ ) function. Recall that for a type ( $B 1$ ) function $f(t)$, the type ( $B 2$ ) function is the cumulative minimum of $f(t)$. Recall that the cumulative minimum has horizontal extensions at each of the local minima of $f(t)$. For type ( $C 3$ ) paths, we apply similar extensions, but our new extensions will be non-horizontal, but instead follow the shape of a quadratic function $g(t)$. See Figure 4.12.

Observation 46. Let cost $t_{3.1}(t)$ be a type (C3.1) function, and let $g(t)$ be the integral of the height function $h(t)$ along the top boundary. Then the type (C3.2) function, $\operatorname{cost}_{3.2}(t)$, is given by

$$
\operatorname{cost}_{3.2}(t)=\min _{s^{\prime} \leq t}\left(\operatorname{cost}_{3.1}\left(s^{\prime}\right)-g\left(s^{\prime}\right)\right)+g(t)
$$



Figure 4.12: A non-horizontal extension (purple) of a function (blue) that follows the shape of a quadratic (red).

Proof. Recall that a type ( $C 3.2$ ) path is a path from $s$ (bottom) to $s^{\prime}$ (top) to $t$ (top). The type ( $C 3.2$ ) cost function is the minimum cost over all such type ( $C 3.2$ ) paths. Therefore,

$$
\begin{aligned}
\operatorname{cost}_{3.2}(t) & =\min _{s^{\prime} \leq t}\left(\operatorname{cost}(s)+\int_{s}^{s^{\prime}} h(t) d t+\int_{s^{\prime}}^{t} h(t) d t\right) \\
& =\min _{s^{\prime} \leq t}\left(\operatorname{cost}_{3.1}\left(s^{\prime}\right)+\int_{s^{\prime}}^{t} h(t) d t\right) \\
& =\min _{s^{\prime} \leq t}\left(\operatorname{cost}_{3.1}\left(s^{\prime}\right)-g\left(s^{\prime}\right)+g(t)\right) \\
& =\min _{s^{\prime} \leq t}\left(\operatorname{cost}_{3.1}\left(s^{\prime}\right)-g\left(s^{\prime}\right)\right)+g(t)
\end{aligned}
$$

as required.
Now, we can compute $\operatorname{cost}_{3.2}(t)$ from $\operatorname{cost}(s)$ in the following way. First, we compute the quadratic function $\int_{s}^{s^{\prime}} h(t) d t$ and add it to $\operatorname{cost}(s)$ to obtain $\operatorname{cost}_{3.1}\left(s^{\prime}\right)$. Next, we compute $g\left(s^{\prime}\right)$, the integral of the height function along the top boundary, and subtract it from $\operatorname{cost}_{3.1}\left(s^{\prime}\right)$. Then, we compute its cumulative minimum function, $\min _{s^{\prime} \leq t}\left(\operatorname{cost}_{3.1}\left(s^{\prime}\right)-g\left(s^{\prime}\right)\right)$. Finally, we add $g(t)$. In each step, we either add or subtract a quadratic, or take the cumulative minimum of a function. These steps are essentially the same as the ones for type $(B)$ paths, with minor modifications. By applying essentially the same arguments as in Section 4.4.3, we obtain the following three lemmas.

Lemma 47. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type (C3) paths. Then the cost along $A_{k, \ell}$ is a continuous piecewise quadratic function. Moreover, the local minima along $A_{k, \ell}$ are either at its endpoints or where its derivative is well defined and equal to zero.

Lemma 48. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ are type (C3) paths. If we propagate a single quadratic piece of $A_{k-1, \ell^{\prime}}$ to the next level $A_{k}$, it is a piecewise quadratic function with at most a constant number of pieces. Moreover, this propagation step takes only constant time.
Lemma 49. Let $A_{k-1, \ell^{\prime}}$ be the parent of $A_{k, \ell}$. Suppose all paths from $A_{k-1, \ell^{\prime}}$ to $A_{k, \ell}$ are type (C3) paths. Then

$$
D\left(A_{k, \ell}\right) \leq D\left(A_{k-1, \ell^{\prime}}\right)
$$

$$
\left|A_{k, \ell}\right| \leq\left|A_{k-1, \ell^{\prime}}\right| .
$$

### 4.5 Conclusion

We presented the first exact algorithm for computing CDTW of one-dimensional curves, which runs in polynomial time. Our main technical contribution is bounding the total complexity of the functions which the algorithm propagates, to bound the total running time of the algorithm. One direction for future work is to improve the upper bound on the total complexity of the propagated functions. Our $O\left(n^{5}\right)$ upper bound is pessimistic, for example, we do not know of a worst case instance. Another direction is to compute CDTW in higher dimensions. In two dimensions, the Euclidean $\mathcal{L}_{2}$ norm is the most commonly used norm, however, this is likely to result in algebraic issues similar to that for the weighted region problem [48]. One way to avoid these algebraic issues is to use a polyhedral norm, such as the $\mathcal{L}_{1}, \mathcal{L}_{\infty}$, or an approximation of the $\mathcal{L}_{2}$ norm [72, 109]. This would result in an approximation algorithm similar to [124], but without a dependency on the spread.
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## Chapter 5

## Improving the dilation of a metric graph by adding edges

### 5.1 Introduction

Let $G=(V, E)$ be a graph embedded in a metric space $M$. For every pair of points $u, v \in V$, the weight of the edge $(u, v)$ is equal to the distance $d_{M}(u, v)$ between points $u$ and $v$ in the metric space $M$. Let $d_{G}(u, v)$ be the weight of the shortest path between $u$ and $v$ in the graph $G$. For any real number $t>1$, we call $G$ a $t$-spanner if $d_{G}(u, v) \leq t \cdot d_{M}(u, v)$ for every pair of points $u, v \in V$. The stretch, or dilation, of $G$ is the smallest $t$ for which $G$ is a $t$-spanner.

Spanners have been studied extensively in the literature, especially in the geometric setting. Given a fixed $t>1$, a fixed dimension $d \geq 1$, and a set of $n$ points $V$ in $d$ dimensional Euclidean space, there is a $t$-spanner on the point set $V$ with $O(n)$ edges. For a summary of the considerable research on geometric spanners, see the surveys [77, 98, 147] and the book by Narasimhan and Smid [133]. Spanners in doubling metrics [50, 95, 110] and in general graphs $[19,135,154]$ have also received considerable attention.

Most of the literature on spanners focuses on building the graph from scratch. This chapter instead focuses on adding edges to improve an existing graph. Applications where graph networks tend to be better connected over time include road, rail, electric and communication networks. The overall quality of these networks depend on both the quality of the initial design and the quality of the additions. In this chapter, we focus on the latter. In particular, given an initial metric graph, and a budget of $k$ edges, which $k$ edges do we add to produce a minimum-dilation graph?


Figure 5.1: An example where $k=2$ edges (red) are added to an initial graph $G$ (black) to produce a minimum-dilation graph.

Problem 1. Given a positive integer $k$ and a metric graph $G=(V, E)$, compute a set $S \subseteq V \times V$ of $k$ edges so that the dilation of the resulting graph $G^{\prime}=(V, E \cup S)$ is minimised.

The problem stated is a major open problem in the field [81, 122, 166]. It is also one of twelve open problems posed in the final chapter of Narasimhan and Smid's book [133]. As no major breakthroughs have been made, special cases have been studied.

The first special case is when $k=1$. Let $n$ and $m$ be the number of vertices and edges of the graph $G$, respectively. Farshi et al. [81] provided an $O\left(n^{4}\right)$ time exact algorithm and an $O\left(m n+n^{2} \log n\right)$ time 3 -approximation. Wulff-Nilsen [166] improved the running time of the exact algorithm to $O\left(n^{3} \log n\right)$, and in a follow-up paper Luo and Wulff-Nilsen [122] provided an $O\left(\left(n^{4} \log n\right) / \sqrt{m}\right)$ time exact algorithm that uses linear space. Several of the papers that study the $k=1$ case mention the $k>1$ case as one of the main open problems in the field.

The second special case is if $G$ is an empty graph. Giannopoulos et al. [91] and Gudmundsson and Smid [102] independently proved that it is NP-hard to produce the highest quality spanner by adding $k$ edges to an empty graph. This implies that Problem 1 is NPhard. If we restrict ourselves to polynomial time algorithms, it therefore makes sense to consider approximation algorithms. In Euclidean space, Aronov et al. [15] showed how to add $k=n-1+\ell$ edges to an empty graph to produce an $O(n /(\ell+1))$-spanner in $O(n \log n)$ time. By setting $\ell=\varepsilon n$, this result implies an $O(1 / \varepsilon)$-approximation to Problem 1 for all $k \geq(1+\varepsilon) n$. However, the general case where $G$ is a non-empty (Euclidean or metric) graph and $k \leq n-1$ still remains open.

Farshi et al. [81] conjectured that generalising their algorithm to general $k$ may provide a reasonable approximation algorithm. In Section 5.5 , we show an $\Omega\left(2^{k}\right)$ lower bound for their algorithm.

In this chapter we obtain the first positive result for the general case. Our approximation algorithm runs in $O\left(n^{3} \log n\right)$ time and guarantees an $O(k)$-approximation factor. Although our algorithm may not be optimal, we hope that we provide some insight for further research, or for related graph augmentation problems $[8,112,113,117]$.

We provide a tight analysis of our algorithm. We show that, for any $\varepsilon>0$, our algorithm yields an approximation factor of $(1+\varepsilon)(k+1)$, but the same algorithm cannot yield an approximation factor better than $(1-\varepsilon)(k+1)$. We achieve our main result by reducing Problem 1 to the following approximate decision version:

Problem 2. Given an integer $k$, a real number $t$, and a metric graph $G=(V, E)$, decide whether $t^{*} \leq t$ or $t^{*}>\frac{t}{k+1}$, where $t^{*}$ is the minimum dilation of $G^{\prime}=(V, E \cup S)$ over all sets $S$ where $S \subseteq V \times V$ and $|S|=k$. In the case where $\frac{t}{k+1}<t^{*} \leq t$, either of the two options may be chosen arbitrarily.

Our algorithm for Problem 2 is a slight modification of the standard greedy $t$-spanner algorithm. We provide details of our algorithm and argue its correctness in Section 5.2. In Section 5.3, we show how to use the approximate decision algorithm for Problem 2 to develop an approximation algorithm for Problem 1. We prove that only $O(\log n)$ calls to the greedy algorithm is required to obtain an $(1+\varepsilon)(k+1)$-approximation. Finally, in Section 5.4, we provide a construction to show that the same algorithm cannot yield an approximation factor better than $(1-\varepsilon)(k+1)$.

### 5.2 The Greedy Construction

As mentioned in the introduction, our approach to solving Problem 2 is a modified greedy $t$ spanner construction. We introduce some notation for the purposes of stating the algorithm. For an edge $e \in V \times V$, let $d_{M}(e)$ denote the length of the edge $e$ in the metric space $M$. Given a graph $G$, let $\delta_{G}(e)$ denote the shortest path between the endpoints of $e$ in the graph $G$. Let $d_{G}(e)$ be the total length of edges along the path $\delta_{G}(e)$.

In the original greedy spanner construction, the algorithm begins with an empty graph $G$, and a positive real value $t>1$, and yields a $t$-spanner as follows: sort all the edges in $\{V \times V\}$ by increasing weight and then process them in order. Processing an edge $e$ entails a shortest path query. If $d_{G}(e)>t \cdot d_{M}(e)$, then the edge $e$ is added to $G$, otherwise it is discarded. The algorithm terminates when all edges have been processed. The resulting graph is a $t$-spanner.

In our setting we will start with a initial graph $G$, a positive real value $t>1$ and a positive integer $k$. Our modified greedy algorithm sorts the edges in $\{V \times V\} \backslash E$ by increasing weight and then processes them in order. For each edge $e$, we perform a shortest path query. If $d_{G}(e)>t \cdot d_{M}(e)$, then the edge $e$ is added to $G$, otherwise it is discarded. The algorithm terminates if all edges have been processed, or if $k+1$ edges have been added to $G$ by the algorithm.

Formally, the greedy edges $a_{i}$ and the augmented graphs $G_{i}$ are defined inductively as follows:

Definition 3. Let $G_{0}=G$, and for $1 \leq i \leq k+1$, let $G_{i}=G_{i-1} \cup a_{i}$ where $a_{i}$ is the shortest edge in $V \times V$ satisfying $d_{G_{i-1}}\left(a_{i}\right)>t \cdot d_{M}\left(a_{i}\right)$.

If the algorithm terminates after all the edges have been processed, then at most $k$ edges have been added to yield a $t$-spanner. Therefore $t^{*} \leq t$. Otherwise, if at least $k+1$ edges are added, we will prove in Section 5.2.1 that $t^{*}>\frac{t}{k+1}$.

### 5.2.1 Proof of correctness

Our approach is to use the edges added by the greedy algorithm to obtain an upper bound on $t$ with respect to $t^{*}$. Our upper bound comes from the following relationship, which is a straightforward consequence of Definition 3:

Observation 4. In the graph $G_{i-1}$, if there is a connected path between the endpoints of $a_{i}$ with total length $L$, then $L>t \cdot d_{M}\left(a_{i}\right)$.

Our goal is to construct a connected path in $G_{i-1}$ between the endpoints of $a_{i}$ and to bound its length by $(k+1) t^{*} \cdot d_{M}\left(a_{i}\right)$. If we are able to do this, then Observation 4 would immediately imply that $(k+1) t^{*}>t$, as required. Note that $i$ is some fixed integer between 1 and $k+1$. As part of our construction, we will show how to select a suitable value for $i$.

To motivate how we construct a connected path in $G_{i-1}$ between the endpoints of $a_{i}$, let us consider a special case where $k=1$. Let $G$ be the initial graph and let the first two greedy edges be $a_{1}$ and $a_{2}$. Suppose that an optimal edge to add is $s_{1}$, and let $G^{*}=G \cup\left\{s_{1}\right\}$. See Figure 5.2.

We select $i=2$ in Observation 4, so that our goal is to construct a connected path in $G_{1}=G \cup\left\{a_{1}\right\}$ between the endpoints of $a_{2}$ and upper bound its length by $2 t^{*} \cdot d_{M}\left(a_{2}\right)$.

A naïve connected path between the endpoints of $a_{2}$ that has length upper bounded by $t^{*} \cdot d_{M}\left(a_{2}\right)$ is the path $\delta_{G^{*}}\left(a_{2}\right)$, which we recall is the shortest path between the endpoints of


Figure 5.2: The graph $G$ with optimal edge $s_{1}$ and greedy edges $a_{1}$ and $a_{2}$.
$a_{2}$ in the graph $G^{*}$. The path is shown in Figure 5.2. The reason that $d_{G^{*}}\left(a_{2}\right) \leq t^{*} \cdot d_{M}\left(a_{2}\right)$ is because the dilation of $G^{*}$ is $t^{*}$. Unfortunately, the issue with this path is that it uses the edge $s_{1}$ and therefore is not a path in $G_{1}$, so Observation 4 does not apply.

We modify $\delta_{G^{*}}\left(a_{2}\right)$ into a longer path that does not use $s_{1}$. Our approach is to combine the path with a cycle by using the symmetric difference operation. Recall that the symmetric difference of a set of sets are all the elements that appear in an odd number of those sets.

To remove $s_{1}$ from the path $\delta_{G^{*}}\left(a_{2}\right)$, we take its symmetric difference with the cycle $\gamma_{1}$, which is formed by linking the path $\delta_{G^{*}}\left(a_{1}\right)$ and the edge $a_{1}$ end to end. Ideally, the symmetric difference of $\delta_{G^{*}}\left(a_{2}\right)$ and $\gamma_{1}$ would form a connected path between the endpoints of $a_{2}$. Moreover, if both the path $\delta_{G^{*}}\left(a_{2}\right)$ and the cycle $\gamma_{1}$ use the edge $s_{1}$ exactly once, then taking the symmetric difference cancels the two occurrences of $s_{1}$, leaving a path that is entirely in $G_{1}$.

In fact, we can show this approach works in general. We begin with the naïve path $\delta_{G^{*}}\left(a_{i}\right)$, where $G^{*}$ is the optimal graph defined as follows:

Definition 5. Let $S \subseteq V \times V$ be the set of $k$ edges so that $G \cup S$ has dilation $t^{*}$. Then $G^{*}=G \cup S$.

Similar to the $k=1$ case, the path $\delta_{G^{*}}\left(a_{i}\right)$ is not in the graph $G_{i-1}$. We modify the path $\delta_{G^{*}}\left(a_{i}\right)$ by taking its symmetric difference with a set of cycles. We prove that for any set of cycles, the symmetric difference of $\delta_{G^{*}}\left(a_{i}\right)$ and the set of cycles always contains a connected path between the endpoints of $a_{i}$. Moreover, we show how to select the set of cycles in such a way that all edges in $S$ are cancelled out by the symmetric difference. In this way, we have constructed a connected path in the graph $G_{i-1}$ between the endpoints of $a_{i}$.

We first prove that taking the symmetric difference of $\delta_{G^{*}}\left(a_{i}\right)$ with any set of cycles maintains the invariant that there always exists a connected path between the endpoints of $a_{i}$.

Lemma 6. The symmetric difference of a path $P$ with any number of cycles contains a connected path between the endpoints of P. See Figure 5.3.

Proof. Consider a subgraph formed by the symmetric difference of $P$ and a set of cycles. We will look at the degree of all vertices in this subgraph.

Consider the parity of the degree of each vertex. Taking the symmetric difference maintains the parity of the sum of the degrees. The contribution of a cycle to the degree of all vertices is even, whereas the contribution of $P$ to the degree of all vertices is even except


Figure 5.3: Given a path (black) and cycles (red, green, blue), the symmetric difference (solid) contains a connected path between the endpoints of the black path.
for the endpoints of $P$. Hence, the only two vertices with odd degree are the endpoints of $P$. Applying Euler's theorem to the connected component that contains the endpoints of $P$, we deduce that there is an Eulerian trail between the two vertices of odd degree. Hence, there is a connected path between the endpoints of $P$.

Next, we construct the set of cycles $\Gamma=\left\{\gamma_{j}: 1 \leq j \leq k+1\right\}$. We will apply Lemma 6 to our naïve connected path $\delta_{G^{*}}\left(a_{i}\right)$ and a subset of $\Gamma$. Each cycle $\gamma_{j}$ is simply a generalisation of $\gamma_{1}$ from the $k=1$ case, which we recall is formed by linking the path $d_{G^{*}}\left(a_{1}\right)$ and the edge $a_{1}$ end to end.

Definition 7. Let $\gamma_{j}$ be a cycle formed by linking the path $\delta_{G^{*}}\left(a_{j}\right)$ and the edge $a_{j}$ end to end.

A subset of $\Gamma$ is chosen in such a way so that the symmetric difference with $\delta_{G^{*}}\left(a_{i}\right)$ consists only of edges in $G_{i-1}$. To ensure this, we must choose the path $\delta_{G^{*}}\left(a_{i}\right)$ and the cycles $\gamma_{j}$ so that all edges in $S$ cancel out in the symmetric difference. We use elementary linear algebra to provide a non-constructive proof that there exists a path $\delta_{G^{*}}\left(a_{i}\right)$ and subset of $\Gamma$ where this property holds.

Lemma 8. Let $\left\{a_{1}, a_{2}, \ldots, a_{k+1}\right\}$ be the first $k+1$ edges given in Definition 3. Then there exists a non-empty subset $I \subseteq\{1,2, \ldots, k+1\}$ so that the symmetric difference of $\left\{\delta_{G^{*}}\left(a_{j}\right): j \in I\right\}$ does not contain any edges of $S$.

Proof. Recall from Definition 5 that $S$ is the set of $k$ edges so that $G \cup S$ has dilation $t^{*}$. Consider $\delta_{G^{*}}\left(a_{j}\right) \cap S$, which is a subset of $S$. We can represent any subset of $S$ as an element of the vector space $\{0,1\}^{S}$, as each binary digit simply represents whether an element is in that subset. Take the basis $\left\{1_{j}: j \in S\right\}$ for the vector space $\{0,1\}^{S}$. The basis element $1_{j}$ simply represents whether the $j^{\text {th }}$ element of $S$ is in that subset. Hence, we can expand $\delta_{G^{*}}\left(a_{j}\right) \cap S$ into a sum of basis elements by writing $\delta_{G^{*}}\left(a_{j}\right) \cap S=\sum \lambda_{i j} 1_{j}$.

As there are $k+1$ subsets $\delta_{G^{*}}\left(a_{j}\right) \cap S$, their vector space expansions $\sum \lambda_{i j} 1_{j}$ must be linearly dependent. The linear dependence equation, when taken in modulo 2 , can be rearranged into the form $\sum_{j \in I} \delta_{G^{*}}\left(a_{j}\right) \cap S=0$ for some $I \subseteq\{1,2, \ldots, k+1\}$ and $I \neq \emptyset$.

The modulo 2 equation $\sum_{j \in I} \delta_{G^{*}}\left(a_{j}\right) \cap S=0$ directly implies that the symmetric difference of $\left\{\delta_{G^{*}}\left(a_{j}\right) \cap S: j \in I\right\}$ is empty.

For the remainder of this section, let $I \subseteq\{1,2, \ldots, k+1\}$ be the subset that satisfies the conditions of Lemma 8, in other words, the symmetric difference of $\left\{\delta_{G^{*}}\left(a_{j}\right): j \in I\right\}$ does not contain any edges of $S$. We select the path $\delta_{G^{*}}\left(a_{i}\right)$ where $i=\max I$. Let $J=I \backslash\{i\}$ and select the subset $\Gamma^{\prime}=\left\{\gamma_{j}: j \in J\right\}$. We construct the set of edges that is the symmetric difference of $\delta_{G^{*}}\left(a_{i}\right)$ and $\Gamma^{\prime}$. This completes the construction of the required path.


Figure 5.4: An example where we take the symmetric difference of $d_{G^{*}}\left(a_{4}\right), \gamma_{2}$ and $\gamma_{3}$ to avoid all three of the edges $s_{1}, s_{2}$ and $s_{3}$ that are not in $G_{3}$.

For an illustrated example, see Figure 5.4. Let $k=3$ and $S=\left\{s_{1}, s_{2}, s_{3}\right\}$, so that $s_{1} \in \delta_{G^{*}}\left(a_{1}\right), s_{2} \in \delta_{G^{*}}\left(a_{2}\right), \delta_{G^{*}}\left(a_{4}\right)$ and $s_{3} \in \delta_{G^{*}}\left(a_{2}\right), \delta_{G^{*}}\left(a_{3}\right)$. By Lemma 8 , there must be a non-empty subset $I \subseteq\{1,2,3,4\}$ so that the symmetric difference of $\left\{\delta_{G^{*}}\left(a_{j}\right): j \in I\right\}$ does not contain any of the edges $s_{1}, s_{2}$ or $s_{3}$. In particular, the subset $I=\{2,3,4\}$ includes $s_{1}$ zero times, and $s_{2}$ and $s_{3}$ both twice. Hence, the symmetric difference of $\delta_{G^{*}}\left(a_{4}\right)$ with the cycles $\Gamma^{\prime}=\left\{\gamma_{2}, \gamma_{3}\right\}$ avoids all three of the edges $s_{1}, s_{2}$, and $s_{3}$.

Now we show this symmetric difference indeed satisfies the conditions of Observation 4, so that it can be applied to yield an upper bound on $t$ with respect to $t^{*}$. Recall that the requirements of Observation 4 are that the set of edges must contain a connected path between the endpoints of $a_{i}$ that uses only edges in $G_{i-1}$. By Lemma 6 , the symmetric difference contains a connected path between the endpoints of $a_{i}$. By Lemma 8, we have $\left\{\delta_{G^{*}}\left(a_{j}\right) \cap S: j \in I\right\}=\emptyset$, so therefore the symmetric difference of $\left\{\delta_{G^{*}}\left(a_{j}\right): j \in I\right\}$ does not contain any edges of $S$. This implies that the symmetric difference of $\left\{\delta_{G^{*}}\left(a_{i}\right)\right\}$ and $\Gamma^{\prime}=\left\{\gamma_{j}: j \in J\right\}$ also does not contain any edges of $S$. Hence, we have constructed a set of edges that contains a connected path in $G_{i-1}$ between the endpoints of $a_{i}$, as required.

Observation 4 implies an upper bound on $t$ in terms of the lengths of all the edges in the symmetric difference of $\left\{\delta_{G^{*}}\left(a_{i}\right)\right\}$ and $\Gamma^{\prime}=\left\{\gamma_{j}: j \in J\right\}$. In Lemma 9 we formalise this upper bound. Then, in Lemma 10, we use the fact that the dilation of $G^{*}$ is $t^{*}$ to obtain an upper bound on the sum of the lengths in each cycle $\gamma_{j}$. In Lemma 11, we strengthen the inequality by giving a lower bound on the length of the edges that are both in $\gamma_{i}$ and $S$, and therefore cannot be part of the final symmetric difference. In Theorem 13 we put this all together and prove the final bound $(k+1) t^{*}>t$.

Let $c_{j}$ be the total length of edges in the cycle $\gamma_{j}$. Let $c_{j}^{\prime}$ be the total length of edges in the intersection $\delta_{G^{*}}\left(a_{j}\right) \cap S$. Then Observation 4 implies:
Lemma 9. $d_{G^{*}}\left(a_{i}\right)+\sum_{j \in J} c_{j}-\sum_{j \in I} c_{j}^{\prime}>t \cdot d_{M}\left(a_{i}\right)$
Proof. The total length of all edges in $\delta_{G^{*}}\left(a_{i}\right)$ is $d_{G^{*}}\left(a_{i}\right)$. The total length of all edges in $\gamma_{j}$ is $c_{j}$. Taking the sum $d_{G_{i-1}}\left(a_{i}\right)+\sum_{j \in J} c_{j}$ yields an upper bound on the total length of all edges in the symmetric difference $\left\{\delta_{G^{*}}\left(a_{i}\right)\right\}$ and $\left\{\gamma_{j}: j \in J\right\}$. However, this total length includes edges in $S$, in particular, it includes the total length of all edges in the intersections $\left\{\delta_{G^{*}}\left(a_{j}\right) \cap S: j \in I\right\}$. We know from Lemma 8 that no edge in $S$ appears in the symmetric difference, so we do not need to include any of the edges in $\left\{\delta_{G^{*}}\left(a_{j}\right) \cap S: j \in I\right\}$ in the total length. Hence, $d_{G^{*}}\left(a_{i}\right)+\sum_{j \in J} c_{j}-\sum_{j \in I} c_{j}^{\prime}$ is an upper bound on the total length of the edges in the symmetric difference. Since the symmetric difference contains a connected path in $G_{i-1}$ between the endpoints of $a_{i}$, Observation 4 implies the stated inequality.

Next, we use the relationship between $\gamma_{j}$ and the graph $G^{*}$ to obtain an upper bound on $c_{j}$.
Lemma 10. $c_{j} \leq\left(t^{*}+1\right) \cdot d_{M}\left(a_{j}\right)$
Proof. Recall from Definition 7 that the cycle $\gamma_{j}$ is the path $\delta_{G^{*}}\left(a_{j}\right)$ and the edge $a_{j}$ linked end to end. Since the dilation of $G^{*}$ is $t^{*}$, we have $d_{G^{*}}\left(a_{j}\right) \leq t^{*} \cdot d_{M}\left(a_{j}\right)$. Therefore, $c_{j}=d_{G^{*}}\left(a_{j}\right)+d_{M}\left(a_{j}\right) \leq\left(t^{*}+1\right) \cdot d_{M}\left(a_{j}\right)$.

We strengthen the inequality in Lemma 9 by providing a lower bound on the edges that are in $\gamma_{j}$ but cannot be part of the final symmetric difference.

Lemma 11. If $t \geq(k+1) t^{*}$, then $\frac{k}{k+1} \cdot d_{M}\left(a_{j}\right) \leq c_{j}^{\prime}$ for all $j$.
Proof. First, we prove the inequality

$$
d_{G_{j-1}}\left(a_{j}\right) \leq d_{G^{*}}\left(a_{j}\right)+\sum_{s \in \delta_{G^{*}}\left(a_{j}\right) \cap S} d_{G_{j-1}}(s)
$$

We do so in a similar manner to Lemma 9. We construct a path in $G_{j-1}$ between the endpoints of $a_{j}$ that has length $d_{G^{*}}\left(a_{j}\right)+\sum_{s \in \delta_{G^{*}}\left(a_{j}\right) \cap S} d_{G_{j-1}}(s)$. We start with the path $d_{G^{*}}\left(a_{j}\right)$. We modify it taking the symmetric difference of $d_{G^{*}}\left(a_{j}\right)$ with a set of cycles $\beta=\left\{\beta_{s}: s \in \delta_{G^{*}}\left(a_{j}\right) \cap S\right\}$. The cycle $\beta_{s}$ is formed by linking the path $d_{G_{j-1}}(s)$ and the edge $s$ end to end. The cycle $\beta_{s}$ replaces every edge $s \in \delta_{G^{*}}\left(a_{j}\right) \cap S$ with the path $d_{G_{j-1}}(s) \in G_{j-1}$. Hence, the symmetric difference of $d_{G^{*}}\left(a_{j}\right)$ with the set $\beta$ is a path in $G_{j-1}$ between the endpoints of $a_{j}$. Therefore, we have $d_{G_{j-1}}\left(a_{j}\right) \leq d_{G^{*}}\left(a_{j}\right)+\sum_{s \in \delta_{G^{*}}\left(a_{j}\right) \cap S} d_{G_{j-1}}(s)$.

Suppose for sake of contradiction that $\frac{k}{k+1} \cdot d_{M}\left(a_{j}\right)>c_{j}^{\prime}$. Consider any $s \in \delta_{G^{*}}\left(a_{j}\right) \cap S$. Then $s$ is shorter than $a_{j}$, since $d_{M}\left(a_{j}\right)>\frac{k}{k+1} \cdot d_{M}\left(a_{j}\right)>c_{j}^{\prime} \geq d_{M}(s)$. In the graph $G_{j-1}$, the edge $a_{j}$ is a shortest edge satisfying $d_{G_{j-1}}\left(a_{j}\right)>t \cdot d_{M}\left(a_{j}\right)$. Since $s$ is shorter than $a_{j}$, we must have that $d_{G_{j-1}}(s) \leq t \cdot d_{M}(s)$. Now,

$$
\begin{aligned}
d_{G_{j-1}}\left(a_{j}\right) & \leq d_{G^{*}}\left(a_{j}\right)+\sum_{s \in \delta_{G^{*}}\left(a_{j}\right) \cap S} d_{G_{j-1}}(s) \\
& \leq t^{*} \cdot d_{M}\left(a_{j}\right)+t \cdot \sum_{s \in \delta_{G^{*}}\left(a_{j}\right) \cap S} d_{M}(s) \\
& =t^{*} \cdot d_{M}\left(a_{j}\right)+t \cdot c_{j}^{\prime} \\
& <t^{*} \cdot d_{M}\left(a_{j}\right)+t \cdot \frac{k}{k+1} d_{M}\left(a_{j}\right) \\
& \leq t \cdot \frac{1}{k+1} d_{M}\left(a_{j}\right)+t \cdot \frac{k}{k+1} d_{M}\left(a_{j}\right) \\
& =t \cdot d_{M}\left(a_{j}\right)
\end{aligned}
$$

where the second last line is given by $t \geq(k+1) t^{*}$. But we know from Definition 3 that $d_{G_{j-1}}\left(a_{j}\right)>t \cdot d_{M}\left(a_{j}\right)$, so we obtain a contradiction. Therefore, we must have $\frac{k}{k+1} \cdot d_{M}\left(a_{j}\right) \leq$ $c_{j}^{\prime}$.

Using Lemmas 9-11 we are able to prove the main result of this section.
Theorem 12. Suppose the greedy algorithm adds $k+1$ edges into the graph. Then $(k+1) t^{*}>$ $t$.

Proof. Combining Lemmas 9 and 10 yields:

$$
\begin{aligned}
t \cdot d_{M}\left(a_{i}\right) & <d_{G^{*}}\left(a_{i}\right)+\sum_{j \in J} c_{j}-\sum_{j \in I} c_{j}^{\prime} \\
& \leq t^{*} \cdot d_{M}\left(a_{i}\right)+\sum_{j \in J}\left(t^{*}+1\right) d_{M}\left(a_{j}\right)-\sum_{j \in I} c_{j}^{\prime} \\
& =t^{*} \cdot \sum_{j \in I} d_{M}\left(a_{j}\right)+\sum_{j \in J} d_{M}\left(a_{j}\right)-\sum_{j \in I} c_{j}^{\prime}
\end{aligned}
$$

Suppose for sake of contradiction that $t \geq(k+1) t^{*}$. By Lemma 11 we have $\frac{k}{k+1} d_{M}\left(a_{j}\right) \leq$ $c_{j}^{\prime}$. Summing over all $j \in I$ yields:

$$
\begin{aligned}
\sum_{j \in I} c_{j}^{\prime} & \geq \sum_{j \in I} \frac{k}{k+1} d_{M}\left(a_{j}\right) \\
& =\frac{k}{k+1} d_{M}\left(a_{i}\right)+\sum_{j \in J} \frac{k}{k+1} d_{M}\left(a_{j}\right) \\
& \left.\geq \sum_{j \in J} \frac{k}{k+1} d_{M}\left(a_{j}\right)+\frac{1}{k+1} d_{M}\left(a_{i}\right)\right) \\
& \geq \sum_{j \in J} d_{M}\left(a_{j}\right)
\end{aligned}
$$

The final step is because $j<i$ so $a_{j}$ is not longer than $a_{i}$. Therefore,

$$
\begin{aligned}
t \cdot d_{M}\left(a_{i}\right) & <t^{*} \sum_{j \in I} d_{M}\left(a_{j}\right)+\sum_{j \in J} d_{M}\left(a_{j}\right)-\sum_{j \in I} c_{j}^{\prime} \\
& \leq t^{*} \sum_{j \in I} d_{M}\left(a_{j}\right) \\
& \leq t^{*} \cdot(k+1) \cdot d_{M}\left(a_{i}\right)
\end{aligned}
$$

which implies $(k+1) t^{*}>t$, as required.

### 5.2.2 Running time analysis

We analyse the running time of the greedy algorithm. Recall that the greedy algorithm sorts the edges in $\{V \times V\} \backslash E$ by increasing length and then processes them in order. Processing an edge $e$ entails a shortest path query. If $d_{G}(e)>t \cdot d_{M}(e)$, then the edge $e$ is added to $G$, otherwise it is discarded.

Our algorithm performs efficient shortest path queries by building and maintaining an all pairs shortest paths (APSP) data structure for each of the graphs $G_{i}$. When an edge $p q$ is added to the graph, the data structure updates the length of the shortest path between every pair of points $u, v \in V$. We compute the paths $u \rightarrow v, u \rightarrow p \rightarrow q \rightarrow v$, and $u \rightarrow q \rightarrow p \rightarrow v$, and choose the minimum length. For a fixed $u, v \in V$, this can be handled in constant time, since all pairwise distances are stored.

Hence, the overall running time of the algorithm is as follows. In preprocessing, we build the APSP data structure in $O\left(m n+n^{2} \log n\right)$ time. Sorting the edges in $\{V \times V\} \backslash E$ takes $O\left(n^{2} \log n\right)$ time. Querying whether $d_{G}(e)>t \cdot d_{M}(e)$ can be handled in constant time, and there are at most $O\left(n^{2}\right)$ such queries. Updating the APSP data structure takes $O\left(n^{2}\right)$ time, and there are at most $k+1$ updates. Putting this all together yields:
Theorem 13. Given an integer $k$, a real number $t$ and a graph $G$ with $n$ vertices and $m$ edges, there is an $O((m+n \log n+k n) \cdot n)$ time algorithm that returns either $t^{*} \leq t$ or $t^{*}>\frac{t}{k+1}$.

### 5.3 Minimising the Dilation

We return to Problem 1, which is to compute a $(1+\varepsilon)(k+1)$-approximation for the minimum dilation $t^{*}$. For any real value $t$, we can use Theorem 13 to decide whether $t^{*} \leq t$ or $t^{*}>\frac{t}{k+1}$. Hence, it remains only to provide some bounded interval that $t^{*}$ is guaranteed to be in. Once we have such an interval, then we can binary search on an $\varepsilon$-grid of the interval to obtain a $(1+\varepsilon)(k+1)$-approximation.

We compute this interval in two steps. Our first step is to identify a set $T$ of $O\left(n^{4}\right)$ real numbers so that at least one of these numbers is an $O(n)$-approximation of $t^{*}$. Our second step is to use the approximate decision algorithm in Theorem 13 to perform a binary search on the set $T$ and yield an $O\left(n k^{2}\right)$-approximation for $t^{*}$. The $O\left(n k^{2}\right)$-approximation provides the required interval.

We begin by identifying the set $T$ of $O\left(n^{4}\right)$ real numbers.
Lemma 14. Define $T=\left\{\frac{d_{M}(u, v)}{d_{M}(p, q)}: u, v, p, q \in V, u \neq v, p \neq q\right\}$. Then there exists an element $t \in T$ such that $t \leq t^{*} \leq n \cdot t$.

Proof. Consider the graph $G^{*}=(V, E \cup S)$. Let the dilation of $t^{*}$ be attained by the pair of points $u, v \in V$. Let $p q$ be a longest edge along the shortest path from $u$ to $v$ in $G^{*}$. See Figure 5.5.


Figure 5.5: The edge $p q$ is a longest edge on the shortest path from $u$ to $v$.
Recall that $d_{G^{*}}(u, v)$ is the length of the shortest path from $u$ to $v$ in the graph $G^{*}$. The dilation of $t^{*}$ is attained by the pair of points $u, v$, which implies $d_{G^{*}}(u, v)=t^{*} \cdot d_{M}(u, v)$. The shortest path from $u$ to $v$ has total length $d_{G^{*}}(u, v)$ and has at most $n$ edges, where the length of each edge is at most $d_{M}(p, q)$. This implies $d_{M}(p, q) \leq d_{G^{*}}(u, v) \leq n \cdot d_{M}(p, q)$. But $d_{G^{*}}(u, v)=t^{*} \cdot d_{M}(u, v)$, so this inequality rearranges to give

$$
\frac{d_{M}(p, q)}{d_{M}(u, v)} \leq t^{*} \leq n \cdot \frac{d_{M}(p, q)}{d_{M}(u, v)}
$$

as required.
Next, we use the approximate decision algorithm in Theorem 13 to binary search the set $T=\left\{\frac{d_{M}(u, v)}{d_{M}(p, q)}: u, v, p, q \in V, u \neq v, p \neq q\right\}$ in order to yield an $O\left(n k^{2}\right)$-approximation. A naïve implementation of the binary search would entail computing and sorting the elements in $T$, which would require $O\left(n^{4} \log n\right)$ time. To speed up our algorithm, we avoid
the $O\left(n^{4} \log n\right)$ preprocessing step, and we do so by using the result of Mirzaian and Arjomandi [127]. The result states that given two sorted lists $X$ and $Y$ each of size $n$, one can select the $i^{t h}$ smallest element of the set $X+Y=\{x+y: x \in X, y \in Y\}$ in $O(n)$ time.

Lemma 15. There is an $O((m+n \log n+k n) \cdot n \log n)$ time algorithm that computes an $O\left(n k^{2}\right)$-approximation for $t^{*}$.

Proof. In a preprocessing step, construct and sort the sets $X=\left\{\log \left(d_{M}(u, v)\right): u, v \in\right.$ $V, u \neq v\}$ and $Y=\left\{-\log \left(d_{M}(p, q)\right): p, q \in V, p \neq q\right\}$. To perform the binary search, select the $i^{\text {th }}$ smallest element of $X+Y=\left\{\log \left(\frac{d_{M}(u, v)}{d_{M}(p, q)}\right): u, v, p, q \in V, u \neq v, p \neq q\right\}$. Reverse the $\log$ transformation to obtain the $i^{t h}$ smallest element of $T$. Call this element $t_{i} \in T$. Apply Theorem 13 to the two dilation values $\frac{2}{3} \cdot t_{i}$ and $n(k+1) \cdot t_{i}$. This returns one of three possibilities:

1. $t^{*} \leq \frac{2}{3} \cdot t_{i}$ and $t^{*} \leq n(k+1) \cdot t_{i}$, or
2. $t^{*}>\frac{2}{3} \cdot \frac{t_{i}}{k+1}$ and $t^{*} \leq n(k+1) \cdot t_{i}$, or
3. $t^{*}>\frac{2}{3} \cdot \frac{t_{i}}{k+1}$ and $t^{*}>n \cdot t_{i}$.

The fourth combination cannot occur as it yields a contradiction. Notice that in case one, we have $t^{*}<t_{i}$, so the element $t \in T$ satisfying $t \leq t^{*} \leq n \cdot t$ must be less than $t_{i}$. We can continue the binary search over the elements in $T$ that are less than $t_{i}$. Similarly, in case three, we have $t^{*}>n \cdot t_{i}$, so the element $t \in T$ satisfying $t \leq t^{*} \leq n \cdot t$ must be greater than $t_{i}$. We can continue the binary search over the elements in $T$ that are greater than $t_{i}$. In case two we halt, since we have an $O\left(n k^{2}\right)$-approximation for $t^{*}$.

We analyse the running time of this algorithm. Sorting the sets $X$ and $Y$ takes $O\left(n^{2} \log n\right)$ time. For each of the $O(\log n)$ binary search step, selecting the $i^{t h}$ element of $X+Y$ takes $O\left(n^{2}\right)$ time [127]. For each of the $O(\log n)$ binary search steps, applying Theorem 13 takes $O((m+n \log n+k n) \cdot n)$. Putting this all together yields the stated running time.

Finally, we apply a multiplicative $(1+\varepsilon)$-grid to the $O\left(n k^{2}\right)$-approximation to yield an $(1+\varepsilon)(k+1)$-approximation.

Theorem 16. For any fixed $\varepsilon>0$, there is an $O((m+n \log n+k n) \cdot n \log n)$ time algorithm that computes $a(1+\varepsilon)(k+1)$-approximation for $t^{*}$.

To simplify the running time, we note that if $k \geq n-1$, then adding the minimum spanning tree to any graph makes it an $n$-spanner, which is a $(k+1)$-approximation for the minimum dilation. Plugging in $k<n-1$ and $m \leq n^{2}$ into Theorem 16 yields:

Theorem 17. For any fixed $\varepsilon>0$, there is an $O\left(n^{3} \log n\right)$ time algorithm that computes an $(1+\varepsilon)(k+1)$-approximation for $t^{*}$.

### 5.4 Approximation factor no better than $(1-\varepsilon)(k+1)$

We provide a construction to show that the algorithms in Theorem 13 and Theorem 16 cannot yield an approximation factor better than $(1-\varepsilon)(k+1)$.

Theorem 18. For any $k \geq 1$ and $\varepsilon>0$, there exists a graph so that for any $t \leq(1-\varepsilon)(k+$ $1) \cdot t^{*}$, the greedy algorithm in Definition 3 adds at least $k+1$ edges to the graph.

Proof. Fix $h$ to be a small positive constant less than $\frac{1}{t}$, and fix a constant $h^{\prime}$ to be arbitrarily small relative to $h$. We construct the graph $G$ shown in Figure 5.6.

Let the vertices of $G$ be

| $a_{1}$ | $=(0,2 h)$ |  |  |
| ---: | :--- | ---: | :--- |
| $b_{i}$ | $=(1,2 i h)$ | $\forall 1 \leq i \leq k$ |  |
| $c_{i}$ | $=(2,2 i h)$ | $\forall 1 \leq i \leq k$ |  |
| $d_{i}$ | $=(k+3+i, 2 i h)$ | $\forall 1 \leq i \leq k$ |  |
| $e_{i}$ | $=(k+3+i,(2 i+1) h)$ | $\forall 1 \leq i \leq k$ |  |
| $f_{i}$ | $=\left(2,(2 i+1) h-h^{\prime}\right)$ |  | $\forall 1 \leq i \leq k$ |
| $g_{i}$ | $=(1,(2 i+1) h)$ | $\forall 1 \leq i \leq k$ |  |
| $y_{1}$ | $=(0,(2 k+1) h)$ |  |  |
| $z_{1}$ | $=(0,3 h)$ |  |  |

The graph $G$ is a path between these vertices. The edges of $G$ are between consecutive elements in the sequence $a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, f_{1}, g_{1}, b_{2}, c_{2}, \ldots, f_{k}, g_{k}, y_{1}, z_{1}$. See Figure 5.6.


Figure 5.6: The construction for $k=3$.

The pairs of points with the largest dilation are $\left(a_{1}, z_{1}\right),\left(b_{i}, g_{i}\right)$ and $\left(c_{i}, f_{i}\right)$. We can pick a small enough value of $h$ so that the dilation of all other pairs are relatively insignificant. The optimal $k$ edges to add are $\left(b_{i}, g_{i}\right)$ for all $1 \leq i \leq k$. After adding these $k$ edges, the pairs of points with the largest dilation are $\left(a_{1}, z_{1}\right)$ and $\left(c_{i}, f_{i}\right)$. Of these, the pair of points $\left(a_{1}, z_{1}\right)$ realises the maximum dilation, which is $t^{*}=(2+(4 k+1) h) / h \approx 2 / h$.

Now let us run the greedy spanner construction for some $t \leq(1-\varepsilon)(k+1) \cdot t^{*}$. All pairs of points $\left(a_{1}, z_{1}\right),\left(b_{i}, g_{i}\right)$ and $\left(f_{i}, c_{i}\right)$ start off with dilation greater than $2(k+4) / h$. But $2(k+4) / h=(k+4) \cdot 2 / h>(k+3) \cdot t^{*}>t$, where the second inequality is true for sufficiently small values of $h$. The pairs of points with highest dilation are $\left(a_{1}, z_{1}\right),\left(b_{i}, g_{i}\right)$ and $\left(f_{i}, c_{i}\right)$, and the edges connecting these pairs of points satisfies $d_{G_{i}}(e)>t \cdot d_{M}(e)$. The shortest of these edges will be added first by the greedy $t$-spanner construction. The pairs $\left(c_{i}, f_{i}\right)$ have distance $h-h^{\prime}$, making the edge between them the shortest and first to be considered by the greedy algorithm. Adding an edge between $\left(c_{i}, f_{i}\right)$ does not reduce the dilation of the other pairs of points $\left(c_{j}, f_{j}\right)$. Therefore, the greedy spanner construction first adds the edges $\left(c_{i}, f_{i}\right)$ for all $1 \leq i \leq k$.

After adding $\left(c_{i}, f_{i}\right)$ for all $1 \leq i \leq k$, the dilation between the pair of points $a_{1}$ and $z_{1}$ is now $(2 k+2+(4 k+1) h) / h$. But $(2 k+2+(4 k+1) h) / h=(2 k+2+(4 k+1) h) /(2+(4 k+1) h) \cdot t^{*}>$ $(1-\varepsilon)(k+1) \cdot t^{*}$ for sufficiently small values of $h$ relative to $\varepsilon$. Therefore, the greedy $t$ spanner construction must add the edges $\left(c_{i}, f_{i}\right)$ for all $1 \leq i \leq k$ plus at least one additional edge, so it adds at least $k+1$ edges in total.

Our construction shows that in Theorem 13 we cannot hope to obtain a bound that is much better than $t^{*}>\frac{t}{k+1}$. Similarly, in Theorem 16, our construction implies that the algorithm may continue searching for higher dilation values up until $(1-\varepsilon)(k+1) \cdot t^{*}$. Therefore, we cannot hope to obtain a much better approximation ratio than $(1+\varepsilon)(k+1)$ with our algorithm.

### 5.5 The Bottleneck Algorithm

Farshi et al. [81] studied the special case where $k=1$. They achieved a 3-approximation by adding the bottleneck edge, which is an edge between a pair of points that achieves the maximum dilation. They also provided a generalisation of their algorithm for $k>1$. The generalisation consists of $k$ stages. In each stage, the dilation of the graph is computed, and a pair of points that achieves the maximum dilation is identified. Then an edge is added between those pair of points. Formally, given an initial metric graph $G$, and an integer $k$ :

Definition 19. Let $G_{0}=G$, and for $1 \leq i \leq k$, let $G_{i}=G_{i-1} \cup b_{i}$ where $b_{i}$ is an edge between the pair of points that achieves the maximum dilation of $G_{i-1}$.

Farshi et al. [81] conjectured that the dilation of the augmented graph $G_{k}$ may be reasonable approximation for the dilation of the optimal graph $G^{*}$. We provide a negative result that states that their algorithm cannot yield an approximation factor better than $2^{k}$.

Theorem 20. For any $k \geq 1$, there exists a initial graph $G$ where bottleneck algorithm in Definition 19 yields a graph $G_{k}$ with dilation $2^{k}$ times that of the dilation of the optimal graph $G^{*}$.

Proof. Fix $h$ to be a small constant. Let the vertices of $G$ be

$$
\begin{array}{rlrl}
x_{0} & =(-1, h) \\
y_{i} & =\left(0,2^{i} h\right) \\
z_{i} & =\left(2^{i-1}, 3 \cdot 2^{i-1} h\right) \\
x_{1} & =\left(-1,2^{k+1} h+h\right) & \forall 1 \leq i \leq k+1 \\
1
\end{array} \quad \forall 1 \leq i \leq k
$$

Join the vertices together to form a path $x_{0}, y_{1}, z_{1}, y_{2}, z_{2}, \ldots, y_{k}, z_{k}, y_{k+1}, x_{1}$. See Figure 5.7.


Figure 5.7: The construction for $k=3$.

It is straightforward to check that all edges in $G$ have gradient $\pm h$. Since $h$ is a small constant, all edges are almost horizontal. Therefore, the pairs of vertices with maximum dilation are those that are vertically above one another, in other words, the pairs ( $x_{0}, x_{1}$ ), or $\left(y_{i}, y_{i+1}\right)$ for $1 \leq i \leq k$. In particular, all the pairs listed have a dilation value of $\sqrt{1+h^{2}} / h$.

Since $\left(x_{0}, x_{1}\right)$ is one of the pairs of vertices with maximum dilation, we can choose the first bottleneck edge $b_{1}$ to connect these two points. It is easy to check that since the distance in the graph between $\left(x_{0}, x_{1}\right)$ is twice the distance of any other pair $\left(y_{i}, y_{i+1}\right)$, adding the first bottleneck edge does not reduce the dilation of any of the pairs $\left(y_{i}, y_{i+1}\right)$. Inductively, we can show that for $i \geq 2, b_{i}=\left(y_{k-i+2}, y_{k-i+3}\right)$ is the $i^{t h}$ bottleneck edge added. This is because it initially had the maximum dilation of $\sqrt{1+h^{2}} / h$, and adding the bottleneck edges $b_{1}, b_{2}, \ldots b_{i-1}$ did not reduce its dilation factor. Finally, after adding $b_{1}, \ldots b_{k}$, the dilation of the augmented graph $G_{k}$ is still $\sqrt{1+h^{2}} / h$ and is attained by $\left(y_{1}, y_{2}\right)$.

The optimal placements of $k$ edges would be the edges $\left(y_{1}, y_{2}\right), \ldots\left(y_{k}, y_{k+1}\right)$. Under this placement of $k$ edges, the maximum dilation value is attained by $\left(x_{0}, x_{1}\right)$, and is $2 \sqrt{1+h^{2}} /\left(2^{k+1} \cdot h\right)=\sqrt{1+h^{2}} /\left(2^{k} \cdot h\right)$. Hence, the augmented graph $G_{k}$ has a dilation of $2^{k}$ times the dilation of the optimal graph $G^{*}$.

Note that in our construction, ties are broken adversarially when choosing the bottleneck edge to add. If we would like to lift the requirement on the adversarial choice of which bottleneck edge to add, we can perturb $x_{0}$ and $x_{1}$ vertically towards each other, which guarantees that $\left(x_{0}, x_{1}\right)$ is the first bottleneck edge to be added. We can do so similarly for the other bottleneck edges.

### 5.6 Conclusion

In Farshi et al. [81] it was conjectured that generalising their algorithm to any positive integer $k$ may provide a reasonable approximation algorithm. In Section 5.5 , we showed an $\Omega\left(2^{k}\right)$ lower bound for the approximation factor. We obtained the first positive result for the general case. Our approximation algorithm runs in $O\left(n^{3} \log n\right)$ time and guarantees an $O(k)$-approximation factor.

Two obvious open problems are to develop an algorithm with a better approximation factor, or to show an inapproximability bound.

## Chapter 6

## Bicriteria approximation for minimum dilation graph augmentation

### 6.1 Introduction

Let $G$ be a graph embedded in a metric space $M$. Let $V(G), E(G)$ be the vertices and edges of $G$. For vertices $u, v \in V(G)$, define $d_{M}(u, v)$ to be the metric distance between points $u, v \in M$, and define $d_{G}(u, v)$ to be the shortest path distance between vertices $u, v \in G$. The dilation or stretch of $G$ is the minimum $t \in \mathbb{R}$ so that for all $u, v \in V(G)$, we have $d_{G}(u, v) \leq t \cdot d_{M}(u, v)$.

Dilation measures the quality of a network in applications such as transportation and communication networks. For now, we restrict our attention to the special case of low dilation trees.

Problem 1. Given a set of $n$ points $V$ embedded in a metric space $M$, compute a spanning tree of $V$ with minimum dilation.

Problem 1 is known across the theory community, as either the minimum dilation spanning tree problem [15, 26, 56], the tree spanner problem [47, 82, 87] or the minimum maximum-stretch spanning tree problem [76, 121, 136]. The problem is NP-hard even if $M$ is an unweighted graph metric [47] or the Euclidean plane [56]. Problem 1 is closely related to tree embeddings of general metrics [17], and has applications to communication networks and distributed systems [136].

The approximability of Problem 1 is an open problem stated in several surveys and papers $[56,77,136]$, and is a major obstacle towards constructing low dilation graphs with few edges $[15,108]$. The minimum spanning tree is an $O(n)$-approximation [77] for Problem 1, but no better result is known. Only in the special case where $M$ is an unweighted graph is there an $O(\log n)$-approximation [76].

Obstacle 2. Is there an $O\left(n^{1-\varepsilon}\right)$-approximation algorithm for Problem 1, for any $\varepsilon>0$ ?
If we no longer restrict ourselves to trees, we can shift our attention to spanners, which are low dilation sparse graphs. An advantage of spanners over minimum dilation trees is
that spanners are not affected by Obstacle 2. Spanners obtain significantly better dilation guarantees, at the cost of adding slightly more edges. The trade-off between sparsity and dilation in spanners has been studied extensively [13, 60, 85, 119]. For an overview of the rich history and multitude of applications of spanners, see the survey on graph spanners [7] and the textbook on geometric spanners [134].

Spanner constructions focus on the initial design of the network. However, networks tend to improve over time. In this chapter, we focus on the improvement step. Given a graph and a budget $k$, which $k$ edges do we add to the graph to minimise its dilation?

Problem 3. Given a positive integer $k$ and a metric graph $G$, compute a set $S$ of $k$ edges so that the dilation of the graph $G^{\prime}=(V(G), E(G) \cup S)$ is minimised. Note that $S \subseteq$ $V(G) \times V(G)$.

Narasimham and Smid [134] stated Problem 3 as one of twelve major open problems in their reference textbook. Despite this, there were no breakthroughs for over a decade. Gudmundsson and Wong [108] provided the first positive result for Problem 3, an $O(k)$-approximation algorithm that runs in $O\left(n^{3} \log n\right)$ time. One downside is that their approximation factor is linear in $k$. However, since Problem 1 is a special case of Problem 3 , Obstacle 2 applies to Problem 3 as well.

Obstacle 4. One cannot obtain an $O\left(k^{1-\varepsilon}\right)$-approximation algorithm for Problem 3 for any $\varepsilon>0$, without first resolving Obstacle 2.

One way to circumvent Obstacle 4 is to consider a bicriteria approximation. An advantage of bicriteria approximations is that we can show significantly better dilation guarantees, at the cost of adding slightly more edges.

The goal of our bicriteria problem is to investigate the trade-off between sparsity and dilation. We define the sparsity parameter $f$ to be the number of edges added by our algorithm divided by $k$. We define the dilation parameter $g$ to be the dilation of our algorithm (which adds $f k$ edges) divided by the dilation of the optimal solution (which adds $k$ edges).

Problem 5. Given a positive integer $k$, a metric graph $G$, sparsity $f \in \mathbb{R}$ and dilation $g \in \mathbb{R}$, construct a set $S$ of $f k$ edges so that the dilation of the graph $G^{\prime}=(V(G), E(G) \cup S)$ is at most gt $^{*}$, where $t^{*}$ is the minimum dilation in Problem 3. Note that $S \subseteq V(G) \times V(G)$.

We define an $(f, g)$-bicriteria approximation to be an algorithm for Problem 5 that achieves sparsity $f$ and dilation $g$.

### 6.1.1 Contributions

Our main result is a $\left(2 \sqrt[r]{2} k^{1 / r}, 2 r\right)$-bicriteria approximation for Problem 5 that runs in $O\left(n^{3} \log n\right)$ time, for all $r \geq 1$. In other words, if $t^{*}$ is the minimum dilation after adding any $k$ edges to a graph, then our algorithm adds $O\left(k^{1+1 / r}\right)$ edges to the graph to obtain a dilation of $2 r t^{*}$. Our dilation guarantees are significantly better than the previous best result [108], at the cost of adding slightly more edges. For example, if $r=\log (2 k)$ we obtain a $(4,2 \log (2 k))$-bicriteria approximation. See Table 6.1.

Our approach is to use the greedy spanner construction. The greedy spanner is among the most extensively studied spanner constructions [13, 60, 85, 119]. Therefore, it is perhaps unsurprising that greedy spanner can be used for Problem 5. Nonetheless, we believe that our result shows the utility and versatility of the greedy spanner.

Our main technical contribution is our analysis of the greedy spanner. Our main insight is to construct an auxilliary graph, which we call the girth graph, and to argue that the approximation ratio is bounded by the length of the shortest cycle in the girth graph. Moreover, our analysis of the greedy spanner is tight, up to constant factors. In particular, assuming the Erdős girth conjecture, there is a graph class for which our algorithm is an $\left(\Omega\left(k^{1 / r}\right), 2 r+1\right)$-bicriteria approximation.

The restriction $r \geq 1$ is necessary in our main result. We prove that it is NP-hard to obtain a (poly $(k), 2-\varepsilon)$-bicriteria approximation, for any $\varepsilon>0$. Finally, we use ideas from our proof of NP-hardness to provide a $(2 k \log n, 1)$-bicriteria approximation.

Our results are summarised in Table 6.1. For a technical overview of our results, see Section 6.2.

| Sparsity $(f)$ | Dilation $(g)$ | Complexity | Reference |
| :---: | :---: | :---: | :---: |
| 1 | $k+1$ | $O\left(n^{3} \log n\right)$ | Gudmundsson and Wong [108] |
| $2+\varepsilon$ | $O_{\varepsilon}(\log (k))$ | $O\left(n^{3} \log n\right)$ | $r=O_{\varepsilon}(\log (k))$ in Theorem 6 |
| 4 | $2 \log (2 k)$ | $O\left(n^{3} \log n\right)$ | $r=\log (2 k)$ in Theorem 6 |
| $2^{1+\varepsilon} k^{\varepsilon}$ | $2 / \varepsilon$ | $O\left(n^{3} \log n\right)$ | $r=1 / \varepsilon$ in Theorem 6 |
| $2 \sqrt{2} \sqrt{k}$ | 4 | $O\left(n^{3} \log n\right)$ | $r=2$ in Theorem 6 |
| $4 k$ | 2 | $O\left(n^{3} \log n\right)$ | $r=1$ in Theorem 6 |
| Theorem 6 is tight under the Erdős girth $\operatorname{conjecture~}$ | Theorem 7 |  |  |
| $\operatorname{poly}(k)$ | $2-\varepsilon$ | NP-hard | Theorem 8 |
| $2 k \log n$ | 1 | $O\left(n^{6}\right)$ | Theorem 9 |

Table 6.1: The trade-off between sparsity $f$ and dilation $g$ in bicriteria approximations for Problem 5. Note that $O_{\varepsilon}(\cdot)$ hides dependence on $\varepsilon$.

### 6.1.2 Related work

Most of the work on Problem 3 focuses on the special case where one edge is added. Farshi, Giannopoulos and Gudmundsson [81] provide an $O\left(n^{4}\right)$ time algorithm as well as an $O\left(n^{3}\right)$ time 3-approximation. Wulff-Nilsen [166] present an $O\left(n^{3} \log n\right)$ time algorithm. Luo and Wulff-Nilsen [122] improves the space requirement to linear. Aronov et al. [14] provide a nearly-linear time algorithm in the special case where the graph is a simple polygon and an interior point.

A variant of Problem 3 is to add $k$ edges to a graph to minimise the diameter instead of the dilation. Frati, Gaspers, Gudmundsson and Mathieson [88] provide a fixed parameter tractable 4-approximation for the problem. Several special cases have been studied. Demaine and Zadimoghaddam [64] consider adding $k$ edges of length $\delta$, where $\delta$ is small relative to the diameter. Große et al. [96] present nearly-linear time algorithms for adding one edge to either a path or a tree in order to minimise its diameter. Follow up papers improve the running time of the algorithm for paths [157] and for trees [23, 159]. Another variant is to add $k$ edges to a graph to minimise the radius. Gudmundsson, Sha and Yao [101] provide a 3 -approximation for adding $k$ edges to a graph to minimise its radius. The problem of
adding one edge to minimise the radius of paths [115, 158] and trees [99] has also been studied.

A problem closely related to Problem 1 is to compute minimum dilation graphs. In his Master's thesis, Mulzer [130] studies minimum dilation triangulations for the regular $n$-gon. Eppstein and Wortman [78] provide a nearly-linear time algorithm to compute a minimum dilation star. Giannopoulos, Knauer and Marx [92] prove that, given a set of points, it is NP-hard to compute a minimum dilation tour or a minimum dilation path. Aronov et al. [15] show that one can construct a graph with $n-1+k$ edges and dilation $O(n /(k+1))$.

Our algorithm for Problem 5 uses the greedy spanner, which is among the most extensively studied spanner constructions. In general metrics, Althöfer et al. [13] show that the greedy $(2 k-1)$-spanner has $O\left(n^{1+1 / k}\right)$ edges. In $d$-dimensional Euclidean space, Das, Heffernan and Narasimhan [60] show that the greedy $(1+\varepsilon)$-spanner has $O\left(n \varepsilon^{-2 d}\right)$ edges, which Le and Solomon [119] improves to $O\left(n \varepsilon^{-d+1}\right)$ edges. In both cases, the sparsitydilation trade-off is optimal $[85,119]$.

### 6.2 Technical overview

We divide our technical overview into six subsections. In Section 6.2.1, we summarise the previous algorithm of Gudmundsson and Wong [108]. In Section 6.2.2, we give an overview of our main result, that is, our $\left(2 \sqrt[r]{2} k^{1 / r}, 2 r\right)$-bicriteria approximation for all $r \geq 1$. In Section 6.2.3, we present the main ideas for proving our analysis is tight, assuming the Erdős girth conjecture. In Section 6.2.4, we summarise our proof that it is NP-hard to obtain a $(\operatorname{poly}(k), 2-\varepsilon)$-bicriteria approximation, for any $\varepsilon>0$. In Section 6.2.5, we present a $(2 k \log n, 1)$-bicriteria approximation. In Section 6.2.6, we summarise the structure of the remainder of the chapter.

### 6.2.1 Previous algorithm of [108]

Gudmundsson and Wong's [108] algorithm constructs the greedy spanner, which is among the most extensively studied spanner constructions. The only modification to the algorithm is: the traditional greedy $t$-spanner takes as input a set of vertices, but the modified greedy $t$-spanner takes as input a graph.

The greedy $t$-spanner construction has two steps. First, all edges that are not in the initial graph are sorted by their length. Second, the edges are processed from shortest to longest. A processed edge $u v$ is added if $d_{G}(u, v)>d_{M}(u, v)$, otherwise the edge $u v$ is not added.

For Problem 3, Gudmundsson and Wong's [108] show, in their main lemma, that if the greedy $t$-spanner adds at least $k+1$ edges, then $t \leq(k+1) t^{*}$. Here, $t^{*}$ is the minimum dilation if $k$ edges are added to our graph. Using this lemma, they then perform a binary search over a multiplicative $(1+\delta)$-grid for a $t \in \mathbb{R}$ such that the greedy $(1+\delta) t$-spanner adds at most $k$ edges, but the greedy $t$-spanner adds at least $k+1$ edges. Then the greedy $(1+\delta) t$ spanner adds at most $k$ edges and $(1+\delta) t \leq(1+\delta)(k+1) t^{*}$, so $(1+\delta) t$ is a $(1+\delta)(k+1)$ approximation of $t^{*}$.

Next, we briefly summarise the proof that if $k+1$ edges are added by the greedy algorithm, then $t \leq(k+1) t^{*}$. In Lemma 2 of [108], the authors use the $k+1$ greedy edges to construct a set of $k+1$ vectors in a $k$-dimensional vector space. They define $I$ to be a linearly dependent subset of the $k+1$ vectors. In Theorem 5 of [108], the authors use
the linear dependence property of $I$ to prove that $t \leq|I| \cdot t^{*}$. Since $|I| \leq k+1$, they obtain $t \leq(k+1) t^{*}$. Unfortunately, the vector space approach of [108] fails extend to sublinear dilation factors $g$ in Problem 5, even if we allow polynomial sparsity values.

### 6.2.2 Greedy bicriteria approximation

Our algorithm is the same as the one in [108]. Our main difference is in the analysis of the greedy $t$-spanner, in particular, in our main lemma.

For Problem 5, we show, in our main lemma, that if the greedy $t$-spanner adds at least $f k+1$ edges, then $t \leq g t^{*}$. Then, we apply the same binary search procedure to find a $t \in \mathbb{R}$ where the greedy $(1+\delta) t$-spanner adds at most $f k$ edges, but the greedy $t$-spanner adds at least $f k+1$ edges. Then $(1+\delta) t$ is an $(f,(1+\delta) g)$-bicriteria approximation of $t^{*}$.

In Table 6.1, we omit the factor of $(1+\delta)$ from the second column for three reasons - first, for clarity and ease of comparison, second, to have the dilation factor reflect their respective main lemmas instead of the less interesting multiplicative $(1+\delta)$-grid, and third, because $\delta$ has no impact on the sparsity parameter, and has minimal impact on the running time (see Theorem 6). We make similar omissions in Section 6.1.1 and the abstract.

Next, we briefly summarise our new proof that if $f k+1$ edges are added, then $t \leq g t^{*}$. In order to extend our analysis to sublinear dilation factors $g$, we abandon the vector space approach of [108]. Our main idea is to construct an auxiliary graph, which we call the girth graph. The girth graph is an unweighted graph with $2 k$ vertices and $f k+1$ edges. Instead of defining $I$ to be a linearly dependent subset, we define $I$ to be the shortest cycle in the girth graph. We use a classical result in graph theory to choose the values $f=2 \sqrt[r]{2} k^{1 / r}$ and $g=2 r$, so that $|I| \leq g$. Our final step is to carefully prove $t \leq|I| \cdot t^{*}$, using the cycle property of $I$. Therefore, $t \leq g t^{*}$.

Putting this all together, we obtain Theorem 6. For a full proof, see Section 6.3.
Theorem 6. For all $r \geq 1$, there is an $(f,(1+\delta) g)$-bicriteria approximation for Problem 5 that runs in $O\left(n^{3}\left(\log n+\log \frac{1}{\delta}\right)\right)$ time, where

$$
f=2 \sqrt[r]{2} k^{1 / r} \quad \text { and } \quad g=2 r
$$

### 6.2.3 Greedy analysis is tight

Our analysis in Theorem 6 is tight. This means one cannot obtain better bounds (up to constant factors) using the greedy spanner. Our proof assumes the Erdős girth conjecture [79].

The girth of an unweighted graph is defined as the number of edges in its shortest cycle. In the proof of Theorem 6 , we cite a classical result stating that a graph with $n$ vertices and at least $n^{1+1 / r}$ edges has girth at most $2 r$. The Erdős girth conjecture states that there are graphs with $n$ vertices, at least $\Omega\left(n^{1+1 / r}\right)$ edges and girth $2 r+2$. Several conditional lower bounds have been shown under the Erdős girth conjecture, namely, the sparsity-dilation trade-off of the greedy spanner [13], and the space requirement of approximate distance oracles [154].

We summarise our construction that proves that our analysis is tight. Assuming the Erdős girth conjecture, there exists a graph $H$ with $n=k+1$ vertices, $m=\Omega\left(n^{1+1 / r}\right)$ edges, and girth $2 r+2$. We construct a graph $G$ so that if we run the algorithm in Theorem 6 , the girth graph of $G$ would be $H$. We use the properties of $H$ to show that, if there are $k$ edges that can be added to $G$ so that the resulting dilation is $t^{*}$, then if we add $m-1$ edges to $G$ using the greedy $t$-spanner construction, the resulting dilation is at least $(2 r+1) t^{*}$.

Putting this all together, we obtain Theorem 7. For a full proof, see Section 6.4.
Theorem 7. For all $r \geq 1$, assuming the Erdős girth conjecture, there is a graph class for which the algorithm in Theorem 6 returns an $(f, g)$-bicriteria approximation, where

$$
f=\Omega\left(k^{1 / r}\right) \quad \text { and } \quad g=2 r+1
$$

### 6.2.4 Set cover reduction

Next, we show that the restriction $r \geq 1$ is necessary in Theorem 6. Recall that Theorem 6 states that there is a $\left(2 \sqrt[r]{2} k^{1 / r},(1+\delta) 2 r\right)$-bicriteria approximation algorithm for all $r \geq 1$. We prove that it is NP-hard to obtain a $(\operatorname{poly}(k), 2-\varepsilon)$-bicriteria approximation for any $\varepsilon>$ 0 . Our proof is a reduction from set cover.

We summarise our construction of the Problem 5 instance. We show that every set cover instance can be reduced to a Problem 5 instance. We represent an element with a pair of points, and we represent a set with a triple of points. In our Problem 5 instance, we add edges to connect either the pairs or the triples. We show via an exchange argument that it is always better to connect the triples. Connecting a triple corresponds to choosing a set, which lowers the dilation of all elements in that set to below the threshold value. Finally, we show that a $(\operatorname{poly}(k), 2-\varepsilon)$-bicriteria approximation for our Problem 5 would solve set cover within an approximation factor of $\operatorname{poly}(k)$. However, it is NP-hard to approximate set cover to within a factor of $(1-\alpha) \log n$, where $\alpha>0$ is a constant and $n$ is the size of the set cover instance [66]. Moreover, $k$ is a constant in the NP-hard instance of [66], so $\operatorname{poly}(k) \ll(1-\alpha) \log n$.

Putting this all together, we obtain Theorem 8. For a full proof, see Section 6.5.
Theorem 8. For all $\varepsilon>0$, it is $N P$-hard to obtain an $(f, g)$-bicriteria approximation for Problem 5, where

$$
f=\operatorname{poly}(k) \quad \text { and } \quad g=2-\varepsilon
$$

### 6.2.5 Set cover algorithm

Finally, we provide a $(2 k \log n, 1)$-bicriteria approximation that runs in $O\left(n^{6}\right)$ time. Our main idea is to formulate the problem into a set cover instance, and then to apply an $O(\log n)$ approximation algorithm for set cover [57].

We state our algorithm. Let $t \in \mathbb{R}$. Define $G_{e}$ to be the graph if an edge $e$ is added to $G$. Define $S_{e}=\left\{(u, v): d_{G_{e}}(u, v) \leq t \cdot d_{M}(u, v)\right\}$. Apply the algorithm of [57] on $\left\{S_{e}\right.$ : $e \in V(G) \times V(G)\}$ to obtain a set cover $S$. We claim that if $|S|>2 k^{2} \log n$, then $t \leq t^{*}$. Finally, we perform binary search in the same way as [108] to obtain a $(2 k \log n, 1)$-bicriteria approximation.

To prove correctness, it remains to show our claim. We show the contrapositive. If $t>t^{*}$, from the definition of $t^{*}$ there exists $k$ edges that can be added to $G$ to make it a $t$-spanner. Consider a clique with vertices that are the endpoints of the $k$ edges. Adding these $2 k^{2}$ edges to the graph would also make it a $t$-spanner. Moreover, each $t$-path, that is, a $(u, v)$-path with length at most $t \cdot d_{M}(u, v)$, uses at most one edge in the clique. Therefore, the union of the sets $S_{e}$, where $e$ is an edge in the clique, forms a set cover over all pairs of vertices $(u, v)$. The optimal solution of the set cover instance is at most $2 k^{2}$, so the algorithm of [57] returns a set $S$ such that $|S| \leq 2 k^{2} \log n$.

Putting this all together, we obtain Theorem 9.

Theorem 9. There is an $(f, g)$-bicriteria approximation for Problem 5, where

$$
f=2 k \log n \quad \text { and } \quad g=1
$$

This completes the overview of the main results of this chapter.

### 6.2.6 Structure of chapter

The structure of the remainder of our chapter is summarised in Table 6.2.

|  | Reference | Proof |
| :---: | :---: | :---: |
| $\left(2 \sqrt[r]{2} k^{1 / r},(1+\delta) 2 r\right)$-bicriteria approximation | Theorem 6 | Section 6.3 |
| Theorem 6 analysis is tight | Theorem 7 | Section 6.4 |
| $(\operatorname{poly}(k), 2-\varepsilon)$-bicriteria approximation is NP-hard | Theorem 8 | Section 6.5 |

Table 6.2: Proofs of Theorems 6, 7, 8 can be found in Sections 6.3, 6.4, 6.5 respectively.

### 6.3 Greedy bicriteria approximation

In this section, we will prove Theorem 6. We restate the theorem for convenience.
Theorem 6. For all $r \geq 1$, there is an $(f,(1+\delta) g)$-bicriteria approximation for Problem 5 that runs in $O\left(n^{3}\left(\log n+\log \frac{1}{\delta}\right)\right)$ time, where

$$
f=2 \sqrt[r]{2} k^{1 / r} \quad \text { and } \quad g=2 r
$$

Recall from Section 6.1 that the vertices and edges of $G$ are $V(G)$ and $E(G)$ respectively. Let $e \in V(G) \times V(G)$ be an edge not necessarily in $E(G)$. Let $d_{M}(e)$ denote the length of the edge $e$ in the metric space $M$ and let $d_{G}(e)$ denote the shortest path distance between the endpoints of $e$ in the graph $G$. Consider a minimum dilation graph $G^{*}$ after adding an optimal set $S^{*}$ of $k$ edges to $G$. Let $t^{*}$ be the dilation of $G^{*}$.

Recall from Section 6.2 that our approach is to use the greedy $t$-spanner construction. We formalise the construction in the definition below.

Definition 10. Define $G_{0}=G$, and for $i \geq 1$, define $G_{i}=G_{i-1} \cup\left\{a_{i}\right\}$, where $a_{i}$ is the shortest edge in $V(G) \times V(G)$ satisfying $d_{G_{i-1}}\left(a_{i}\right)>t \cdot d_{M}\left(a_{i}\right)$. The process halts if no edge $a_{i}$ exists.

We have two cases: either the process halts after adding at most $f k$ edges, or after adding more than $f k$ edges. If more than $f k$ edges are added, we show a dilation bound on $t$. In particular, Lemma 15 states that if there is an edge $a_{i}$ satisfying $d_{G_{i-1}}\left(a_{i}\right)>t \cdot d_{M}\left(a_{i}\right)$ for all $1 \leq i \leq f k+1$, then we have the dilation bound $t \leq g t^{*}$. We will specify the parameters $f, g \geq 1$ at a later point in this section.

Our approach is to construct an auxilliary graph $H$, which we will also refer to as the girth graph. Define the vertices of $H$ to be $V(H)=\left\{v_{1}, \ldots, v_{2 k}\right\}$. Each vertex in $V(H)$ corresponds to an endpoint of an edge in the optimal set of $k$ edges $S^{*}$. In particular, let $S^{*}=\left\{s_{1}, \ldots, s_{k}\right\}$, and let $v_{2 i-1}, v_{2 i} \in V(H)$ correspond to the endpoints of $s_{i}$. Define the
edges of $H$ to be $E(H)=\left\{e_{1}, \ldots, e_{f k+1}\right\}$. We will describe the procedure for constructing each edge $e_{i}$.

Consider the greedy edge $a_{i}$, see Figure 6.1. Define $\delta_{G^{*}}\left(a_{i}\right)$ to be the shortest path between the endpoints of $a_{i}$ in $G^{*}$, shown in grey in Figure 6.1. Note that $\delta_{G^{*}}\left(a_{i}\right)$ denotes a path, whereas $d_{G^{*}}\left(a_{i}\right)$ denotes a length. Suppose that there are no edges in $S^{*}$ along the path $\delta_{G^{*}}\left(a_{i}\right)$, for some $1 \leq i \leq f k+1$. Then,

$$
t^{*} \cdot d_{M}\left(a_{i}\right) \geq d_{G^{*}}\left(a_{i}\right)=d_{G}\left(a_{i}\right) \geq d_{G_{i}}\left(a_{i}\right)>t \cdot d_{M}\left(a_{i}\right)
$$

so $t<t^{*} \leq g t^{*}$, which would already imply Lemma 15 .

-
$\bullet$
Figure 6.1: Left: The graph $G$ (black), the greedy edge $a_{i}$ (blue), the path $\delta_{G^{*}}\left(a_{i}\right)$ (grey), and the edges $\delta_{G^{*}}\left(a_{i}\right) \cap S^{*}$ (red). Right: The girth graph $H$ and the edge $e_{i}$ (orange).

Therefore, we can assume that $\delta_{G^{*}}\left(a_{i}\right)$ contains at least one edge in $S^{*}$, for every $i=$ $1, \ldots, f k+1$. Consider the edges $\delta_{G^{*}}\left(a_{i}\right) \cap S^{*}$, shown in red in Figure 6.1. Choose a direction for the path $\delta_{G^{*}}\left(a_{i}\right)$, sort the list of endpoints of $\delta_{G^{*}}\left(a_{i}\right) \cap S^{*}$ with respect to this direction, and let the first and last endpoints in the sorted list be $v_{j}$ and $v_{\ell}$. Another way to characterise $v_{j}$ (respectively $v_{\ell}$ ) is that $v_{j}$ is an endpoint of an edge in $\delta_{G^{*}}\left(a_{i}\right) \cap S^{*}$ so that the shortest path between $v_{j}$ and one of the endpoints of $a_{i}$ contains no edges in $S^{*}$ (respectively the other endpoint of $a_{i}$ ). Finally, we define $e_{i}$ to be the edge in $H$ connecting $v_{j}$ to $v_{\ell}$. Note that $e_{i}$ is an undirected, unweighted edge, shown in orange in Figure 6.1. This completes the construction of $H$.

In Figure 6.2, we provide a more complete example of a graph $G$ and its girth graph $H$. The optimal set of $k=4$ edges is $S^{*}=\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$, which is shown in red. The five greedy edges $\left\{a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right\}$ are shown in blue. The first and last endpoints of $\delta_{G^{*}}\left(a_{1}\right) \cap S^{*}$ are $v_{1}$ and $v_{3}$, so $e_{1}=v_{1} v_{3}$. Similarly, $e_{2}=v_{3} v_{5}, e_{3}=v_{5} v_{7}, e_{4}=v_{1} v_{7}$ and $e_{5}=v_{5} v_{6}$.

Next, define $J$ to be the shortest cycle in $H$, and define $I=\left\{j: e_{j} \in J\right\}$. Recall that the girth of a graph is the length of its shortest cycle. Therefore, the girth of $H$ is $|J|=|I|$.

We use a classical result in graph theory to set the parameters $f$ and $g$.
Lemma 11. A graph with $n$ vertices and at least $n^{1+1 / r}$ edges has girth at most $2 r$.
Proof. The lemma is a classical result [24]. The survey on graph spanners by Ahmed et al. provides a self-contained proof, see Proposition 2.3 in [7].

With Lemma 11 in mind, we set $f=2 \sqrt[r]{2} k^{1 / r}$ and $g=2 r$, where $r \geq 1$. Then, the graph $H$ has $2 k$ vertices, $(2 k)^{1+1 / r}+1$ edges, and therefore $H$ has girth $|I| \leq g=2 r$.

Having defined the girth graph $H$, the indices $I$, and the parameters $f$ and $g$, the next step is to prove Lemmas 12,13 and 14 . The three lemmas will be combined to prove our


Figure 6.2: Left: The graph $G$ (black), the optimal edges $s_{1}, \ldots, s_{4}$ (red), and the greedy edges $a_{1}, \ldots, a_{5}$ (blue). Right: The girth graph $H$ has edges $e_{1}, \ldots, e_{5}$ (orange) and a girth of 4 .
main lemma, Lemma 15 , which states that $t \leq g t^{*}$. We start with Lemma 12 , in which we construct a path.

Lemma 12. Let $i=\max I$. There is a path in $H$ between the endpoints of $a_{i}$ using only edges in

$$
\left\{G \cap \delta_{G^{*}}\left(a_{j}\right): j \in I\right\} \cup\left\{a_{j}: j \in I \backslash\{i\}\right\}
$$

Proof. Recall that $J=\left\{e_{j}: j \in I\right\}$ is a cycle in $H$. After removing the edge $e_{i}$, there is still a path in $J \subseteq H$ between the endpoints of $e_{i}$. Let the vertices along this path be $w_{1}, \ldots, w_{m}$, where $e_{i}=w_{1} w_{m}$, and $w_{\ell} w_{\ell+1} \in J$ for all $\ell=1, \ldots, k-1$. In Figure 6.3, the path $w_{1}, \ldots, w_{m}$ is shown in orange. Let the endpoints of $a_{i}$ be $a_{i}(0)$ and $a_{i}(1)$. Our approach is to use the path $w_{1}, \ldots, w_{m} \subset H$ to construct a path between $a_{i}(0)$ and $a_{i}(1)$ that only uses edges in $\left\{G \cap \delta_{G^{*}}\left(a_{j}\right): j \in I\right\} \cup\left\{a_{j}: j \in I \backslash\{i\}\right\}$.


Figure 6.3: Left: The graph $G$ (black), the greedy edge $a_{i}$ (blue), the path $\delta_{G^{*}}\left(a_{i}\right)$ (grey), and the edges $\delta_{G^{*}}\left(a_{i}\right) \cap S^{*}$ (red). Right: The girth graph $H$, the cycle $J$ (orange), and edge $e_{i}$ (dashed).

First, we consider the edge $e_{i}=w_{1} w_{m}$. Recall from the definition of $V(H)$ that $w_{1}$ and $w_{m}$ are endpoints of edges in the optimal set $S^{*}$. Moreover, from the definition of
$e_{i} \in E(H)$, we know that $w_{1}$ and $w_{m}$ are the first and last endpoints of $S^{*}$ along the path $\delta_{G^{*}}\left(a_{i}\right)$. The path $\delta_{G^{*}}\left(a_{i}\right)$ is shown in grey in Figure 6.3. The endpoints of $\delta_{G^{*}}\left(a_{i}\right)$ are $a_{i}(0)$ and $a_{i}(1)$. Therefore, the subpath of $\delta_{G^{*}}\left(a_{i}\right)$ between $a_{i}(0)$ and $w_{1}$ only uses edges in $G$ and no edges in $S^{*}=G^{*} \backslash G$. Therefore, the subpath only uses edges in $G \cap \delta_{G^{*}}\left(a_{i}\right)$. The subpath from $a_{i}(0)$ to $w_{1}$ is shown in black in Figure 6.3. Similarly, there is a path between $w_{m}$ and $a_{i}(1)$ using only edges in $G \cap \delta_{G^{*}}\left(a_{i}\right)$.

Next, we consider the edge $e_{j}=w_{\ell} w_{\ell+1}$, where $1 \leq \ell \leq k-1, j \in I$ and $j<i$. Let the endpoints of $a_{j}$ be $a_{j}(0)$ and $a_{j}(1)$. From the definition of $e_{j}=w_{\ell} w_{\ell+1}$, there is a subpath of $\delta_{G^{*}}\left(a_{j}\right)$ between $w_{\ell}$ and $a_{j}(0)$ that only uses edges in $G \cap \delta_{G^{*}}\left(a_{j}\right)$. Similarly, there is subpath of $\delta_{G^{*}}\left(a_{j}\right)$ between $a_{j}(1)$ and $w_{\ell+1}$ that only uses edges in $G \cap \delta_{G^{*}}\left(a_{j}\right)$. Therefore, there is a path between $w_{\ell}$ and $w_{\ell+1}$ that uses only edges in $\left\{G \cap \delta_{G^{*}}\left(a_{j}\right)\right\} \cup a_{j}$.

See Figure 6.4 for an example. Consider the edge $e_{1}=w_{1} w_{2}$. There is a path between $w_{1}$ and $w_{2}$ that only uses edges in $\left\{G \cap \delta_{G^{*}}\left(a_{j}\right)\right\}$, which are black edges, and the blue edge $a_{1}$. Similarly arguments apply for $e_{2}=w_{2} w_{3}$ and $e_{3}=w_{3} w_{4}$.


Figure 6.4: The path $w_{1}, w_{2}, w_{3}, w_{4}$ is shown on the right. There is a path between $a_{4}(0)$ and $a_{4}(1)$ only using the blue edges $a_{1}, a_{2}, a_{3}$ and black edges in $\delta_{G^{*}}\left(a_{1}\right), \delta_{G^{*}}\left(a_{2}\right), \delta_{G^{*}}\left(a_{3}\right)$ or $\delta_{G^{*}}\left(a_{4}\right)$.

The final step is to put it all together. There is a path between $a_{i}(0)$ and $w_{1}$ that only uses edges in $G \cap \delta_{G^{*}}\left(a_{i}\right)$. For $\ell=1, \ldots, k-1$, there is a path between $w_{\ell}$ and $w_{\ell+1}$ that only uses edges in $\left\{G \cap \delta_{G^{*}}\left(a_{j}\right)\right\} \cup a_{j}$, where $j \in I \backslash\{i\}$. There is a path between $w_{m}$ and $a_{i}(1)$ that only uses edges in $G \cap \delta_{G^{*}}\left(a_{i}\right)$. Therefore, there is a path between $a_{i}(0)$ and $a_{i}(1)$ that only uses edges in $\left\{G \cap \delta_{G^{*}}\left(a_{j}\right): j \in I\right\} \cup\left\{a_{j}: j \in I \backslash\{i\}\right\}$, as required.

In Lemma 13, we show a lower bound on the length of the path in Lemma 12.
Lemma 13. The length of the path in Lemma 12 is at least $t \cdot d_{M}\left(a_{i}\right)$.
Proof. From Definition 10, we have $d_{G_{i-1}}\left(a_{i}\right)>t \cdot d_{M}\left(a_{i}\right)$. Therefore, any path in $G_{i-1}$ between the endpoints of $a_{i}$ has length at least $t \cdot d_{M}\left(a_{i}\right)$. It suffices to show that the path is in $G_{i-1}$. By Lemma 12, all of the edges in the path are in $\left\{G \cap \delta_{G^{*}}\left(a_{j}\right): j \in I\right\}$ or $\left\{a_{j}: j \in I \backslash\{i\}\right\}$. But $\left\{G \cap \delta_{G^{*}}\left(a_{j}\right): j \in I\right\} \subseteq G \subseteq G_{i-1}$ and $\left\{a_{j}: j \in I \backslash\{i\}\right\} \subseteq G_{i-1}$. So the path is in $G_{i-1}$ and its length is at least $t \cdot d_{M}\left(a_{i}\right)$.

In Lemma 14, we upper bound the length of the path in Lemma 12.
Lemma 14. The length of the path in Lemma 12 is at most $|I| \cdot t^{*} \cdot d_{M}\left(a_{i}\right)$.

Proof. Given a set of edges $E$, let total $(E)$ denote the total sum of edge lengths in $E$. Recall that the path in Lemma 12 only uses edges in $\left\{G \cap \delta_{G^{*}}\left(a_{j}\right): j \in I\right\} \cup\left\{a_{j}: j \in I \backslash\{i\}\right\}$. A naïve approach to prove the lemma is to bound $\operatorname{total}\left(\left\{\delta_{G^{*}}\left(a_{j}\right): j \in I\right\} \cup\left\{a_{j}: j \in I \backslash\{i\}\right\}\right)$. Note that $G$ is removed from the first set of braces. We have

$$
\begin{aligned}
\operatorname{total}\left(\left\{\delta_{G^{*}}\left(a_{j}\right): j \in I\right\}\right) & \leq \sum_{j \in I} t^{*} \cdot d_{M}\left(a_{j}\right) \leq|I| \cdot t^{*} \cdot d_{M}\left(a_{i}\right) \\
\operatorname{total}\left(\left\{a_{j}: j \in I \backslash\{i\}\right\}\right) & =\sum_{j \in I \backslash\{i\}} d_{M}\left(a_{j}\right) \leq(|I|-1) \cdot d_{M}\left(a_{i}\right)
\end{aligned}
$$

Therefore, the total length of the path is at most $\left(|I| \cdot t^{*}+|I|-1\right) \cdot d_{M}\left(a_{i}\right)<|I| \cdot\left(t^{*}+1\right) \cdot d_{M}\left(a_{i}\right)$. Since $\left(t^{*}+1\right) \leq 2 t^{*}$, we have proven Lemma 14 up to a factor of 2 . This analysis would already yield an $(f, 2 g)$-bicriteira approximation. However, to shave off the factor of 2 and obtain a tight analysis, we need a more sophisticated argument.

We strengthen our upper bound by re-introducing $G$ back into the first set of braces, in other words, by bounding $\operatorname{total}\left(\left\{G \cap \delta_{G^{*}}\left(a_{j}\right)\right\}\right)$. Since $G=G^{*} \backslash S^{*}$, we write

$$
\operatorname{total}\left(\left\{G \cap \delta_{G^{*}}\left(a_{j}\right)\right\}\right)=\operatorname{total}\left(\left\{\delta_{G^{*}}\left(a_{j}\right)\right\}\right)-\operatorname{total}\left(\left\{S^{*} \cap \delta_{G^{*}}\left(a_{j}\right)\right\}\right)
$$

We have two cases, depending on the size of $\operatorname{total}\left(\left\{S^{*} \cap \delta_{G^{*}}\left(a_{j}\right)\right\}\right)$.
Case 1. $\operatorname{total}\left(\left\{S^{*} \cap \delta_{G^{*}}\left(a_{j}\right)\right\}\right) \geq\left(1-\frac{1}{|I|}\right) \cdot d_{M}\left(a_{j}\right)$ for all $j \in I$. Then,

$$
\begin{aligned}
t \cdot d_{M}\left(a_{i}\right) & \leq \operatorname{total}\left(\left\{G \cap \delta_{G^{*}}\left(a_{j}\right): j \in I\right\}\right)+\operatorname{total}\left(\left\{a_{j}: j \in I \backslash\{i\}\right\}\right) \\
& =\operatorname{total}\left(\left\{\delta_{G^{*}}\left(a_{j}\right): j \in I\right\}\right)-\operatorname{total}\left(\left\{S^{*} \cap \delta_{G^{*}}\left(a_{j}\right): j \in I\right\}\right)+\sum_{j \in I \backslash\{i\}} d_{M}\left(a_{j}\right) \\
& \leq \sum_{j \in I} t^{*} \cdot d_{M}\left(a_{j}\right)-\sum_{j \in I}\left(1-\frac{1}{|I|}\right) \cdot d_{M}\left(a_{j}\right)+\sum_{j \in I \backslash\{i\}} d_{M}\left(a_{j}\right) \\
& =\sum_{j \in I} t^{*} \cdot d_{M}\left(a_{j}\right)-\left(1-\frac{1}{|I|}\right) \cdot d_{M}\left(a_{i}\right)+\sum_{j \in I \backslash\{i\}} \frac{1}{|I|} \cdot d_{M}\left(a_{j}\right) \\
& \leq|I| \cdot t^{*} \cdot d_{M}\left(a_{i}\right)-\left(1-\frac{1}{|I|}\right) \cdot d_{M}\left(a_{i}\right)+\left(\frac{|I|-1}{|I|}\right) \cdot d_{M}\left(a_{i}\right) \\
& =|I| \cdot t^{*} \cdot d_{M}\left(a_{i}\right),
\end{aligned}
$$

where the first line uses Lemma 12 and 13, the second line uses $G=G^{*} \backslash S^{*}$, the third line uses the assumption from the case distinction, and the final three lines simplify the expression. Therefore, $t \leq L \leq|I| \cdot t^{*}=g t^{*}$, where $L$ is the length of the path in Lemma 12.

Case 2. $\operatorname{total}\left(\left\{S^{*} \cap \delta_{G^{*}}\left(a_{j}\right)\right\}\right)<\left(1-\frac{1}{|I|}\right) \cdot d_{M}\left(a_{j}\right)$ for some $j \in I$. Then for every $s \in$ $\left\{S^{*} \cap \delta_{G^{*}}\left(a_{j}\right)\right\}$, it holds that $d_{M}(s)<d_{M}\left(a_{i}\right)$. Therefore, $d_{G_{j-1}}(s) \leq t \cdot d_{M}(s)$, since $a_{j}$ is the shortest edge in $G_{j-1}$ satisfying $d_{G_{j-1}}\left(a_{j}\right)>t \cdot d_{M}\left(a_{j}\right)$. Let the endpoints of $a_{j}$ be $a_{j}(0)$ and $a_{j}(1)$. Let the edges of $\left.\delta_{G^{*}}\left(a_{j}\right)\right) \cap S^{*}$ be $s_{1}, \ldots, s_{m}$, and let the endpoints of $s_{i}$ be $w_{2 i-1}$ and $w_{2 i}$. Assume without loss of generality that the endpoints $w_{1}, \ldots, w_{2 m}$ are in sorted
order along the path $\delta_{G^{*}}\left(a_{j}\right)$. Then,

$$
\begin{aligned}
& d_{G_{j-1}}\left(a_{j}\right) \leq d_{G_{j-1}}\left(a_{j}(0), w_{1}\right)+\sum_{i=1}^{m} d_{G_{j-1}}\left(w_{2 i-1}, w_{2 i}\right)+\sum_{i=1}^{m-1} d_{G_{j-1}}\left(w_{2 i}, w_{2 i+1}\right) \\
& \quad+d_{G_{j-1}}\left(w_{2 m}, a_{j}(1)\right) \\
&= d_{G_{j-1}}\left(a_{j}(0), w_{1}\right)+\sum_{i=1}^{m} d_{G_{j-1}}\left(s_{i}\right)+\sum_{i=1}^{m-1} d_{G_{j-1}}\left(w_{2 i}, w_{2 i+1}\right) \\
& \quad+d_{G_{j-1}}\left(w_{2 m}, a_{j}(1)\right) \\
& \leq d_{G_{j-1}}\left(a_{j}(0), w_{1}\right)+\sum_{i=1}^{m-1} d_{G_{j-1}}\left(w_{2 i}, w_{2 i+1}\right)+d_{G_{j-1}}\left(w_{2 m}, a_{j}(1)\right) \\
& \quad+\sum_{i=1}^{m} t \cdot d_{M}\left(s_{i}\right) \\
& \leq d_{G}\left(a_{j}(0), w_{1}\right)+\sum_{i=1}^{m-1} d_{G}\left(w_{2 i}, w_{2 i+1}\right)+d_{G}\left(w_{2 m}, a_{j}(1)\right) \\
& \quad \quad+\sum_{i=1}^{m} t \cdot d_{M}\left(s_{i}\right) \\
&= d_{G^{*}}\left(a_{j}(0), w_{1}\right)+\sum_{i=1}^{m-1} d_{G^{*}}\left(w_{2 i}, w_{2 i+1}\right)+d_{G^{*}}\left(w_{2 m}, a_{j}(1)\right) \\
& \quad \quad+\sum_{i=1}^{m} t \cdot d_{M}\left(s_{i}\right) \\
&= d_{G^{*}}\left(a_{j}\right)+\sum_{i=1}^{m} t \cdot d_{M}\left(s_{i}\right)
\end{aligned}
$$

where the first line uses the triangle inequality, the second line uses $s_{i}=w_{2 i-1} w_{2 i}$, the third line uses $d_{G_{j-1}}(s) \leq t \cdot d_{M}(s)$, the fourth line uses $G \subset G_{i-1}$, the fifth line uses that all the subpaths no longer use edges in $S^{*}$, and the sixth line uses that all edges are a subset of the edges in $\delta_{G}^{*}\left(a_{j}\right)$. Therefore,

$$
\begin{aligned}
t \cdot d_{M}\left(a_{j}\right)<d_{G_{j-1}}\left(a_{j}\right) & \leq d_{G^{*}}\left(a_{j}\right)+\sum_{i=1}^{m} t \cdot d_{M}\left(s_{i}\right) \\
& =t^{*} \cdot d_{M}\left(a_{j}\right)+t \cdot \operatorname{total}\left(\left\{S^{*} \cap \delta_{G^{*}}\left(a_{j}\right)\right\}\right) \\
& =t^{*} \cdot d_{M}\left(a_{j}\right)+t \cdot\left(1-\frac{1}{|I|}\right) \cdot d_{M}\left(a_{j}\right)
\end{aligned}
$$

Simplifying, we get $t<t^{*}+t-\frac{t}{|I|}$, which implies $t<|I| \cdot t^{*}=g t^{*}$.
Lemma 15 summarises the previous three lemmas.
Lemma 15. If $a_{j}$ exists for all $j=1, \ldots, f k+1$, then $t \leq g t^{*}$.
Finally, we use Lemma 15 to prove Theorem 6 . The idea is to combine the sparsity bound in the case where the greedy construction halts after adding at most $f k$ edges, with the dilation bound $t \leq g t^{*}$ in the case where the greedy construction halts after adding at least $f k+1$ edges.

Theorem 6. For all $r \geq 1$, there is an $(f,(1+\delta) g)$-bicriteria approximation for Problem 5 that runs in $O\left(n^{3}\left(\log n+\log \frac{1}{\delta}\right)\right)$ time, where

$$
f=2 \sqrt[r]{2} k^{1 / r} \quad \text { and } \quad g=2 r .
$$

Proof. First, we describe the decision algorithm. Given any $t \in \mathbb{R}$, the decision algorithm is to construct the greedy $t$-spanner as described in Definition 10. If at most $f k$ edges are added, then we continue searching over dilation values that are less than $t$. If at least $f k+1$ edges are added, then we continue searching over dilation values that are greater than $t$.

Second, we perform a binary search to obtain an $(f,(1+\delta) g)$-bicriteria approximation for Problem 5. Given a set of vertices, Gudmundsson and Wong [108] show how to (implicitly) binary search a set of $O\left(n^{4}\right)$ critical values, so that the dilation of any graph with those
vertices will be within a factor of $O(n)$ of one of the critical values. We refine the search to a multiplicative $(1+\delta)$-grid. As a result, we obtain a $t \in \mathbb{R}$ where a greedy $t$-spanner adds at least $f k+1$ edges, but a greedy $(1+\delta) t$-spanner adds at most $f k$ edges. By Lemma 15 , we have $t \leq g t^{*}$, so $(1+\delta) t \leq(1+\delta) g t^{*}$. The greedy $(1+\delta) t$-spanner adds at most $f k$ edges to the graph and its dilation is at most $(1+\delta) g t^{*}$, so we have an $(f,(1+\delta) g)$-bicriteriaapproximation.

Third, we analyse the running time. The running time of the decision algorithm is $O\left(n^{3}\right)$ [108]. We perform the binary search by first calling the decider $O(\log n)$ times on the critical values, and an additional $O\left(\log \frac{1}{\delta}\right)$ times on the multiplicative $(1+\delta)$-grid.

### 6.4 Greedy analysis is tight

In this section, we will prove Theorem 7. We restate the theorem for convenience.
Theorem 7. For all $r \geq 1$, assuming the Erdös girth conjecture, there is a graph class for which the algorithm in Theorem 6 returns an $(f, g)$-bicriteria approximation, where

$$
f=\Omega\left(k^{1 / r}\right) \quad \text { and } \quad g=2 r+1
$$

Recall that the Erdős girth conjecture [79] states that, for all positive integers $n$ and $r$, there exists a graph $H$ with $n$ vertices, $m=\Omega\left(n^{1+1 / r}\right)$ edges, and girth $2 r+2$. Recall that the girth of a graph is the length of its shortest cycle. Note that Theorem 7 does not contradict Theorem 6 , as the constant in $\Omega\left(k^{1 / r}\right)$ is less than $2 \sqrt[r]{2}$. One would need to resolve the Erdős girth conjecture to determine the precise constant.

We summarise our approach. We construct a graph $G$ so that its girth graph is $H$. Using the properties of the girth graph, we show that the greedy spanner gives an $(f, g)$ bicriteria approximation where $f=\Omega\left(k^{1 / r}\right)$ and $g=(1+\delta)(2 r+1)$. Our result shows that constructing the girth graph is essentially the "correct" way to analyse the greedy spanner, up to constant factors, since lower bounds on the girth of $H$ directly translates to lower bounds on the dilation factor of the greedy algorithm for Problem 5.

We divide our proof of Theorem 7 into six parts. First, we define the underlying metric space $M$. Second, we define the graph $G$. Third, we define our Problem 5 instance. Fourth, we upper bound $t^{*}$ in our Problem 5 instance. Fifth, we show that if $t \leq g t^{*}$ in our Problem 5 instance, then the greedy $t$-spanner adds at least $f k+1$ edges to $G$. Sixth, we analyse the algorithm in Theorem 6.

Part 1. We define the underlying metric space $M$. Assume that the vertices of the girth graph $H$ are $V(H)=\left\{w_{1}, \ldots, w_{n}\right\}$ and its edges are $E(H)=\left\{e_{1}, \ldots, e_{m}\right\}$, where $m=$ $\Omega\left(n^{1+1 / r}\right)$. The vertices of $M$ are $V(M)=\left\{u_{i, j}: 1 \leq i \leq n, 0 \leq j \leq m\right\}$. For an example of the vertices $u_{i, j}$ where $1 \leq i \leq 4$, and $0 \leq j \leq 5$, see Figure 6.5.

The metric is a graph metric, where distances are shortest path distances in the graph $M=$ $(V(M), E(M))$. It remains to construct the edges $E(M)$. We divide the edges $E(M)$ into three subsets: $M_{1}, M_{2}$ and $M_{3}$. Choose $\varepsilon=1 / 4 \mathrm{rn}$. Refer to Figure 6.5.

- (Black) Define $M_{1}=\left\{u_{i, 0} u_{i, j}: 1 \leq i \leq n, 1 \leq j \leq m\right\}$. Each edge in $M_{1}$ has length 1.
- (Red) Define $M_{2}=\left\{u_{i, 0} u_{i+1,0}: 1 \leq i \leq n-1\right\}$. Each edge in $M_{2}$ has length $2 \varepsilon$.
- (Blue) Define $M_{3}=\left\{u_{a, j} u_{b, j}: e_{j}=\left(w_{a}, w_{b}\right), 1 \leq j \leq m\right\}$. Each edge in $M_{3}$ has length $\varepsilon$.


Figure 6.5: The girth graph $H$ (orange), the vertices $u_{i, j} \in V(M)$ (black), the edges $M_{1}$ with length 1 (grey), the edges $M_{2}$ with length $2 \varepsilon$ (red), and the edges $M_{3}$ with length $\varepsilon$ (blue).

This completes the definition of the metric $M$.
Part 2. We define the graph $G$. Let $V(G)=V(M)$, and set $E(G)=M_{1}$. In Figure 6.5, the graph $G$ only uses the black edges.

Part 3. We define our Problem 5 instance. Let $M$ be the metric in part $1, G$ be the graph in part $2, k=n-1$ and $f=(m-1) /(n-1)$. We will prove that the dilation parameter is at least $g=2 r+1$.

Part 4. We upper bound $t^{*}$ in our Problem 5 instance. Define $S^{*}=M_{2}$ and define $G^{*}=$ $G \cup S^{*}$. Since $\left|M_{2}\right|=n-1$, the dilation of $G^{*}$ is at least $t^{*}$, so $d_{G^{*}}\left(u_{i, 0}, u_{j, 0}\right)=2 \varepsilon \cdot|i-j|$. If $(i, a) \neq(j, b)$, then $d_{G^{*}}\left(u_{i, a}, u_{j, b}\right)=2 \varepsilon \cdot|i-j|+2$. Thus, the diameter of $G^{*}$ is at most $2 \varepsilon n+2$. The metric distance between any pair of points in $G^{*}$ is at least $\varepsilon$. Therefore, the dilation of $G^{\prime}$ is at most $(2 n \varepsilon+2) / \varepsilon$, so $t^{*} \leq 2 n+2 / \varepsilon$.

Part 5. We show that if $t \leq g t^{*}$ in our Problem 5 instance, then the greedy $t$-spanner adds at least $f k+1$ edges to $G$. We prove by induction that the first $f k+1$ edges added by the greedy $t$-spanner are all edges from $M_{3}$. The base case of $i=0$ is trivially true. Assume the inductive hypothesis that the first $i$ edges are from $M_{3}$, where $0 \leq i \leq f k$. Consider the graph $G_{i}$, and an edge $e \in M_{3}$ not currently in $G_{i}$. Then $d_{M}(e)=\varepsilon$. Let $e=u_{a, j} u_{b, j}$, where $a \neq b$. Next, we compute $d_{G_{i}}(e)$ by considering the shortest path between $u_{a, j}$ and $u_{b, j}$ in $G_{i}$. If there is no shortest path, then $d_{G_{i}}(e)=\infty$, and by Definition 10 , the greedy $t$-spanner would add either $e$ or another edge with length $\varepsilon$ to $G_{i}$ to obtain $G_{i+1}$. Otherwise, the shortest path must use edges in $M_{3}$, since the edges in $M_{1}$ alone cannot connect $u_{a, j}$ to $u_{b, j}$, since $a \neq b$. Let the edges of $M_{3}$ along the shortest path from $u_{a, j}$ to $u_{b, j}$, in order, be $\left\{\left(u_{a_{1}, j_{1}}, u_{b_{1}, j_{1}}\right), \ldots,\left(u_{a_{d}, j_{d}}, u_{b_{d}, j_{d}}\right)\right\}$ for some $1 \leq d \leq m-1$. Note for all $1 \leq c \leq d$, each of the vertices $u_{a_{c}, j_{c}}, u_{b_{c}, j_{c}} \in V(G)$ are distinct, since no edges in $M_{3}$ share an endpoint. Consider the path from $u_{a, j}$ to $u_{a_{1}, j_{1}}$. All edges along this path are in $M_{1}$,
and there are at least two edges, since $j \neq 0$ and $j_{1} \neq 0$. Therefore, $d_{G_{i}}\left(u_{a, j}, u_{a_{1}, j_{1}}\right) \geq 2$, and $a=a_{1}$. Applying the same argument between $u_{b_{d}, j_{d}}$ and $u_{b, j}$, we get $d_{G_{i}}\left(u_{b_{d}, j_{d}}, u_{b, j}\right) \geq$ 2. Applying the same argument between $u_{b_{c}, j_{c}}$ and $u_{a_{c+1}, j_{c+1}}$ for all $1 \leq c \leq d-1$, we get $d_{G_{i}}\left(u_{b_{c}, j_{c}}, u_{a_{c+1}, j_{c+1}}\right) \geq 2$. Summing this all together, the length of the shortest path from $u_{a, j}$ to $u_{b, j}$ is at least $2(d+1)+2 d \varepsilon$. Next, we show $d \geq 2 r+1$. Since there is an edge $u_{a, j} u_{b, j}$ in $M_{3}$, there is an edge between $w_{a}$ and $w_{b}$ in $H$. Since there is an edge $u_{a_{c}, j_{c}} u_{b_{c}, j_{c}}$ in $M_{3}$, there is an edge between $w_{a_{c}}$ and $w_{b_{c}}$ in $H$. But there is a path from $u_{a, j}$ to $u_{a_{1}, j_{1}}$ using edges only in $M_{1}$, so $a=a_{1}$. Similarly, $b_{1}=a_{2}, \ldots, b_{d-1}=a_{d}$, $b_{d}=b$. So there is a cycle $w_{a_{1}}, w_{a_{2}}, \ldots, w_{a_{d}}, w_{b_{d}}$ of length $d+1$ in the graph $H$. But the girth of $H$ is $2 r+2$, so $d \geq 2 r+1$, as claimed. The length of the shortest path from $u_{a, j}$ to $u_{b, j}$ is at least $2(d+1)+2 d \varepsilon$, which is at least $2(2 r+2)+2(2 r+1) \varepsilon$. But now,

$$
\begin{aligned}
d_{G_{i}}\left(u_{a, j}, u_{b, j}\right) & \geq 2(2 r+2)+2(2 r+1) \varepsilon \\
& \geq(2 r+1) \cdot \varepsilon \cdot\left(2 / \varepsilon+\frac{1}{2 r+1} \cdot(2 / \varepsilon)+2\right) \\
& >g \cdot d_{M}\left(u_{a, j}, u_{b, j}\right) \cdot(2 / \varepsilon+2 n) \\
& =g t^{*} \cdot d_{M}\left(u_{a, j}, u_{b, j}\right) \\
& \geq t \cdot d_{M}\left(u_{a, j}, u_{b, j}\right) .
\end{aligned}
$$

Therefore, $d_{G_{i}}\left(u_{a, j}, u_{b, j}\right)>t \cdot d_{M}\left(u_{a, j}, u_{b, j}\right)$, so by Definition 10 , the greedy $t$-spanner would add either $u_{a, j} u_{b, j}$ or another edge in $M_{3}$ to $G_{i}$ to obtain $G_{i+1}$. This completes the induction, so the first $f k+1$ edges added by the greedy $t$-spanner are all edges from $M_{3}$. As a consequence, $t \leq g t^{*}$ implies that the greedy $t$-spanner adds at least $f k+1$ edges to $G$, completing the proof.

Part 6. We analyse the algorithm in Theorem 6. If at most $f k$ edges are added, then we continue searching for dilation values less than $t$, whereas if at least $f k+1$ edges are added, then we continue searching for dilation values greater than $t$. Therefore, for all $t \leq g t^{*}$, the algorithm in Theorem 6 would continue searching for values greater than $t$. The dilation value returned by the algorithm is at least $g t^{*}$. So Theorem 6 returns an $(f,(1+\delta) g)$ bicriteria approximation, where $f=m-1 / n-1=\Omega\left(k^{1 / r}\right)$, and $g=2 r+1$, as required.

Finally, putting all six parts together, we obtain Theorem 7.

### 6.5 Set cover reduction

In this section, we will prove Theorem 8. We restate the theorem for convenience.
Theorem 8. For all $\varepsilon>0$, it is $N P$-hard to obtain an $(f, g)$-bicriteria approximation for Problem 5, where

$$
f=\operatorname{poly}(k) \quad \text { and } \quad g=2-\varepsilon
$$

We reduce from set cover. Our set cover instance consists of $m$ elements $E=\left\{e_{1}, \ldots, e_{m}\right\}$ and $L$ sets $S=\left\{S_{1}, \ldots, S_{L}\right\}$, where $S_{\ell} \subseteq E$ for all $1 \leq \ell \leq L$. Dinur and Steurer [66] state that, for every constant $\alpha>0$, there exists a constant $k$ for which it is NP-hard to decide whether $(i)$ there exists a cover consisting of $k$ sets, or (ii) any cover consists of more than $k(1-\alpha) \log n$ sets. Here, $n$ denotes the complexity of the set cover input. Note that $n=O(m L)$ since $\sum_{\ell=1}^{L}\left|S_{\ell}\right| \leq m L$.

We summarise our approach. We show that every set cover instance can be reduced to a Problem 5 instance. If there is an $(f, g)$-bicriteria approximation for Problem 5 that can be
computed in polynomial time, where $f=(1-\alpha) \log n$ and $g=2-\varepsilon$, then one would be able to approximate set cover to within a factor of $(1-\alpha) \log n$ in polynomial time, contradicting the result of [66].

We divide our proof of Theorem 8 into six parts. First, we define the underlying metric space $M$. Second, we define the graph $G$. Third, we define our Problem 5 instance. Fourth, we upper bound the dilation, assuming the set cover instance is a YES-instance. Fifth, we lower bound the dilation, assuming the set cover instance is a NO-instance. Sixth, we show that it is NP-hard to obtain an $(f, g)$-bicriteria approximation.

Part 1. We define the underlying metric space $M$. For each element $e_{i}$ where $1 \leq i \leq m$, construct $2 k+2$ vertices $U_{i}=\left\{u_{i, 1}, u_{i, 1}^{\prime}, \ldots, u_{i, k+1}, u_{i, k+1}^{\prime}\right\}$. For each set $S_{\ell}$ where $1 \leq \ell \leq L$, construct three vertices $V_{\ell}=\left\{v_{\ell}, v_{\ell}^{\prime}, w_{\ell}\right\}$. For an example of the vertices $u_{i, j}, u_{i, j}^{\prime}, v_{\ell}, v_{\ell}^{\prime}, w_{\ell}$ where $1 \leq i \leq 3,1 \leq j \leq 2$, and $1 \leq \ell \leq 2$, see Figure 6.6. Define the vertices $V(M)=$ $U_{1} \cup \ldots U_{m} \cup V_{1} \cup \ldots V_{L}$.


Figure 6.6: The graph metric $M$ for a set cover instance where $k=1, S_{1}=\left\{e_{1}\right\}$ and $S_{2}=$ $\left\{e_{2}, e_{3}\right\}$. The edges $M_{1} \cup M_{2}$ are shown in grey, and have length 1. The edges $M_{3} \cup M_{4}$ are shown in pink, and have length $2 / \varepsilon$. The edges $M_{5} \cup M_{6}$ are shown in orange, and have length $2 / \varepsilon$.

The metric distances between any pair of vertices in $V(M)$ is the shortest path between them in the weighted graph $M=(V(M), E(M))$. We divide the edges $E(M)$ into six subsets: $M_{1}, \ldots, M_{6}$. Refer to Figure 6.6.

- (Grey) Define $M_{1}=\left\{u_{i, j} u_{i, j}^{\prime}: 1 \leq i \leq m, 1 \leq j \leq k+1\right\}$. Each edge in $M_{1}$ has length 1.
- (Grey) Define $M_{2}=\left\{v_{\ell} v_{\ell}^{\prime}: 1 \leq \ell \leq L\right\}$. Each edge in $M_{2}$ has length 1 .
- (Pink) Define $M_{3}=\left\{u_{i, j} v_{\ell}: e_{i} \in S_{\ell}, 1 \leq j \leq k+1\right\}$. Each edge in $M_{3}$ has length $2 / \varepsilon$.
- (Pink) Define $M_{4}=\left\{u_{i, j}^{\prime} v_{\ell}^{\prime}: e_{i} \in S_{\ell}, 1 \leq j \leq k+1\right\}$. Each edge in $M_{4}$ has length $2 / \varepsilon$.
- (Orange) Define $M_{5}=\left\{v_{\ell} w_{\ell}: 1 \leq \ell \leq L\right\}$. Each edge in $M_{5}$ has length $2 / \varepsilon$.
- (Orange) Define $M_{6}=\left\{v_{\ell}^{\prime} w_{\ell}: 1 \leq \ell \leq L\right\}$. Each edge in $M_{6}$ has length $2 / \varepsilon$.

This completes the definition of the metric $M$.
Part 2. We define the graph $G$. Define the vertices of $G$ to be $V(G)=V(M)$. Define the edges of $G$ to be $E(G)=M_{3} \cup M_{4} \cup M_{5} \cup M_{6}$. This completes the definition of $G$. In Figure 6.6, the graph $G$ uses only the pink and orange edges.

Part 3. We define our Problem 5 instance. The metric space $M$, graph $G$, and parameter $k$ are defined as above. We will show that if the set cover instance is a YES-instance, then there are $k$ edges that one can add to the graph so the resulting dilation is $t^{*} \leq 4 / \varepsilon+1$. We will show that if the set cover instance is a NO-instance, then there are no $f k$ edges that one can add to the graph so that the resulting dilation is at most $g t^{*}$, where $f=(1-\alpha) \log n$ and $g=2-\varepsilon$. This completes the definition of the Problem 5 instance.

Part 4. We show $t^{*} \leq 4 / \varepsilon+1$, assuming the set cover instance is a YES-instance. In particular, there exists $k$ sets $\left\{S_{\ell_{1}}, \ldots, S_{\ell_{k}}\right\}$ in $S$ that covers $E$. Define $S^{*}=\left\{v_{\ell_{1}} v_{\ell_{1}}^{\prime}, \ldots, v_{\ell_{k}} v_{\ell_{k}}^{\prime}\right\}$, and define $G^{*}=G \cup S^{*}$. For all graph metrics $M$, the maximum dilation is obtained between a pair of points where the shortest path in $M$ between them only uses a single edge in $E(M)$. This is because, if the shortest path has multiple edges in $E(M)$, then the dilation between the endpoints of one of those edges would be at least as large. Therefore, it suffices to consider the dilation between the endpoints of the edges in $M_{1}, \ldots, M_{6}$. However, the dilation between the endpoints of edges in $M_{3}, \ldots, M_{6}$ is 1 . Therefore, it suffices to consider endpoints of edges in $M_{1}$ and $M_{2}$. For $M_{2}$,

$$
d_{G^{*}}\left(v_{\ell}, v_{\ell}^{\prime}\right) \leq d_{G^{*}}\left(v_{\ell}, w_{\ell}\right)+d_{G^{*}}\left(w_{\ell}, v_{\ell}^{\prime}\right) \leq 4 / \varepsilon
$$

For $M_{1}$, recall that $\left\{S_{\ell_{1}}, \ldots, S_{\ell_{k}}\right\}$ covers $E$. So, for each $u_{i, j} u_{i, j}^{\prime} \in M_{1}$ there exists an $\ell$ satisfying $u_{i, j} v_{\ell} \in M_{3}, v_{\ell} v_{\ell}^{\prime} \in S^{*}$, and $v_{\ell}^{\prime} u_{i, j}^{\prime} \in M_{4}$. Therefore,

$$
d_{G^{*}}\left(u_{i, j}, u_{i, j}^{\prime}\right) \leq d_{G^{*}}\left(u_{i, j}, v_{\ell}\right)+d_{G^{*}}\left(v_{\ell}, v_{\ell}^{\prime}\right)+d_{G^{*}}\left(v_{\ell}^{\prime}, u_{i, j}^{\prime}\right) \leq 4 / \varepsilon+1
$$

Hence, the dilation of $G^{*}$ is at most $4 / \varepsilon+1$, completing the proof that $t^{*} \leq 4 / \varepsilon+1$.
Part 5. We show that there are no $f k$ edges that one can add to $G$ to obtain a dilation of at most $g t^{*}$, assuming the set cover instance is a NO-instance. Recall that $f=(1-\alpha) \log n$ and $g=2-\varepsilon$. Suppose for the sake of contradiction that there exists $f k$ edges so that the final dilation is at most $g t^{*}=(2-\varepsilon)(4 / \varepsilon+1)<8 / \varepsilon$. Let the set of $f k$ edges be $F$. Suppose that one of the edges in $F$ is from the set $M_{1}$. Let the edge be $u_{i, j} u_{i, j}^{\prime} \in F \cap M_{1}$. For all $e_{i} \in E$ there exists an $S_{\ell}$ so that $e_{i} \in S_{\ell}$. We exchange the edge $u_{i, j} u_{i, j}^{\prime}$ with $v_{\ell} v_{\ell}^{\prime}$. We show that this exchange does not affect the property that the final dilation is at most $g t^{*}<8 / \varepsilon$. Similarly to in part 4 , it suffices to consider pairs of points that are endpoints of $M_{1} \cup M_{2}$. For $M_{2}$, any path between $v_{p}$ and $v_{p}^{\prime}$ that uses the edge $u_{i, j} u_{i, j}^{\prime}$ must pass through $v_{\ell}$ and $v_{\ell}^{\prime}$, so exchanging the edge $u_{i, j} u_{i, j}^{\prime}$ with $v_{\ell} v_{\ell}^{\prime}$ decreases the shortest path distance between all $v_{p} v_{p}^{\prime} \in M_{2}$. For $M_{1}$, any path from $u_{p, q}$ to $u_{p, q}^{\prime}$ that uses the edge $u_{i, j} u_{i, j}^{\prime}$ has length at least $8 / \varepsilon+1$, so it cannot be the shortest path between $u_{p, q} u_{p, q}^{\prime} \in M_{1}$. Therefore, after performing exchanges for all $u_{i, j} u_{i, j}^{\prime} \in F \cap M_{1}$, we can assume that $F \subseteq M_{2}$. Since $|F|=k(1-\alpha) \log n$ and the set cover instance is a NO-instance, the set $F$ cannot be a set cover for the elements $e_{i} \in E$. Therefore, there exists an $i$ so that $v_{\ell} v_{\ell}^{\prime} \notin F$ for all $S_{\ell}$ where $e_{i} \in S_{\ell}$. For all $v_{\ell} v_{\ell}^{\prime} \notin F$, we have $d_{G \cup F}\left(v_{\ell}, v_{\ell}^{\prime}\right) \geq d_{G \cup F}\left(v_{\ell}, w_{\ell}\right)+d_{G \cup F}\left(w_{\ell}, v_{\ell}^{\prime}\right)=4 / \varepsilon$. Therefore,

$$
d_{G \cup F}\left(u_{i, j}, u_{i, j}^{\prime}\right) \geq \max _{\ell: e_{i} \in S_{\ell}}\left(d_{G \cup F}\left(u_{i, j}, v_{\ell}\right)+d_{G \cup F}\left(v_{\ell}, v_{\ell}^{\prime}\right)+d_{G \cup F}\left(v_{\ell}^{\prime}, u_{i, j}^{\prime}\right)\right) \geq 8 / \varepsilon
$$

contradicting the fact that the final dilation is at most $g t^{*}$. This completes the proof that there are no $f k$ edges that one can add to $G$ to obtain a dilation of at most $g t^{*}$, assuming the set cover instance is a NO-instance.

Part 6. We show that it is NP-hard to obtain an $(f, g)$-bicriteria approximation. If there is an $(f, g)$-bicriteria approximation for Problem 5 , one would be able to decide whether $(i)$ there exists a set of $k$ edges to add to $G$ to obtain a dilation of $t^{*}$, or (ii) there are no $f k$ edges that one can add to $G$ to obtain a dilation of at most $g t^{*}$. Therefore, one would be able to decide whether the set cover instance is a YES-instance or a NO-instance. Since set cover is NP-hard, it follows that an $(f, g)$-bicriteria approximation is NP-hard, where $f=$ $(1-\alpha) \log n$ and $g=2-\varepsilon$. In our reduction, the size of the graph is proportional to the size of the set cover instance, so $|G|=\Omega(n)$.

Finally, putting all six parts together, we obtain Lemma 16.
Lemma 16. For all $\alpha>0, \varepsilon>0$, it is $N P$-hard to obtain an $(f, g)$-bicriteria approximation for Problem 5, where

$$
f=(1-\alpha) \log |G| \quad \text { and } \quad g=2-\varepsilon .
$$

In the set cover instance of [66], $k$ is a constant, so $h(k)=o(\log n)$ for all functions $h$.
Corollary 17. For all functions $h$, it is $N P$-hard to obtain an $(f, g)$-bicriteria approximation for Problem 5, where

$$
f=h(k) \quad \text { and } \quad g=2-\varepsilon
$$

Setting $h(k)=\operatorname{poly}(k)$ in Corollary 17 gives us Theorem 8.

### 6.6 Conclusion

We provide bicriteria approximation algorithms for the problem of adding $k$ edges to a graph to minimise its dilation. Our main result is a $\left(2 \sqrt[r]{2} k^{1 / r}, 2 r\right)$-bicriteria approximation for all $r \geq 1$, that runs in $O\left(n^{3} \log n\right)$ time. Our analysis is tight and it is NP-hard to obtain a (poly $(k), 2-\varepsilon)$-bicriteria approximation for any $\varepsilon>0$. We provide a simple $\left(2 k^{2} \log n, 1\right)$ bicriteria approximation.

We conclude with directions for future work. Problem 1 remains open. In particular, Obstacle 2 asks: is there an $\varepsilon>0$ for which there is an $O\left(n^{1-\varepsilon}\right)$-approximation algorithm for the minimum dilation spanning tree problem? The linear approximation factor of Problem 3 cannot be improved unless Obstacle 4 is resolved. Another way to circumvent Obstacle 4 is to consider Problem 3 in the special case of an unweighted graph metric. Finally, Problem 5 offers several directions for future work. Can one obtain a trade-off between sparsity and dilation that is better than the greedy $t$-spanner construction? What is the sparsity-dilation trade-off when $1<f<2$ ? Can the lightness of the greedy $t$-spanner be bounded in Problem 5? Can the approximation factor or the running time of Theorem 9 be improved?
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