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A B S T R A C T

The aim of the present research was to establish a case study for the prediction of the unknown EDZ (Excavation
Damaged Zone) distribution using a numerical analysis calibrated by replicating the trends in the EDZ observed
from one of the representative underground research fields in Japan (Horonobe URL). In this study, a 2D nu-
merical analysis using a damage model, which can determine rock deformation and fracturing simultaneously, is
presented. It was calibrated to reproduce the excavation of the gallery at the Horonobe URL at a depth of 350 m.
Simulated results show an excellent agreement with the extent of the measured EDZ and capture the failure modes
of EDZ fractures suggested by the in-situ observations. Finally, the calibrated numerical analysis was used to
realistically estimate the EDZ formation for the geological disposal of high-level radioactive waste (HLW) under
the same environment as that of the above-mentioned galley at the Horonobe URL. Consequently, it was shown
that the tensile/shear hybrid fractures dominantly constituted the EDZ and propagated to a maximum extent of
about 0.3 m from the cavity wall during the cavity excavation for the HLW disposal. Overall, the calibrated
numerical analysis and resulting estimations, targeted for the environment at the depth of 350 m at the Horonobe
URL, where mudstone is located, should be useful for predicting the trends in the EDZ distribution expected in the
implementation of HLW disposal projects under deep geological conditions, such as those that exist in Japan,
which are dominated by sedimentary rocks, including mudstone.

1. Introduction

To ensure the performance of geological disposal facilities for high-
level radioactive waste (HLW), the spatial distribution of the hydraulic
and mechanical properties within a rock mass, which plays the important
role of a natural barrier, should be evaluated (Japan Nuclear Cycle
Development Institute, 2000). To achieve this, it is essential to
adequately predict the distribution of the Excavation Damaged Zone
(EDZ), which is formed by the initiation and propagation of multiple
fractures during the excavation of a disposal cavity for radioactive waste.
This is because such a zone is expected to cause an increase in perme-
ability and a decrease in the stiffness and strength of the rock mass sur-
rounding the excavated cavity (Kelsall et al., 1984; Japan Nuclear Cycle
Development Institute, 2000; Souley et al., 2001; Tsang et al., 2005;
Zhang, 2016; Aoyagi and Ishii, 2018). In particular, in order to predict
the detailed distribution of the unknown EDZ, a numerical simulation
should be an effective method.

In order to achieve the most reliable prediction of the unknown EDZ

distribution, it is necessary to apply a calibrated analysis model (e.g.
finite element model) when implementing projects for the geological
disposal of HLW under specific underground conditions, by reproducing
the trends in the EDZ observed in pre-in-situ tests conducted under the
same or similar underground conditions. In view of this, it would be
beneficial to gather and present examples from around the world of the
implementation of EDZ predictions with model calibrations by targeting
some well-known representative underground conditions that have been
intensively studied.

Within this context, a number of attempts have been made to
numerically reproduce the characteristics of the EDZ in in-situ excavation
tests conducted at several underground research laboratories (URLs)
(e.g., Hajiabdolmajid et al., 2002; Jia et al., 2012; Li and Liu, 2013; Li and
Tang, 2015; Giger et al., 2015; Vlachopoulos and Vazaios, 2018; Aoyagi
and Ishii, 2018). On the other hand, one of the URLs, where only very
limited attempts have been made to simulate the distribution of the EDZ
by a numerical analysis, is the Horonobe URL in Japan. Several in-situ
excavation tests have been conducted at this site along with
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observations of the EDZ under the deep geological environment
composed of mudstone. Since crystalline and sedimentary rocks account
for a large proportion of the deep underground geological environment
in Japan, abundant data on the physical and chemical properties of these
representative rock types have been collected from URLs by the Japan
Atomic Energy Agency (JAEA) (e.g., Saegusa et al., 2007; Ota et al.,
2007). Specifically, research works, such as in-situ and laboratory ex-
periments on crystalline rock (granite), have been conducted at the
Mizunami URL in Gifu Prefecture, Japan, and on sedimentary rock
(mudstone) at the Horonobe URL in Hokkaido, Japan. Thus, the
advancement of the numerical analysis, by simulating the experimental
works at these two URLs, is of great importance for the success of projects
for the geological disposal of HLW in Japan. From this perspective, it is
necessary to address the lack of numerical studies with respect to the EDZ
generated in the mudstone at the Horonobe URL.

To date, the only numerical study that has attempted to simulate the
observed EDZ in the Horonobe URL is that by Aoyagi and Ishii (2018). In
their study, the simulated results roughly capture the extent of the actual
EDZ detected by in-situ tests, but they do not represent the heterogeneous
distributions of the generated fractures that form the EDZ, which may be
important for reasonably describing the inhomogeneous
damage-induced hydraulic and mechanical behavior within the exca-
vated rock mass. On the other hand, in Ogata et al. (2020), the authors
performed an excavation analysis, under the subsurface conditions
assumed for the Horonobe area of Hokkaido, by employing a continuous
damage model that can represent the heterogeneous fracture generation
based on the approach proposed by Tang (1997) and Zhu and Tang
(2004). However, this excavation analysis was not calibrated through a
comparison with the results of in-situ excavation tests in the Horonobe
area (e.g., Horonobe URL), and thus, would need to be further improved
in order to capture the actual characteristics of the EDZ as realistically as
possible. For example, in our excavation analysis (Ogata et al., 2020), the
total stress components are used in the failure criteria to determine the
crack initiation, although there is a suggestion that the effective stress
components, considering the pore pressure under the assumption of
undrained conditions, should be used in the failure criteria. This is
because tension-induced fracturing may occur in a very short time during
the gallery excavation (Blümling et al., 2007). In addition, not only in our
excavation analysis (Ogata et al., 2020), but also in most numerical an-
alyses dealing with rock fracture generation (e.g., Li et al., 2013; Li and
Tang, 2015; Jia et al., 2012; Wang et al., 2016; Marschall et al., 2017;
Vlachopoulos and Vazaios, 2018), rock deformation and fracture gener-
ation, which do in fact affect each other in parallel, are not solved
simultaneously and do not affect each other within a single computa-
tional step (e.g., a time step, a loading step, a sub-loading step, etc.). This
conventional approach may lead to many deviations from the actual
mechanical responses of the rocks due to the occurrence of time lags with
respect to the interaction between rock deformation and fracture gen-
eration. In the numerical analyses mentioned above, for which the tight
coupling between rock deformation and fracture generation is not solved,
the process for determining the nucleation and growth of fractures is
performed separately after the completion of the stress/deformation
analysis (i.e., mechanical equilibrium analysis). Then, the updated in-
formation on the fractures is reflected in the stress/deformation analysis
at the next computational step, not within the current computational
step. In other words, the effect of the nucleation and growth of fractures
on the deformation is reflected across the computational steps.

The aim of the present study is to establish a case study for the nu-
merical prediction of the unknown EDZ distribution, due to the rock
fracturing process, using an analysis model calibrated by reproducing the
characteristics of the EDZ, observed at one of the representative under-
ground research fields in Japan (Horonobe URL), in order to contribute
to safety assessments of the natural barrier in the implementation of
projects for the geological disposal of HLW in Japan.

In this study, a 2D numerical analysis is presented. It is based on the
finite element method (FEM) with the continuous damage model, which

includes the fully coupled computation of rock deformation and fracture
generation and considers the pore pressure effect. Then, it is applied to a
numerical analysis of the excavation of the gallery of the Horonobe URL
at a depth of 350 m (Aoyagi and Ishii, 2018), and calibrated to follow the
observed results from in-situ tests for the characteristics of the EDZ dis-
tribution in the mudstone (e.g., the extent of the EDZ and the failure
modes of the generated fractures). Finally, the calibrated analysis model
is used as a case study to predict the unknown EDZ distribution in the
geological disposal of HLW under the same geological environment as
that of the above-mentioned Horonobe URL gallery excavation.

2. Governing equations

The numerical analysis in this work, which is capable of describing
the distributions of stress/deformation, and the fracture generation
within rock masses, is implemented with the FEM engine of COMSOL
MULTIPHYSICS (COMSOL, 2021). The characteristic feature of the pro-
posed numerical analysis lies in its ability to clarify both rock deforma-
tion and fracturing simultaneously in the calculation of the mechanical
balance for accurately tracking the transition of the mechanical responses
during the ongoing EDZ expansion within a rock mass. Basically, both the
fracture generation law induced by stress or strain (e.g., failure criteria
and law of damage evolution) and the constitutive law (stress-strain
relation), including the influence of fracturing (e.g., damage model), can
be written down in terms of displacement as an unknown variable.
Therefore, substituting the equations for the fracture generation law and
constitutive law into the mechanical equilibrium equation yields the
governing equation with displacement as the only unknown variable. By
solving this governing equation, based on the FEM in the proposed nu-
merical analysis, both fracturing and deformation are naturally solved
simultaneously and affect each other in parallel within the current
simulation step (i.e., full coupling). On the other hand, in most of the
previous numerical studies that have discussed the generation of rock
fractures (e.g., Li et al., 2013; Li and Tang, 2015; Jia et al., 2012; Wang
et al., 2016; Marschall et al., 2017; Vlachopoulos and Vazaios, 2018),
fracturing and deformation were not reported to influence each other
within a single computational step (e.g., a time step, a loading step, a
sub-loading step, etc.). Specifically, in the above numerical studies,
“after” the mechanical equilibrium analysis has been fully completed,
judgement of the cracking for each finite element is implemented from
the already computed stress/strain values. Then, the updated failure
condition is reflected in the mechanical equilibrium analysis at the “next”
computational step, not at the “current” computational step.

In the following, the governing equations solved by the numerical
analysis are introduced.

(a) Mechanical equilibrium

In the present study, assuming the plane strain condition, the distri-
butions of stress/deformation within the rock are described by solving
the quasi-static equilibrium equation and the constitutive relation be-
tween stress and strain, taking account of the damage evolution and pore
pressure, as follows:

r � σþ b¼ 0 and ε ¼ 1
2

�ruþðruÞT�; (1)

σ¼ð1�DÞC : εþ αBpI; (2)

where σ [Pa] is the stress tensor, b [Pa m�1] is the body force, C [Pa] is
the elasticity tensor, ε [�] is the strain tensor, u [m] is the displacement
vector, p [Pa] is the pore pressure, ε [�] is the strain tensor, D[-] is the
scalar damage variable that varies from 0 to Dcri (¼ 0.98) and represents
the degree of damage to the target media, αB [�] is the Biot-Willis co-
efficient, and I [-] is the identity tensor. D is 0 when damage does not
occur and Dcri when complete damage occurs. It should be noted that
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when D reaches 1.0, the damaged elasticity tensor (1-D) C is zero, which
would cause instability in finite element analysis. Thus, to prevent this,
the damage limit Dcri is set slightly less than 1.0. In this study,
compressive stress is set to be positive, while tensile stress is set to be
negative.

(b) Damage evolution

The fracture generation process within a rock mass is calculated by
utilizing an isotropic damage model, assuming continuum media that do
not represent the explicit fracture, by inserting discontinuous surfaces
into the computational domain, etc. In this damage model, assuming that
microscopic ~ mesoscopic cracking occurs isotropically within each
finite element, to the extent that it satisfies the failure criteria, the ma-
terial stiffness of the elements is degraded according to the degree of
damage due to cracking expressed by the damage variable D. In other
words, a damaged element for which the failure criteria (D > 0) have
been satisfied, is a cracked element, while a completely damaged element
(D ¼ Dcri) is a fully cracked element. As is commonly used in numerical
analyses employing the above-mentioned isotropic damage model (e.g.,
Zhu and Tang, 2004; Li and Tang, 2015), the areas where cracked ele-
ments are coalescing represent the approximate fracture zones. In this
work, damage induced by tension and shear is determined based on the
failure criteria, considering the maximum tensile stress criterion and the
Mohr-Coulomb failure criterion addressed in Tang (1997), Zhu and Tang
(2004), and Li and Tang (2015), and expressed by

(
Ft ¼ κmax

t � ft0
Fs ¼ κmax

s � fc0
(3)

κt¼ �σ3 (4)

κs¼ σ1 � 1þ sin θ
1� sin θ

σ3 (5)

where Ft and Fs are the two damage threshold functions for tensile
damage and shear damage, respectively, κmax

t and κmax
s are the maximum

values of κt and κs, respectively, from the beginning of the numerical
analysis to the current computational step, κt and κs are variables for
storing the driving forces of the tension damage and shear damage,
respectively, σ1 [Pa] and σ3 [Pa] are the maximum and minimum prin-
cipal stresses, respectively, ft0 [Pa] and fc0 [Pa] are the uniaxial tensile
strength and uniaxial compressive strength, respectively, and θ [�] is the
internal friction angle. Based on the linear elastic law, the principal
stresses in Eqs. (4) and (5) are calculated by the principal strain and
volumetric strain, as follows:

σi ¼ E
1þ v

h
εi þ v

1� 2v
εv
i

(6)

where εi (i¼ 1, 2, 3) are the principle strains in the first, second, and third
principal stress directions, respectively, εv [�] is the volumetric strain,
and v [�] is Poisson's ratio.

According to the failure criteria of Eq. (3), damage by each failure
mode is computed with reference to Smith and Young (1955), as follows:

8>>>>>><
>>>>>>:

Dt ¼ Ds ¼ 0 Ft < 0 and Fs < 0

Dt ¼ 1� exp
�
1� κmax

t

ηft0

�
Ft � 0

Ds ¼ 1� exp
�
1� κmax

s

ηfc0

�
Fs � 0

(7)

where Dt [�] is the tension-induced damage, Ds [�] is the shear-induced
damage, and η [�] is the residual strength constant. It should be noted
that the maximum values for the driving components of tension damage
and shear damage are used for the failure criteria and damage evolution

law (Eqs. (3) and (7)). This is because the recovery of the degrees of
damage due to unloading, etc., is not considered in this study. Thus,
damage variable D is expressed by considering both tensile damage and
shear damage in the same way as it is in Fukuda et al. (2019), as

D ¼ min
�
Dcri;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

t þ D2
s

q �
(8)

It should be noted that, in the numerical analysis of the current work,
Eq. (1) is solved by substituting Eqs. (2) and (8) with only the displace-
ment as the unknown variable. This means monotonically full coupling
computation with respect to rock deformation and rock fracturing within
a target media.

(c) Heterogeneity of mechanical properties

When considering the heterogeneity of a rock mass, the local me-
chanical properties within the rock mass (i.e., mechanical properties of
all the individual finite elements in the calculation domains), are defined
in the current study by statistical dispersion based on the Weibull dis-
tribution (Weibull, 1951). Among the mechanical properties, the elastic
modulus, uniaxial tensile strength, and uniaxial compressive strength are
set by the following probability density function (Tang, 1997; Zhu and
Tang, 2004):

f ðξÞ¼m
ξs

�
ξ

ξs

�m�1

exp
�
�
�
ξ

ξs

�m�
; (9)

where ξ is the mechanical parameter of each finite element in the
calculation domain, such as the strength and elastic modulus (i.e., ξ¼ E0,
f t0, and f c0), ξs is the characteristic value for the distribution of the
mechanical parameters, ξ (i.e., ξs ¼ E0s，ft0s ，and fc0s ), and m [�] is the
homogeneity index for the material properties which describe the shape
of the distribution function. To obtain the spatial distributions of the
values for the mechanical parameters according to the Weibull statistical
function, a set of random numbers ψ in the range 0–1.0 is created and
assigned to each finite element. Then, the mechanical parameter ξi of
each finite element can be defined, as follows:

ξi ¼ ξs ln
�

1
1� ψ i

�1
m

(10)

3. Calibration of numerical analysis

Among the excavation works within the horizontal gallery at a depth
of 350 m in the Horonobe URL (Fig. 1), the excavation in Niche No. 3
(Fig. 2), presented in Aoyagi and Ishii (2018), was selected for the cali-
bration of the proposed numerical analysis. In this calibration, the con-
sistency between the simulated results and the fundamental
characteristics of the EDZ in the mudstone formation (extent of the EDZ
and failure mode of generated fractures) observed from the in-situ tests,
is examined.

3.1. Set up of simulation

The cross section of Niche No. 3 (horseshoe-shaped niche), which has
a width of 4.0 m (i.e., niche diameter d is 4.0 m), a height of 3.2 m, and a
length of 25 m, is shown in Fig. 3. This niche is mainly supported by 200-
mm-thick shotcrete, 2.0-m-long rockbolts, and steel arch ribs. During the
excavation, the support structures were installed every 1.0 m with the
progression of the excavation face for the first 5.0-m section from the
entrance of the niche, and thereafter, every 1.5 m for the last 5.0-m
section to the end of the niche. No rockbolts were inserted in the last
10-m section of the niche.

The model geometry and boundary conditions, simulating the above-
introduced in-situ excavation by the 2D numerical analysis, are shown in
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Fig. 4. With respect to the size of the numerical domain, by referring to
the literature that includes the desirable domain setting of the FEM for
tunnel excavations (Tamura and Adachi, 2002; Tomita et al., 2010), the
distances from the wall of the niche to the upper and lower edges within
the numerical domain were set to be roughly equivalent to 5 d (upper:
22.8 m and lower: 23.8 m), respectively, while the distance to the lateral
edges was set to be roughly equivalent to 10 d (40.3 m). The numerical
domain was discretized into 502800 rectangular elements. In the
10-m-square area around the niche where it is expected that all possible
fracture generation areas can be adequately covered, the mesh size was
set to be much finer than in other areas in order to reasonably reduce the
computational costs (Fig. 5). Notably, in general, due to the nature of the
continuous damage model with spatially heterogeneous mechanical
properties used in this study, the smaller the mesh size becomes, the
closer the fractured zones can be drawn to the actual localized hetero-
geneous distribution. Unfortunately, trial FEM calculations for this
excavation analysis revealed that setting a mesh size smaller than about
0.02 m for a 10-m-square area around the cavity would require an
enormous amount of computation time. Based on these findings, the
average mesh size of the 10-m-square area around the niche was set to
approximately 0.02 m. Setting up a smaller size mesh (e.g., <0.01 m)
would require massively parallel computations, which is an issue for the
future. In addition, the average mesh size of the area outside of the 10-m
square around the niche was set to about 0.8 m.

Since the pore pressure at 350 m depth prior to the excavation of was
ca. 3.5 MPa based on pore pressure measurement in the boreholes.

In terms of the initial stress conditions, the minimum principal stress
(σx ¼ 5.49 MPa) and vertical stress (σz ¼ 5.61 MPa) at 350 m depth on
the target site, were estimated on the bases of the hydraulic fracturing
tests conducted in the boreholes around the Horonobe URL drilled prior
to the excavation (surface-based investigation) and in the 350 m gallery
(Aoyagi et al., 2013). Besides, based on pore pressure measurement in the
boreholes, the pore pressure at 350 m depth prior to the excavation was
ca. 3.5 MPa and is clearly proportional to depth. Notably, in this analysis,
the initial stress components except at 350mwas given assuming that the
initial stress is also proportional to depth as is the pore water pressure.
Specifically, the minimum principal stress σx and vertical stress σz for
applying to top and side boundaries of numerical domain, were calcu-
lated by the following equations referring to measured stress values at
350 m depth.

σx ¼K0ρtgz (11)

σz ¼ ρtgz (12)

where ρt is the nominal density obtained so that Eq. (12) equals the
measured value of 5.61 MPa at 350 m depth, K0 is the lateral pressure
coefficient calculated from the ratio of minimum principal stress (5.49

Fig. 1. Layout of Horonobe URL (after Aoyagi and Ishii (2018)).

Fig. 2. Layout of gallery at depth of 350 m (after Aoyagi and Ishii (2018)).

Fig. 3. Vertical cross section (after Aoyagi and Ishii (2018)).

Fig. 4. Description of numerical analysis for simulating excavation of Niche
No. 3.
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MPa) and vertical stress (5.61 MPa) measured at 350 m depth, and z is
the depth. In addition, body force due to gravity was also applied
dependent on the nominal density ρt . The distribution of the pore pres-
sure within the numerical domain was obtained by conducting a steady
state seepage analysis with the hydraulic gradient of 1/1000 (Japan
Nuclear Cycle Development Institute, 2005) before performing the
excavation analysis. In this seepage analysis, the initial pore pressure was
set to a depth-dependent hydrostatic pressure distribution, and the total
water heads at the left and right boundaries of the numerical domain
were set to 375 m and 375 þ 0.001 � 85 m, respectively to simulate
hydraulic gradient of 1/1000.

In the implementation of the excavation analysis, firstly, the internal
outward radial stress applied to the boundary of the niche to replace the
in-situ stress components (i.e., equivalent excavation stress) was ob-
tained from by a self-weight analysis and then released monotonically
0.1% per step. In addition, based on the actual excavation process, which
was the same as that in Aoyagi and Ishii (2018), the current analysis
assumed the excavation at the representative section within the area
where support structures, excluding the rockbolts, were installed with
every 1.5-m advancement of the excavation face. Thus, only the instal-
lation of the 200-mm-thick shotcrete and steel arch ribs, shown in Fig. 4,
was considered in the analysis. According to a previous report by Mor-
ioka et al. (2008), the 1.5-m advancement of the excavation face corre-
sponds to a stress release rate of approximately 78% for the case of d ¼
4.0 m; and thus, the aforementioned support structures were installed at
the end of analysis step 780 (stress release rate of 78%), and then 100%
of the equivalent excavation stress was released. Solid elements and
beam elements were used for the shotcrete and steel arch ribs, respec-
tively (Aoyagi and Ishii, 2018). It should be noted that, in order to ensure
the convergence of the computation, the fracture initiation and propa-
gation were determined separately after the stress/deformation analysis
in only one stage of the final completion of the excavation immediately
after the installation of the supporting structures, while they were
determined simultaneously in all other stages of the excavation.

Furthermore, this excavation analysis assumed a short excavation
period in a rock mass, and pore pressure dissipation during the excava-
tion was not taken into account. Therefore, in the setting where the
undrained condition was assumed at the boundary of the niche, a me-
chanical calculation alone was performed instead of a coupled
mechanical-seepage calculation, and the effective stresses were calcu-
lated using the initial pore pressure.

The parameters for the target rock used in the analysis are listed in
Table 1. It should be noted that, among these parameters, the calibrated
parameters are the residual strength constant η (see Eq. (7)), the char-
acteristic values for the distributions of the uniaxial tensile strength and

uniaxial compressive strength by the Weibull distribution (ft0s and fc0s , see
Eq. (9)), and the homogeneity index m of the Weibull distribution (see
Eq. (9)). All the other parameters in Table 1 are set to have values that
were measured in previous experimental studies (Aoyagi and Ishii, 2018;
Miyazawa et al., 2011). For example, in terms of the non-calibrated
mechanical parameters in this table, their values were set to have the
average values of the mechanical properties obtained from laboratory
experiments on rock cores extracted from a borehole drilled in the 350-m
gallery of the Honorobe URL (Aoyagi and Ishii, 2018). On the other hand,
for the parameters that required calibration, the appropriate values were
identified after referring to the literature (Zhu and Tang, 2004; Liu et al.,
2004; Li et al., 2013; Li and Tang, 2015) and through a trial-and-error
process, reproducing the actual EDZ characteristics adequately. For
example, the characteristic values for the distributions of uniaxial tensile
strength and uniaxial compressive strength by the Weibull distribution
(ft0 sand ft0 s) were calibrated to be slightly larger than the aforemen-
tioned average values (Aoyagi and Ishii, 2018). This is because the pre-
vious studies (Zhu and Tang, 2004; Li et al., 2013; Li and Tang, 2015)
confirmed that, in order to reproduce the actual durability of rocks, it is
necessary to set the characteristic values of the uniaxial tensile strength
and uniaxial compressive strength at higher values than the experimental
ones when performing the mechanical calculation, including fracture
generation, by incorporating the heterogeneity of the rocks. In addition,
homogeneity indexmwas set to be 4.0 based on previous works (Zhu and
Tang, 2004; Liu et al., 2004), which suggested the appropriate range ofm
(1.2–5.0) for realistically capturing the fracturing behavior of rocks.
Regarding the mechanical properties of the shotcrete and steel arch ribs,
the values in Table 2 were set uniformly within the relevant area based
on the standard specifications of concrete materials (JapanSociety of
Civil Engineers, 2002) and those of the steel arch ribs from the Japanese
Chronological Scientific Tables (National Astronomical Observatory,
2005).

3.2. Comparison with characteristics of EDZ obtained from in-situ tests

Different snapshots of the distribution of damage variable D around
the niche during the excavation are depicted in Fig. 6. The figure shows
that fracture zones (i.e., areas where damaged elements coalesce) had

Fig. 5. Enlarged view of finite elements in the niche and surrounding area.

Table 1
Parameters for rock used in simulation.

Parameter Value

Residual strength constant [�] η 0.2* (Calibrated)
Homogeneity index of material properties [�]
m

4.0 (Zhu and Tang, 2004; Liu et al.,
2004)

Characteristic value of elastic modulus [GPa]
E0 s

1.82 (Aoyagi and Ishii, 2018)

Characteristic value of uniaxial tensile
strength [MPa] ft0 s

1.83 (Aoyagi and Ishii, 2018) �
2.5* (Calibrated)

Characteristic value of uniaxial compressive
strength [MPa] fc0 s

15.4 (Aoyagi and Ishii, 2018) �
2.5* (Calibrated)

Internal friction angle [�] θ 24.5 (Aoyagi et al., 2015)
Poisson's ratio [�] v 0.17 (Aoyagi and Ishii, 2018)
Biot-Willis coefficient [�] αB 0.92 (Miyazawa et al., 2011)

*The values are determined by calibration.

Table 2
Parameters for shotcrete and steel arch ribs used in simulation.

Parameter Shotcrete Steel arch rib

Elastic modulus [GPa] 20 a 210 b

Poisson's ratio [�] 0.2 a 0.3 b

Cross-sectional area [m2] 0.92 a 4.72 � 10�3 b

Moment inertia [m4] – 2.0 � 10�5 b

Density [kg m�3] 3150 a
–

a Values determined by the JapanSociety of Civil Engineers (2002)
b Values determined by the National Astronomical Observatory (2005)
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already developed around the niche prior to the installation of the sup-
port structures (i.e., after 78% of the equivalent excavation stress had
been released), and that after the installation of the structure supports,
the distribution of fracture zones became somewhat denser around the
unsupported floor area of the niche.

At the end of the excavation analysis, the extent of the EDZ, was
examined. In the in-situ excavation, the fractures distribution on sidewall
and below the floor of Niche No. 3 using BTV surveys of boreholes, and
the dense fracture zone was observed up to 0.6 m for the sidewalls and
1.6 m below the floor as the region of the EDZ (Aoyagi and Ishii, 2018).
Details on the above-mentioned in-situ observations can be found in the
literature (Aoyagi and Ishii, 2018). In the current excavation analysis
using the continuous damage model, the dense fracture zone can be
approximated as the region where many damaged elements (i.e., cracked
elements) coalesce. Thus, as the maximum extent of the simulated EDZ,
maximum extent of the area where the damaged elements are continu-
ously connected from the cavity boundary was extracted. As a result, the
maximum extent of simulated EDZ is approximately 0.68 m for the
sidewall, and 1.65 m below the floor (see Fig. 7). Since this result is very
close to the in-situ observations described above, it can be confirmed that
the applied numerical analysis is adequately calibrated to capture the
actual trend in the EDZ expansion at the target site. It is noted that the
numerical analysis in the present study more accurately reproduced the
actual area of the EDZ compared to the extent of the EDZ (the sidewall:
0.9 m and below the floor: 1.3 m) obtained by the only previous study
(Aoyagi and Ishii, 2018) that attempted to numerically reproduce the
EDZ generated in the same excavation test as the target of this chapter.

Furthermore, the trend in failure modes for the EDZ was also

investigated, as shown in Fig. 8. This figure depicts the failure modes of
the distributed damaged zones around the niche at the end of the exca-
vation analysis. It is apparent from the figure that, although the hybrid
damaged region induced by both tension and shear is the most dominant,
a number of damaged elements induced by tension only can also be
observed and more frequently than those induced by shear only around
the niche. This tendency ought to be harmonious with the suggestion
from the in-situ observations using the rock cores from boreholes that the
hybrid and tensile fractures constitute the EDZ (Aoyagi and Ishii, 2018).
In addition, regarding the direction of the fracture growth, it can be seen
that most of the fracture zones form parallel to the niche wall. This should
be attributed to the predominant tensile deformation between the niche
wall and the surrounding area due to the displacements in the direction
of the decreasing internal space of the niche, as shown in Fig. 9.

Moreover, in order to further investigate the process of the EDZ
development in greater detail, the changes in the total area of the
damaged zone (D > 0) within the numerical domain, along with the
progress of the excavation, are shown in Fig. 10. The figure shows the
behavior whereby the total damaged zone developed rapidly after the
stress release rate reached about 74%, and eventually increased to about

Fig. 6. Simulated evolution of damaged zone at stress release rates of 70%, 77%, 78%, and 100% during excavation of Niche No. 3.

Fig. 7. Extent of simulated EDZ around Niche No. 3 at end of excava-
tion analysis.

Fig. 8. Distributions of damage modes around Niche No. 3 at end of excava-
tion analysis.
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5.2 m2.

4. Numerical simulations for EDZ development expected in
geological disposal of HLW

Through the simulation in Chapter 3, it was confirmed that a cali-
brated numerical analysis, including the rock fracturing process, can
successfully address the actual trends in the EDZ generated in the sili-
ceous mudstone formation examined in one of the representative and
important underground research sites in Japan (i.e., the Horonobe URL).
In this chapter, a calibrated numerical analysis is used to predict the
distribution of the EDZ generation during the excavation of a cavity when
implementing the geological disposal of HLW in the same geological
environment as in Chapter 3.

The model geometry and boundary conditions used in this analysis
are shown in Fig. 11. While most parts of the setting and the imple-
mentation of the analysis are the same as in Chapter 3, changes have been
made with respect to the excavated cross section and the installation of
the support structures. In this analysis, the horizontal storage of HLWwas
assumed as described in the scientific and technical report summarizing

the HLW disposal construction in Japan (Japan Nuclear Cycle Develop-
ment Institute, 2000). According to the report (Japan Nuclear Cycle
Development Institute, 2000), when geological disposal is conducted in
the case of horizontal storage, only shotcrete is installed as the support
structure for every 1.0-m advancement of the excavation face. The pre-
scribed diameter d of the cavity was 2.22 m and, based on the relation-
ship between the tunnel face distance and the stress release rate, reported
in Morioka et al. (2008), the 1.0-m advancement of the excavation face
corresponds to a stress release rate of approximately 76%. In the analysis,
therefore, the shotcrete was installed at the end of analysis step 760
(stress release rate of 76%), and then 100% of the equivalent excavation
stress was released. All the parameters selected for the analysis, as well as
the determined values, are given in Tables 1 and 2. The numerical
domain was discretized into 531536 rectangular elements. As well as the
numerical analysis presented in Chapter3, in the 10-m-square area
around the cavity, the average mesh size was set to about 0.02 m, much
finer than in other areas.

The simulated results for the evolving distribution of the fractures
(i.e., the evolution of the distribution of damage variable D) generated
around the cavity during the excavation are shown in Fig. 12. The figure
shows that fracture zones were generated around the periphery of the
cavity before the installation of the shotcrete, and that almost no new
fracture zones occurred at all after the introduction of the shotcrete. The
distribution of generated cracks was relatively uniform around the cav-
ity. This is because the target cross section of the tunnel is not such that
intensive deformation acts on one part of the tunnel, as seen as in Fig. 9,
under confining pressures with small anisotropy (K0 ¼ 0.98). With
respect to the damage modes of the fractures, the hybrid-type damage,
induced by both tension and shear, is the most dominant, followed by the
type of damage promoted only by tension (see Fig. 13). It should be noted
that the maximum extent of the dense fracture zone with the same
definition as described in Chapter3 at the end of the excavation analysis
was about 0.35 m from the cavity wall (see Fig. 14). In addition, to
further quantify the evolutionary behavior of the EDZ expansion, the
relation between the total area of the damaged zone within the analysis
domain and the stress release rate during the excavation process, is
depicted in Fig. 15. From the figure, it can be confirmed that after the
stress release rate of approximately 73% (i.e., about 3.0% before the
stress release rate of 76% during the shotcrete placement), the total area
of the damaged zone increased significantly and finally reached about
1.1 m2. Incidentally, the predicted total damaged area was approximately
0.28 times the area of the tunnel cross section.

5. Conclusion

The aim of the present study was to realize a realistic numerical
analysis considering the nucleation and growth of rock fractures, which

Fig. 9. Distribution of vertical displacement around Niche No. 3 at stress release
rate of 78% (Note: The amount of deformation in the figure is magnified 10
times the actual value).

Fig. 10. Variation in total area of damaged zone with stress release rate during
excavation of Niche No. 3.

Fig. 11. Description of numerical analysis for simulating excavation of cavity
within geological disposal facility of HLW.
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can accurately replicate the trends in the EDZ observed from one of the
representative and important underground research fields in Japan,
Horonobe URL, where very limited attempts have been made to simulate
the EDZ distribution. Firstly, a FEM-based numerical analysis employing
a damage model, which is capable of solving both rock deformation and
rock fracturing simultaneously, was proposed. Secondly, the proposed
analysis was applied to replicate the niche excavation in the gallery of the
Horonobe URL, at a depth of 350 m, and calibrated through comparisons
with the in-situ observations of the EDZ distribution in a mudstone for-
mation (extent of the EDZ and failure modes of the generated fractures).
From the comparisons, it was confirmed that the simulated results not
only agreed well with the measured results for the EDZ, in terms of the
extent, but were also able to capture the realistic failure modes of the
fractures constituting the EDZ suggested from the in-situ observations.
Consequently, this simulation provided the confidence that the authors
have succeeded in establishing an appropriately calibrated numerical
analysis which precisely replicates the actual trends in the EDZ generated
at the targeted site. Finally, assuming the implementation of the
geological disposal of HLW at the same site (i.e., at a depth of 350 m in

the Horonobe URL), a numerical experiment was conducted to predict
the EDZ distribution by applying a calibrated numerical analysis. The
predicted results showed that, under the geological environment
assumed in this study, the EDZ dominantly formed by the tensile-shear
hybrid fractures rapidly extended about 3.0% prior to the stress release
rate when support structures were inserted and eventually rose to

Fig. 12. Simulated evolution of damaged zone around cavity at stress release rates of 70%, 75%, 76%, and 100% during excavation within geological disposal facility
of HLW.

Fig. 13. Distributions of damage modes around cavity at end of analysis for
cavity excavation within geological disposal facility of HLW.

Fig. 14. Extent of simulated EDZ around cavity at end of analysis for cavity
excavation within geological disposal facility of HLW.

Fig. 15. Variation in total area of damaged zone with stress release rate during
cavity excavation within geological disposal facility of HLW.
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roughly 0.3 m from the cavity wall during the excavation of the disposal
cavity for the HLW. Such predicted results, using amodel that has already
been calibrated by reproducing the in-situ excavation test in the target
field, should be useful for understanding and accurately evaluating the
development process of the EDZ distribution at that field or in similar
environments, and for taking countermeasures against it.

In other words, considering that sedimentary rocks, such as the
mudstone, account for a large proportion of the deep underground
geological environment in Japan, the present case study on the Horonobe
URL, where mudstone is distributed, is an important achievement with
high versatility for investigating the performance of natural barriers in
the implementation of projects for the geological disposal of HLW in
Japan.
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