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Stochastic model predictive control (SMPC) is currently receiving increasing attention in the
control of stochastic systems because it provides a systematic way to incorporate probabilistic
descriptions of uncertainties in a stochastic optimal control problem. The major challenge of
SMPC comes from finding an optimal policy at each time instant. The goal of this thesis is to
find novel policy optimization methods for SMPC with chance constraints, which can handle
different types of problem settings, and obtain good closed-loop control effects and
computational efficiency.

Chapter 1 gives a comprehensive overview of model predictive control (MPC) and SMPC. It
then describes challenges in realizing SMPC with chance constraints.

Chapter 2 introduces preliminary knowledge of solving SMPC, which is used throughout
this thesis. The first part of this chapter introduces the basic knowledge of numerical
optimization, and the second part introduces some important features of SMPC.

Chapter 3 presents an efficient control parameterization method for linear SMPC with
chance constraints. This parameterization combines the related simplification techniques of
affine disturbance feedback to «create a simplified affine disturbance feedback
parameterization. The number of decision variables is decreased to grow linearly with respect
to the horizon length compared with quadratic growth of the original affine disturbance
feedback control law, resulting in a preferable trade-off between real-time calculation and
control performance. This parameterization is shown to be equivalent to a state feedback
control law, and the closed-loop stability of the SMPC problem can also be guaranteed under
mild assumptions. The simulation results show that the proposed control parameterization
method provides a desirable control performance with low computation cost and achieves the
expected result.

Chapter 4 presents a numerical algorithm for linear SMPC with chance constraints via
solving the Bellman equation. The proposed approach reformulates the SMPC problem in a
stochastic programming fashion. A recursive Riccati interior-point method is proposed to solve
the ensuing inequality-constrained dynamic programming. The proposed method eliminates
active sets in conventional explicit MPC and does not suffer from the curse of dimensionality
because it finds the value function and feedback policy only for a given state using the interior-
point method. Moreover, the proposed method is proven to converge globally to a stationary
solution Q-superlinearly. The numerical experiment reveals that the proposed method achieves
a less conservative performance with low computational complexity compared to existing
methods.

Chapter 5 presents an efficient numerical algorithm for output-feedback nonlinear SMPC
with chance constraints. The stochastic optimal control problem is also solved in a stochastic




dynamic programming fashion, like in Chapter 4, and the output-feedback control is performed
with the extended Kalman filter. The information state is summarized as a dynamic Gaussian
belief model. Thus, the stochastic Bellman equation is transformed into a deterministic
equation using this model. A novel constrained approximate dynamic programming algorithm
is proposed to solve the resulting constrained Bellman equation. The proposed algorithm is
proven to exhibit a Q-superlinear local convergence rate. The numerical experiment shows that
the proposed method achieves good control performance and a reasonable level of constraint
violation and is computationally efficient owing to the Riccati-type structure.

Chapter 6 presents a sample-based Bayesian reinforcement learning method for dealing with
systems of unknown models. The unknown model is learned by a Gaussian process dynamic
model in a model-based Bayesian reinforcement learning framework. The partially observable
Markov decision process is reformulated as a belief Markov decision process by the particle
filter. Using a sample-based method, the stochastic dynamic programming is transformed into
several deterministic constrained dynamic programming problems. Each deterministic problem
is solved by the algorithm proposed in Chapter 5. The chance constraint is treated by a sample-
removal algorithm. The numerical experiment shows that the proposed method can get good
control performance with a reasonable level of constraint violation. Compared with the
conventional Bayesian reinforcement learning method, the learning efficiency is significantly
improved.

Chapter 7 summarizes this thesis and discusses the directions of future work.
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