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#### Abstract

Intelligent systems are applied in a wide range of areas, and computer-aided drug design is a highly important one. One major approach to drug design is the inverse QSAR/QSPR (quantitative structure-activity and structure-property relationship), for which a method that uses both artificial neural networks (ANN) and mixed integer linear programming (MILP) has been proposed recently. This method consists of two phases: a forward prediction phase, and an inverse, inference phase. In the prediction phase, a feature function $f$ over chemical compounds is defined, whereby a chemical compound $G$ is represented as a vector $f(G)$ of descriptors. Following, for a given chemical property $\pi$, using a dataset of chemical compounds with known values for property $\pi$, a regressive prediction function $\psi$ is computed by an ANN. It is desired that $\psi(f(G))$ takes a value that is close to the true value of property $\pi$ for the compound $G$ for many of the compounds in the dataset. In the inference phase, one starts with a target value $y^{*}$ of the chemical property $\pi$, and then a chemical structure $G^{*}$ such that $\psi\left(f\left(G^{*}\right)\right)$ is within a certain tolerance level of $y^{*}$ is constructed from the solution to a specially formulated MILP. This method has been used for the case of inferring acyclic chemical compounds. With this paper, we propose a new concept on acyclic chemical graphs, called a skeleton tree, and based on it develop a new MILP formulation for inferring acyclic chemical compounds. Our computational experiments indicate that our newly proposed method significantly outperforms the existing method when the diameter of graphs is up to 8 . In a particular example where we inferred acyclic chemical compounds with 38 non-hydrogen atoms from the set $\{C, O, S\}$ times faster.
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## 1 Introduction

Computer-aided drug design is one of the most significant areas for application of recently developed methods in artificial intelligence. One particular approach that has attracted extensive studies is the inverse QSAR/QSPR (quantitative structure-activity and structure-property relationship) [16, 23]. The task of QSAR/QSPR is to compute a regression function between the structure of chemical compounds and some chemical activity and/or property of interest. The structure of chemical compounds is commonly represented in the form of undirected graphs, and the regression function is computed by using statistical machine learning methods from a set of training data of pairs of known molecular compounds and their activities/properties. The inverse QSAR/QSPR then, given such a regression function, asks to infer the structure of a chemical compound that would exhibit certain activity or property, perhaps while obeying some additional constraints. A common method to the inverse QSAR/QSPR is to formulate an optimization problem that asks to find a chemical graph
that maximizes or minimizes a particular objective function under various constraints．

Directly handling chemical graphs in statistical methods and machine learning methods poses a difficult challenge， and therefore it is common to represent chemical compounds by numerical vectors，called a set of descriptors，or a set of features．There have been several methods that have been developed for deriving graph structures that are optimal or close to optimal for a given objective function［10，16，20］． In addition to getting one solution that is optimal or close to optimal，it is often required to infer or enumerate graph struc－ tures that satisfy a given feature vector．There have been var－ ious methods developed for solving the task of enumerating graph structures［7，11，14，18］．In addition，the computational complexity of the enumeration task has been studied［1，17］．

## 1．1 Related work

Undoubtedly Artificial Neural Networks（ANNs）and their ap－ plication in deep learning have enjoyed unprecedentedly rapid progress recently．Applications of these technologies to the prob－ lem of the inverse QSAR／QSPR include variational autoencoders［8，15］，recurrent neural networks［22，26］，and grammar variational autoencoders［13］．These applications stan－ dardly involve training a neural network with a set of known compound／activity data．Then，the inverse QSAR／QSPR is solved by solving the problem of inverting a trained neural net－ work，commonly done through statistical methods．However， one of the major drawbacks of statistical methods is that there is no guarantee that an obtained solution will be optimal or exact．

A recently proposed approach based on mixed integer lin－ ear programming（MILP）［3］，comes with a mathematical guarantee for the optimality of the derived solution．Since the proposed method［3］relies on linear programming，the activation functions of the neurons in an ANN are represented as piece－wise linear functions，and therefore ReLU functions can be represented without any loss，whereas sigmoid func－ tions must be approximated．

The MILP－based method for inverting trained ANNs［3］ has recently been combined with methods for efficient enu－ meration of tree－like graphs，e．g．，the algorithm proposed by Fujiwara et al．［7］，into a two－phase framework for inverse QSAR／QSPR［4，6］．

The first phase in the framework solves（I）PREDICTION PROBLEM，by constructing a prediction，or a regression，func－ tion by using an ANN $\mathcal{N}$ ．In this phase，given a set of chemical compounds，that is，chemical graphs $G$ ，and known values $a(G)$ for a certain chemical property $\pi$ ，each chemical com－ pound $G$ in the set is represented by a feature vector $f(G)$ ． These feature vectors are used as inputs for training the ANN $\mathcal{N}$ ，to obtain a prediction function $\psi_{\mathcal{N}}$ in such a way that $a(G)$ is predicted as $\psi_{\mathcal{N}}(f(G))$ ．

The second phase solves（II）INVERSE PROBLEM．Starting with a given a target value $y^{*}$ for a chemical property $\pi$ ，in stage（II－a）， a feature vector $x^{*}$ is computed based on the trained ANN $\mathcal{N}$ under the constraint that $\psi_{\mathcal{N}}\left(x^{*}\right)$ is within a certain tolerance range close to $y^{*}$ ．Following，（II－b）a set of chemical structures $G^{*}$ is generated under the condition that $f\left(G^{*}\right)=x^{*}$ ．Stage（II－a）in the methods of a combined framework $[4,6]$ is based on an MILP formulation，which incorporates the one due to Akutsu and Nagamochi［3］．In particular，the MILP formulation pro－ posed by Azam et al．［4］guarantees that for a given trained ANN $\mathcal{N}$ and a desired target value $y^{*}$ ，either：
（i）every feature vector $x^{*}$ inferred from ANN $\mathcal{N}$ in（II－a） admits a corresponding chemical structure $G^{*}$ ，or
（ii）no chemical structure exists for the given target value $y^{*}$ when no feature vector is inferred from the ANN $\mathcal{N}$ ．

Notable related works on the inverse QSAR／QSPR include the frameworks and results reported by Sumita et al．［24］，as well as Takeda et al．［25］．However，there are certain draw－ backs to these frameworks as compared to the combined framework described above［4，6］．

The work due to Sumita et al．［24］is noteworthy since it is reported that the finally obtained structures have been synthe－ sized and their properties experimentally tested．A major drawback of this approach is that it relies on a Monte－Carlo based simulation，which is reported to take on the order of days of computation time．

On the other hand，Takeda et al．［25］propose a framework for constructing a regression function，solving the inverse problem on the regression function to obtain the descriptors of a desired chemical compound，and enumerating several chemical com－ pounds with some desired properties．In this work，the descrip－ tors used as arguments to construct a regression function are general sub－structure frequency vectors，which is a disadvantage， since such descriptors are dependent on the features of the train－ ing set．As opposed to general sub－structures，the framework on which we build $[4,6]$ uses graph－theoretical descriptors，which easily preserves explainability．Further，Takeda et al．［25］pro－ pose a custom－implemented gradient search method to solve the problem of inverting the regression function，which is not guar－ anteed to arrive at a globally optimal，and hence，exact solution． As opposed to that，using a solution to an MILP formulation offers an exact solution to the problem of inverting the regression function constructed by an ANN．

## 1．2 Our contribution

With this paper，we propose a new MILP formulation，which when included in the combined framework for the inverse QSAR／QSPR［4，6］，serves the purpose to infer acyclic chem－ ical compounds with a bounded degree．To this purpose，we

Fig． 1 A chemical graph $G=(H, \alpha, \beta)$ and its feature vector $f(G)$


$$
\begin{aligned}
f(G)= & \left(n(H)=6, n_{1}(H)=3, n_{2}(H)=3, n_{3}(H)=1, n_{4}(H)=0,\right. \\
& \frac{\operatorname{dia}(H)=0.667, \operatorname{smdt}(H)=0.1435,}{n \mathbf{c}(G)=4, n_{\mathbf{o}}(G)=1, n_{\mathbf{N}}(G)=1, \overline{\mathrm{~ms}}(G)=13,} \\
& b_{2(G)=1, b_{3}(G)=0,} \\
& \left.(\mathbf{c}, \mathbf{c}, 1)(G)=2, n_{(\mathbf{c}, \mathbf{c}, 2)}(G)=1, n_{(\mathbf{c}, \mathbf{0}, 1)}(G)=1, n_{(\mathbf{c}, \mathbf{N}, 1)}(G)=1\right)
\end{aligned}
$$

introduce the concept of skeleton trees，which are trees with the maximum number of vertices for a given diameter and degree．Then，an acyclic chemical graph to be inferred is con－ structed as an induced subgraph of a skeleton tree．

The aim for introducing a new MILP formulation is due to the fact that solving an MILP is known to be a computation－ ally difficult problem．Even though modern－day commercial solvers such as CPLEX［9］are highly effective in practice，our intuition is that there is room for improvement，especially by taking into account the special structure of acyclic chemical compounds with a limited degree．Here we note that chemical graphs with diameter up to 11 and degree at most 3，and diameter at most 8 and maximum degree equal to 4 account for about $35 \%$ and $18 \%$ ，respectively，out of all acyclic chem－ ical graphs with 200 or fewer non－hydrogen atoms registered in the PubChem chemical database．Further，those figures are about $63 \%$ and $40 \%$ with respect to the acyclic chemical graphs with 200 or fewer non－hydrogen atoms with degree at most 3 and maximum degree 4 ，respectively．

We report computation experiments comparing the perfor－ mance of our new approach with the method due to Azam et al．［4］over several chemical properties．The results of our experiments，presented in Section 6，indicate that the new method proposed with this paper consistently outperforms the previous method［4］in terms of running time for target compounds with a limited number of chemical elements and a small diameter．

## 2 Preliminaries

Let the sets of real and non－negative integer numbers be de－ noted by $\mathbb{R}$ and $\mathbb{Z}$ ，respectively．For two integers $a$ and $b$ ，let ［ $a, b$ ］denote the closed interval between $a$ and $b$ ，that is，the set of integers $i$ with $a \leq i \leq b$ ．

Graphs Let $H=(V, E)$ be a graph with a set $V$ of vertices and a set $E$ of edges．For a vertex $v \in V$ ，let $N_{H}(v)$ denote the set of neighbors of $v$ in $H$ ．Then，the degree $\operatorname{deg}_{\mathrm{H}}(\mathrm{v})$ of $v$ is defined to be the size $\left|N_{H}(v)\right|$ of $N_{H}(v)$ ．We define the length of a path to be the number of edges in the path． The distance $\operatorname{dist}_{\mathrm{H}}(\mathrm{u}, \mathrm{v})$ between two vertices $u, v \in V$ is defined to be the minimum length of a path in $H$ whose endpoints are $u$ and $v$ ．The diameter $\operatorname{dia}(H)$ of $H$ is de－ fined to be the maximum distance between two vertices in $H$ ．The sum－distance $\operatorname{smdt}(H)$ of $H$ is defined to be the sum of distances over all vertex pairs．

Chemical graphs We represent the graph structure of a chemical compound in a hydrogen－suppressed model as a vertex－labeled multi－graph．Let $\Lambda$ be a set of labels，and each label represent a chemical element，such as $C$（carbon），$O$ （oxygen），$N$（nitrogen），etc．Since we work with hydrogen－ suppressed models，we assume that $\Lambda$ does not contain $H$ （hydrogen）．For a chemical element $a \in \Lambda$ ，let mass $(a)$ and $\operatorname{val}(a)$ denote its mass and valence，respectively．In our model， we round the ten－fold atomic mass value down to the nearest integer，i．e．，we take $\operatorname{mass}^{*}(\mathrm{a})=\lfloor 10 \cdot \operatorname{mass}(a)\rfloor, a \in \Lambda$ ．Let the set $\Lambda$ of labels be totally－ordered based on the mass of the corresponding elements，and we write $a b$ for chemical ele－ ments $a, b \in \Lambda$ with mass $(a) \operatorname{mass}(b)$ ．For a tuple $\gamma=(a, b$ ， $k) \in \Lambda \times \Lambda \times[1,3]$ ，let $\bar{\gamma}$ denote the tuple $(b, a, k)$ ．Let $\Gamma$ $\subseteq \Lambda \times \Lambda \times[1,3]$ be a set of tuples $\gamma=(a, b, k)$ such that $a b$ ， and set $\Gamma_{>}=\{\bar{\gamma} \mid \gamma \in \Gamma\}, \Gamma_{=}=\{(a, a, k) \mid a \in \Lambda, k \in[1$ ， 3］$\}$ and $\Gamma=\Gamma \cup \Gamma_{=}$．We denote by a tuple $\gamma=(a, b, k) \in \Gamma$ a pair of atoms with labels $a$ and $b$ which are connected by a bond of multiplicity $k$ ．

We define a chemical graphs in a hydrogen－suppressed model to be a tuple $G=(H, \alpha, \beta)$ of a graph $H=(V, E)$ ，a mapping $\alpha: V \rightarrow \Lambda$ and a mapping $\beta: E \rightarrow[1,3]$ such that the following conditions are satisfied：
（i）$\quad H$ is connected；and
（ii）for each vertex $u \in V$ it holds that $\sum_{e=u v \in E} \beta(e) \leq \operatorname{val}$ $(\alpha(u))$ ．

We note that nearly $55 \%$ of the acyclic chemical graphs with at most 200 non－hydrogen atoms that are registered in the chemical database PubChem ${ }^{1}$［12］have degree at most 3 in their hydrogen－suppressed model．Figure 1 illustrates an ex－ ample of a chemical graph $G=(H, \alpha, \beta)$ ．

Descriptors To define feature vectors，we use only graph－theoretical descriptors．This choice serves our pur－ pose to design an algorithm for constructing graphs． Henceforth，we define the feature vector $f(G)$ of a chemical graph $G=(H=(V, E), \alpha, \beta)$ to be a numerical vector that consists of the following eight kinds of descriptors：

## $n(H): \quad$ the number of vertices in $H$ ；

$n_{d}(H)(\mathrm{d} \in[1,4])$ ：the number of vertices of degree $d$ in $H$ ；
$\overline{\operatorname{dia}}(H)$ ：
the diameter of $H$ divided by $|V|$ ；
$\overline{\operatorname{smdt}}(H)$ ：the sum of distances of $H$ divided by $|V|^{3}$ ；

[^1]Fig． 2 An illustration of a property function $a$ ，a feature function $f$ ，a prediction function $\psi_{\mathcal{N}}$ and an MILP that either delivers a vector $\left(x^{*}, g^{*}\right)$ that forms a chemical graph $G^{*} \in \mathcal{G}$ such that $\psi_{\mathcal{N}}\left(f\left(G^{*}\right)\right)=y^{*}($ or $a($ $\left.G^{*}\right)=y^{*}$ ）or detects that no such chemical graph $G^{*}$ exists in $\mathcal{G}$

$n_{a}(G)(a \in \Lambda): \quad$ the number of vertices with label $a \in \Lambda$
$\overline{\mathrm{ms}}(G)$ ：
$b_{i}(G)(i=2,3): \quad$ the number of double and triple bonds； $n_{\gamma}(G)(\gamma=(a, b, k) \in$ the number of label pairs $\{a, b\}$ with $\Gamma$ ）： multiplicity $k$ ．

Figure 1 gives an example of a feature vector $f(G)$ of a chemical graph $G=(H, \alpha, \beta)$ ．

## 3 A method for inferring chemical graphs

We review the framework for the inverse QSAR／QSPR［4］ that employs both ANNs and MILPs．The framework is sche－ matically illustrated in Fig．2．Let $G$ be a given chemical compound，represented by a chemical graph $G=(H, \alpha, \beta)$ ， and let $\pi$ denote a specified chemical property such as boiling point．We denote by $a(G)$ the observed value of the property $\pi$ for chemical compound $G$ ．In the first phase of the two－phase framework，we solve（I）PREDICTION PROBLEM for the inverse QSAR／QSPR through the following three steps，as schemati－ cally illustrated in Fig． 2.

1．Gather a dataset $D=\left\{\left(G_{i}, a\left(G_{i}\right)\right) \mid i=1,2, \ldots, m\right\}$ of pairs of a chemical graph $G_{i}$ and the value $a\left(G_{i}\right)$ ．We fix two values $\underline{a}, \bar{a} \in \mathbb{R}$ so that $\underline{a} \leq a\left(G_{i}\right) \leq \bar{a}, i=1,2, \ldots, m$ ．
2．Choose a class of graphs $\mathcal{G}$ to be a set of chemical graphs such that $\mathcal{G} \supseteq\left\{\mathcal{G}_{\rangle}| \rangle=\infty, \in, \ldots, \hat{\Downarrow}\right\}$ ．Introduce a feature function $f: \mathcal{G} \rightarrow \mathbb{R}^{\|}$for a positive integer $k$ ．We call $f(G)$ the feature vector of $G \in \mathcal{G}$ ，and call each entry of vector $f(G)$ a descriptor of $G$ ．
3．Using the dataset $D$ ，train an ANN $\mathcal{N}$ to construct a regression prediction function $\psi N$ that given a vector in $x \in \mathbb{R}^{k}$ ，returns a real value $\psi N(x)$ with $\underline{a} \leq \psi N(x) \leq \bar{a}$ and such that $\psi N(f(G))$ takes a value nearly equal to $a(G)$ for many of the chemical graphs in the dataset $D$ ．

In the second phase，we solve（II）INVERSE PROBLEM for the inverse QSAR／QSPR through the following two inference problems．

## （II－a）Inference of Vectors

Input：A real $y^{*} \in[\underline{a}, \bar{a}]$ ．
Output：Vectors $x^{*} \in \mathbb{R}^{k}$ and $g^{*} \in \mathbb{R}^{h}$ such that $\psi N$ $\left(x^{*}\right)=y^{*}$ and $g^{*}$ forms a chemical graph $G^{*} \in \mathcal{G}$ with $f\left(G^{*}\right)=x^{*}$ ．
（II－b）Inference of Graphs
Input：A vector $x^{*} \in \mathbb{R}^{k}$ ．
Output：All graphs $G^{*} \in \mathcal{G}$ such that $f\left(G^{*}\right)=x^{*}$ ．

In order to tackle Problem（II－a），we use the following result．
Theorem 1 ［3］Let $\mathcal{N}$ be an ANN with a piecewise－linear activation function for an input vector $x \in \mathbb{R}^{k}, n_{A}$ denote the number of nodes in the architecture and $n_{B}$ denote the total number of break－points over all activation functions． Then there is an MILP $\mathcal{M}\left(\S, \dagger \emptyset \mathcal{C}_{\infty}\right)$ that consists of var－ iable vectors $x \in \mathbb{R}^{k}, y \in \mathbb{R}$ ，and an auxiliary variable vector $z \in \mathbb{R}^{p}$ for some integer $p=O\left(n_{A}+n_{B}\right)$ and a set $\mathcal{C}_{\infty}$ of $O\left(n_{A}+n_{B}\right)$ constraints on these variables such that $\psi_{\mathcal{N}}\left(x^{*}\right)=y^{*}$ if and only if there is a vector $\left(x^{*}, y^{*}\right)$ feasible to $\mathcal{M}\left(\S, \dagger \emptyset \mathcal{C}_{\infty}\right)$ ．

In addition，we introduce a variable vector $g \in \mathbb{R}^{h}$ ，for some integer $h$ ，and a set $\mathcal{C}_{\in}$ of constraints on $x$ and $g$ such that $\left(x^{*}, g^{*}\right)$ is feasible to the $\left.\operatorname{MILP} \mathcal{M}(\S,\} \emptyset \mathcal{C}_{\in}\right)$ if and only if $g^{*}$ forms a chemical graph $G^{*} \in \mathcal{G}$ with $f\left(G^{*}\right)$ $=x^{*}$（see［4］for details）．Finally，we note that by using MILPs，it is not difficult to introduce additional linear constraints or to fix some of the variables to specified constants．

To address Problem（II－b），we design a branch－and－bound algorithm，akin to the work of Fujiwara et al．［7］for enumer－ ating acyclic chemical compounds．

The second phase comprises the following two steps．

Fig． 3 （a）$T_{[3,4]}^{\dagger}$ ，where $n_{\max }(3,4)$ $=8$ ；（b）$T_{[4,4]}^{\dagger}$ ，where $n_{\max }(4,4)=17$

（a）$T_{[3,4]}^{\dagger}$

（b）$T_{[4,4]}^{\dagger}$

4．Formulate Problem（II－a）as the above MILP $\mathcal{M}(\S, \dagger,\} \emptyset$ $\left.\mathcal{C}_{\infty}, \mathcal{C}_{\epsilon}\right)$ taking into account the class $\mathcal{G}$ of graphs and the trained ANN $\mathcal{N}$ ．Reconstruct a set $F^{*}$ of vectors $x^{*} \in \mathbb{R}^{k}$ such that $(1-\varepsilon) y^{*} \leq \psi N\left(x^{*}\right) \leq(1+\varepsilon) y^{*}$ for a small positive tolerance $\varepsilon$ ．
5．To solve Problem（II－b），enumerate all graphs $G^{*} \in \mathcal{G}$ such that $f\left(G^{*}\right)=x^{*}$ for each vector $x^{*} \in F^{*}$ ．

Figure 2 illustrates Steps 4 and 5.
In the MILP formulation $\left.\mathcal{M}(\S,\} \emptyset \mathcal{C}_{\in}\right)$ proposed by Azam et al．［4］in order to construct an acyclic chemical graph $G^{*}$ with $n$ vertices，we choose as edges a subset of $n-1$ vertex pairs from an $n \times n$ adjacency matrix，that is，a subset of $n-1$ edges from a complete graph $K_{n}$ on $n$ vertices．In Section 4，we introduce an MILP formulation $\left.\mathcal{M}(\S,\} \emptyset \mathcal{C}_{\in}\right)$ in which a graph $G^{*}$ is con－ structed as an induced subgraph of a larger acyclic graph，which we call＂a skeleton tree，＂formally introduced in Section 4.

## 4 Skeleton trees

Before introducing our MILP formulation for inferring chem－ ical graphs in Step 4 of the framework outlined in Section 3， we introduce the concept of skeleton trees．Based on this con－ cept，we effectively reduce the number of variables and con－ straints，and thus the computational complexity and time needed to solve the formulation in practice．

For an integer $D$ ，let $\mathcal{T}_{[\mathcal{D}, \ni]}\left(\right.$ resp．， $\left.\mathcal{T}_{[\mathcal{D}, \Delta]}\right)$ denote the set of trees $H$ with $\operatorname{dia}(H)=D$ and whose maximum degree is at most 3 （resp．，equal to 4）．We define the skeleton tree $T_{[D, d]}^{\dagger}$ ， $d \in\{3,4\}$ ，to be a tree in $\mathcal{T}_{[\mathcal{D},[]}$ with the maximum number of vertices．Let $n_{\max }(D, d)$ denote the number of vertices in $T_{[D, d]}^{\dagger}$ ．

Then，we assume that by convention the vertices and the edges in the skeleton tree $T_{[D, d]}^{\dagger}=\left(V^{\dagger}=\left\{v_{1}, v_{2}, \ldots\right.\right.$ ， $\left.\left.v_{n_{\max }(D, d)}\right\}, E^{\dagger}=\left\{e_{1}, e_{2}, \ldots, e_{n_{\max }(D, d)-1}\right\}\right)$ are indexed in an ordering $\sigma$ as follows：
（i）$\quad T_{[D, d]}$ is rooted at vertex $v_{1}$ ，and for any vertex $v_{i}$ and a child $v_{j}$ of $v_{i}$ it holds that $i<j$ ；
（ii）Each edge $e_{j}$ joins two vertices $v_{j+1}$ and $v_{k}$ with $k \leq j$ ， and $\operatorname{tail}(j)$ denotes the index $k$ of the parent $v_{k}$ of vertex $v_{j+1}$ ；and
（iii）For each $i=1,2, \ldots, D$ ，it holds that $v_{i} v_{i+1} \in E$ ，that is， $\left(e_{1}, e_{2}, \ldots, e_{D}\right)$ is one of the longest paths in the tree $T_{[D, d]}^{\dagger}$.

Figure 3 gives an illustration of an ordering $\sigma$ as described above for the skeleton trees $T_{[3,4]}^{\dagger}$ in Fig．3（a）and $T_{[4,4]}^{\dagger}$ in Fig． 3（b）．For each $i=1,2, \ldots, n_{\max }(D, d)$ ，let $N_{\sigma}(i)$ denote the set of indices $j$ of edges $e_{j}$ incident to vertex $v_{i}$ ，and $\operatorname{dist}_{\sigma}(\mathrm{i}, \mathrm{j})$ denote the distance $\operatorname{dist}_{\mathrm{T}}\left(\mathrm{v}_{\mathrm{i}}, \mathrm{v}_{\mathrm{j}}\right)$ in the tree $T=T_{[D, d]}^{\dagger}$ ．

For a subtree $H=(V, E)$ of $T_{[D, d]}^{\dagger}$ with $\left\{e_{1}, e_{2}, \ldots, e_{D}\right\}$ $\subseteq E$ ，and an integer $i=2,3, \ldots, D$ ，we denote by $H_{(i)}$ the subtree of $H$ rooted at $v_{i}$ and induced by its descendants except the vertex $v_{i+1}$ and the descendants of $v_{i+1}$ ．An illustration is given in Fig． 4 （a）．

For a rooted tree $T=(V, E)$ and a vertex $v \in V$ ，we denote by $\operatorname{prt}_{T}(v)$ the parent of $v$ ，and by $\operatorname{Cld}_{T}(v)$ the set of children of $v$ in $T$ ．

Given integers $n^{*} \geq 3$ ，dia ${ }^{*} \geq 2$ and $d_{\max } \in\{3,4\}$ ，con－ sider an acyclic chemical graph $G=(H=(V, E), \alpha, \beta)$ such that $|V|=n^{*}, \operatorname{dia}(H)=$ dia＊$^{*}$ and the maximum degree in $H$ is at most 3 for $d_{\max }=3$（or equal to 4 for $d_{\max }=4$ ）．

## 4．1 A proper form for subtrees

For integers $D \geq 2$ and $d \in\{3,4\}$ ，let $T$ denote $T_{[D, d]}^{\dagger}$ and $B$ its base path．Let $K$ be a rooted subtree of $T$ with $E(B) \subseteq E(K)$ ． For a vertex $v \in V(T) \backslash V(B)$ ，we define the s－value $\mathrm{s}(v ; K)$ of $v$ with respect to $K$ as follows：

1． $\mathrm{s}(v ; K)=0$ if $\downarrow \notin V(K)$ ；
2． $\mathrm{s}(v ; K)=1$ if＂$v$ is a leaf in $K$＂or＂$v$ is a non－leaf vertex and $|\operatorname{Cld}(v ; K)|<|\operatorname{Cld}(v ; T)| "$ ；and
3． $\mathrm{s}(v ; K)=\min _{u \in \operatorname{Cld}(v ; K)} \mathrm{s}(u ; K)+1$ otherwise．
We give examples of the s－value of some vertices in the subtree $H$ from Fig． 4 （a）．For vertex $v_{14}$ ，we have $\mathrm{s}\left(v_{14} ; H\right)$ $=0$ ，since $v_{14} \notin V(H)$ ．The vertex $v_{4}$ is a non－leaf vertex in $H$ ， and we have $\operatorname{Cld}\left(v_{4} ; H\right)=\left\{v_{5}, v_{10}\right\}$ ，whereas $\operatorname{Cld}\left(v_{4} ; T\right)$ $=\left\{v_{5}, v_{10}, v_{11}\right\}$ ，therefore it holds that $\left|\operatorname{Cld}\left(v_{4} ; H\right)\right|<\mid \mathrm{Cld}$ $\left(v_{4} ; T\right) \mid$ and $\mathrm{s}\left(v_{4} ; H\right)=1$ ．Similarly，the vertex $v_{8}$ is a non－ leaf vertex in $H$ and $\left|\operatorname{Cld}\left(v_{8} ; H\right)\right|<\left|\operatorname{Cld}\left(v_{8} ; T\right)\right|$ ，and there－ fore $\mathrm{s}\left(v_{8} ; H\right)=1$ ．For vertex $v_{9}$ ，we have $\mathrm{s}\left(v_{9} ; H\right)=1$ ，


Fig． 4 Examples of s－proper tree and non－s－proper tree $H$ ．The vertices and edges in $H$ are shown in black．（a）An example of $H_{(3)}$ for the tree $T_{[4,4]}^{\dagger}$ shown in Fig． 3 （b）．The vertices and edges in $H$ are shown in black， while the remainder of $T_{[4,4]}^{\dagger}$ not included in $H$ is in gray．The subtree $H_{(3)}$
since $v_{9}$ is a leaf in $H$ ．For the non－leaf vertex $v_{3}$ ，we have $\operatorname{Cld}\left(v_{3} ; H\right)=\operatorname{Cld}\left(v_{3} ; T\right)=\left\{v_{4}, v_{8}, v_{9}\right\}$ ，and hence $\mid \operatorname{Cld}\left(v_{3}\right.$ ；$H)\left|=\left|\operatorname{Cld}\left(v_{3} ; T\right)\right|\right.$

Thus $\mathrm{s} s\left(v_{3} ; H\right)=\min _{u \in \operatorname{Cld}\left(v_{3} ; H\right)} s(u ; H)+1=2$ ，since IEQ259 $s\left(v_{4} ; H\right)=\mathrm{s}\left(v_{8} ; H\right)=s\left(v_{9} ; H\right)=1$ ．

We call $K$ an s－left heavy tree if for each vertex $v \in V(K)$ with two positive integers $i$ and $m$ such that $\operatorname{Cld}(v ; T)=\left\{v_{i+j}\right.$ $\mid j \in[1, m]\}$ and each integer $j \in[1, m-1]$ it holds that $\mathbf{s}\left(v_{i+j}\right.$ $; K) \geq \mathrm{s}\left(v_{i+j+1} ; K\right)$ ．

Let $H$ be a subtree of $T$ with $E(B) \subseteq E(H)$ ．We call $H$ an s－ proper tree，if for each integer $i \in[2, D]$ ，the subtree $H_{(i)}$ is an s－left heavy tree and one of the following conditions holds：
（a－1）$\quad d=3$ and $\left|V\left(H_{(2)}\right)\right| \geq\left|V\left(H_{(D)}\right)\right| ;$
（a－2）$\quad d=4$ and $\left(s\left(v_{D+2} ; H_{(2)}\right), s\left(v_{D+3} ; H_{(2)}\right)\right) \geq$

$$
\left(s\left(v_{3 D-2} ; H_{(D)}\right), s\left(v_{3 D-1} ; H_{(D)}\right)\right)
$$

An illustration of an s－proper tree and non－s－proper trees is shown in Fig．4．Recall that $B$ denotes the base path in $T$ ．We define an s－proper form of $H$ to be a subtree $H^{\prime}$ such that（i） $E(B) \subseteq E\left(H^{\prime}\right)$ ；（ii）there is an isomorphism $\psi$ from $H^{\prime}$ to $H$ such that $\psi(u) \in V(B)$ for any vertex $u \in V(B)$ ；and（iii）$H^{\prime}$ is an s－proper tree．Notice that an s－proper form of a subtree $H$ is not necessarily unique．

Theorem 2 Every subtree $H$ of $T_{[D, d]}^{\dagger}$ with $E(B) \subseteq E(H)$ has an s－proper form．

Proof We set $G:=H$ ．If $G$ is an s－proper tree then $G$ is an s－ proper form of $H$ and we are done．Therefore，assume that $G$ is not an s－proper tree．If $G$ has a subtree $G_{(i)}$ for some $i \in[2, D]$ that is non－s－left heavy due to a vertex $v_{j} \in V\left(G_{(i)}\right)$ ，then we can re－order the descendant subtrees of the children of $v_{j}$ so
is enclosed by a dashed boundary．（b）$H b$ is an s－proper tree；（c）$H c$ is not an s－proper tree since $H_{\mathrm{c}(3)}$ is not an s－left heavy tree；and（d）$H d$ is not an s－propert tre e s i n c e $\left(\mathrm{s}\left(v_{D+2} ; H_{\mathrm{d}(2)}\right), \mathrm{s}\left(v_{D+3} ; H_{\mathrm{d}(2)}\right)\right) \prec\left(\mathrm{s}\left(v_{3 D-2} ; H_{\mathrm{d}(D)}\right), \mathrm{s}\left(v_{3 D-1} ; H_{\mathrm{d}(D)}\right)\right)$
that the s－value of its children from left to right is non－increas－ ing，since it will not change the s－value of $v_{j}$ ．Let $G^{*}$ denote the tree obtained by applying this re－ordering operation．Clearly there exists an isomorphism $\psi$ from $G^{*}$ to $H$ such that $\psi(u)$ $\in V(B)$ for any vertex $u \in V(B)$ ，since we only re－order the descendant subtrees of the children of a vertex in $G$ ．Then set $G:=G^{*}$ and repeat the same operation of re－ordering until all subtrees $G_{(i)}, i \in[2, D]$ of $G$ are s－left heavy trees．Next，for the subtree $G$ ，if one of conditions（a－1）and（a－2）is satisfied， then $G$ is an s－proper form of $H$ ．Otherwise，i．e．，when none of conditions（a－1）and（a－2）is satisfied，we can get an s－proper form of $H$ by switching $G_{(i)}$ and $G_{(D+2-i)}, i \in[2,\lfloor D / 2\rfloor+1]$ ， which completes the proof．

## 4．2 A proper set based on s－proper form

Let $P_{\text {prc }}$ be a set of ordered index pairs $(i, j)$ with $D+2 \leq i<$ $j \leq n_{\max }$ ．We call $P_{\text {prc }}$ proper if the next conditions hold：
（c－1）For each subtree $H$ of $T_{[D, d]}^{\dagger}$ with $E(B) \subseteq E(H)$ ，there is at least one subtree $H^{\prime}$ with $E(B) \subseteq E\left(H^{\prime}\right)$ such that

1．there is an isomorphism $\psi$ from $H^{\prime}$ to $H$ such that $\psi(u) \in V(B)$ for any vertex $u \in V(B)$ ；and
2．for each pair $(i, j) \in P_{\mathrm{prc}}$ ，if $e_{j} \in E\left(H^{\prime}\right)$ then $e_{i}$ $\in E\left(H^{\prime}\right)$ ；and
（c－2）For each pair of edges $e_{i}$ and $e_{j}$ in $T_{[D, d]}^{\dagger}$ such that $e_{i}$ is the parent $e_{j}$ ，there exists a sequence $\left(i_{1}, i_{2}\right),\left(i_{2}, i_{3}\right)$ ， $\ldots,\left(i_{k-1}, i_{k}\right)$ of index pairs in $P_{\text {prc }}$ such that $i_{1}=i$ and $i_{k}=j$.

Note that a given skeleton tree does not necessarily have a unique proper set $P_{\text {prc }}$ ．In the remainder of this section，we give a construction method for a proper set $P_{\text {prc }}$ based on s－proper form．

Let $T$ denote $T_{[D, d]}^{\dagger}$ ．We define $P^{\prime}$ prc of $T$ to be the set of ordered index pairs $(i, j)$ such that either
（i）$v_{j+1}$ is the first child of $v_{i+1}$ or；
（ii）$j=i+1$ and $v_{i+1}$ and $v_{i+2}$ share the same parent in $T$ ．
In Fig． 5 （a）and（b），we illustrate an example of ordered index pairs $(i, j)$ that satisfy conditions（i）and（ii），respectively，with $e_{i}$ at level $t-1$ and $e_{j}$ at level $t, t \in[3,\lfloor D / 2\rfloor+1]$ ．

For $d=3$ and edges at level 2，we define $P_{2}^{\prime \prime(3)}$ to be the set $\{(D+1,(d-2)(D-2)+D+1=2 D-1)\}$ ．For $d=3$ and edges at level 4 ，we define $P_{4}^{\prime \prime}(3)$ to be the set of ordered index pairs $(i, j)$ such that
（i）$v_{i+1}, v_{j+1} \in V\left(T_{(p)}\right)$ for some $p \in[2, D]$ ；and
（ii）$v_{i+1}$ and $v_{j+1}$ are each the $h$－th child of their parents in $T$ for some $h \in[1, d-1]$ ．

For $d=4$ and edges at level 2，we define $P_{2}^{\prime \prime(4)}$ to be the set of ordered index pairs $\{(D+1,(d-2)(D-2)+D+1=3 D$ $-3),(D+2,(d-2)(D-2)+D+2=3 D-2)\}$ ．For $d=$ 4 and edges at level 3，we define $P_{3}^{\prime \prime}{ }_{3}^{(4)}$ to the set of ordered index pairs $(i, j)$ such that
（i）$v_{i+1}, v_{j+1} \in V\left(T_{(p)}\right)$ for some $p \in[2, D]$ and；
（ii）$v_{i+1}$ and $v_{j+1}$ are each the $h$－th child of their parents in $T$ for some $h \in[1, d-1]$ ．

Finally we define $P^{\prime \prime}{ }_{\text {prc }}^{(3)} \mathrm{P}^{\prime \prime}{ }_{2}^{(3)} \cup \mathrm{P}_{4}^{\prime \prime}{ }_{4}^{(3)}$ and $P_{\text {prc }}^{\prime \prime(4)} \mathrm{P}_{2}^{\prime \prime}{ }_{2}^{(4)} \cup \mathrm{P}_{3}^{\prime \prime(4)}$ ．
Theorem 3 For two integers，$D \geq 2$ and $d \in\{3,4\}$ ，the set $P$ $\left.{ }^{\prime}{ }_{\mathrm{prc}} \cup \mathrm{P}^{\prime \prime \prime}{ }_{\mathrm{prc}} \mathrm{d}\right)$ is proper for the tree $T_{[D, d]}^{\dagger}$ ．

Proof Let $T$ denote the tree $T_{[D, d]}^{\dagger}$ ，and let $P=P_{\text {prc }}^{\prime} \cup \mathrm{P}^{\prime \prime}{ }_{\text {prc }}^{(\mathrm{d})}$ ．To show that $P$ is proper，we need to show that $P$ satisfies condi－ tions（c－1）and（c－2）．Let $H$ be a subtree of $T$ with $\left\{e_{1}, e_{2}, \ldots\right.$ ,$\left.e_{D}\right\} \subseteq E(H)$ ．By Theorem 2，we know that there exists an s－ proper form of $H$ ．Let $H^{\prime}=\left(\mathrm{V}^{\prime}, \mathrm{E}^{\prime}\right)$ be an s－proper form of $H$ ． Thus，$H^{\prime}$ is isomorphic to $H$ ，by the definition of s－proper form．This implies that condition（c－1）（a）holds．Let $G:=H^{\prime}$ ．We next show that condition（c－1）（b）holds for $P^{\prime}{ }_{\text {prc }}$ and $P^{\prime \prime}{ }_{\text {prc }}^{(\mathrm{d})}$ separately．Let $(i, j) \in P_{\text {prc }}^{\prime}$ such that $v_{j+1}$ is the first child of $v_{i+1}$ ．If $e_{j} \in E(G)$ but $e_{i} \notin E(G)$ ，then $G$ would be disconnected， which is a contradiction．Let $(i, j) \in P^{\prime}$ prc such that $j=i+1$ and $v_{i+1}$ and $v_{i+2}$ share the same parent in $T$ ．This implies that there exists an integer $p \in[2, D]$ such that $v_{i+1}, v_{i+2} \in V\left(T_{(p)}\right)$ ． Let $K$ denote $G_{(p)}$ ．If $e_{j} \in E(G)$ but $e_{i} \notin E(G)$ ，then $\mathrm{s}\left(v_{i+1} ; K\right)$

Fig． 5 An illustration of elements $(i, j)$ of $P_{\text {prc }}^{\prime}, \mathrm{P}_{2}^{\prime \prime(3)}, \mathrm{P}_{4}^{\prime \prime(3)}, \mathrm{P}_{2}^{\prime \prime(4)}$ and $P_{3}^{\prime \prime(4)}$ presented by representing edges $e_{i}$ and $e_{j}$ with thick lines．The dashed lines show a level in $T_{[D, d]}^{\dagger}$ ．（a）An element of $P^{\prime}{ }_{\text {prc }}$ such that $v_{j+1}$ is the first child of $v_{i+1}$ and edge $e_{j}$ is at level $t \geq 3$ ； （b）An element of $P_{\text {prc }}^{\prime}$ such that $j=i+1$ and $v_{i+1}$ and $v_{i+2}$ share the same parent in $T_{[D, d]}^{\dagger}$ and edge $e_{j}$ is at level $t \geq 2$ ；（c）The element $(D+1,(d-2)(D-2)+D$ $+1=2 D-1)$ of $P_{2}^{\prime \prime(3)}$ and edge $e_{D+1}$ and $e_{2 D-1}$ are at level 2 ；（d） An element $(i, j)$ of $P_{4}^{\prime \prime(3)}$ such that $v_{i+1}, v_{j+1} \in V\left(T_{(p)}\right)$ for some $p$ $\in[2, D]$ and $v_{i+1}$ and $v_{j+1}$ are each the $h$－th child of their parents in $T_{[D, d]}^{\dagger}$ for some $h \in[1, d-1]$ ；（e） The elements $(D+1,(d-2)(D$
$-2)+D+1=3 D-3)$ and $(D$ $+2,(d-2)(D-2)+D+2$ $=3 D-2)$ in $P_{2}^{\prime \prime(4)}$ ；and（f）An element $(i, j)$ of $P_{3}^{\prime \prime(4)}$ such that $v_{i+1}, v_{j+1} \in V\left(T_{(p)}\right)$ for some $p$ $\in[2, D]$ and $v_{i+1}$ and $v_{j+1}$ are each the $h$－th child of their parents in $T_{[D, d]}^{\dagger}$ for some $h \in[1, d-1]$

（a）

（c）

（e）

（b）

（d）

（f）
$=0$ and $\mathrm{s}\left(v_{i+2} ; K\right) \geq 1$ holds．This implies that $\mathrm{s}\left(v_{i+1} ; K\right)<$ $\mathrm{s}\left(v_{i+2} ; K\right)$ ，which contradicts the fact that $K$ is an s－left heavy tree．Hence，$P^{\prime}{ }_{\text {prc }}$ satisfies condition（c－1）（b）．Let $d=3$ and $(i, j) \in P^{\prime \prime}(\mathrm{d})$ ． ．This implies that $(i, j) \in P_{2}^{\prime \prime(3)}$ or $(i, j) \in{P^{\prime \prime}}_{4}^{\prime(3)}$ ． Let $(i, j) \in P_{2}^{\prime \prime(3)}$ ，then $i=D+1$ and $j=(d-2)(D-2)$ $+D+1$ ．Notice that $v_{i+1} \in V\left(T_{(2)}\right)$ and $v_{j+1} \in V\left(T_{(D)}\right)$ ．If $e_{j}$ $\in E(G)$ but $e_{i} \notin E(G)$ ，then $\left|V\left(G_{(2)}\right)\right|<\left|V\left(G_{(D)}\right)\right|$ would hold， which contradicts the fact that $G$ is an s－proper tree．Let $(i, j)$ $\in P^{\prime \prime}{ }_{4}^{(3)}$ ，then it holds that level $\left(e_{i}\right)=\operatorname{level}\left(e_{j}\right)=4$ and $v_{i+1}$ and $v_{j+1}$ are in the same rooted subtree $T_{(p)}$ for some integer $p \in[2, D]$ ．Let $K$ denote $G_{(p)}$ ．Since $d=3$ ，there exists a positive integer $u$ such that the four edges $e_{u}, e_{u+1}, e_{u+2}$ and $e_{u+3}$ are at level four．Note that $(u, u+1)$ and $(u+2, u+3)$ are the elements of $P_{\text {prc }}^{\prime}$ since the vertices in the pairs $\left(v_{u+1}\right.$ ， $\left.v_{u+2}\right)$ and $\left(v_{u+3}, v_{u+4}\right)$ have the same parents．This implies that the condition $v_{i+1}$ and $v_{j+1}$ are each the $h$－th child of their parents in $T$ for some $h \in[1, d-1]$ can only be true for $(i, j)$ $=(u, u+2)$ or $(u+1, u+3)$ ．Let $(i, j)=(u, u+2)$ ．If $e_{u+2}$ $\in E(G)$ but $e_{u} \notin E(G)$ ，then it holds that $e_{u+1} \notin E(G)$ since $(u$ ， $u+1) \in P^{\prime}$ prc．Let $v_{x}$ and $v_{y}$ denote the parents of $v_{u+1}$ and $v_{u+3}$ in $T$ ，respectively．Then $\mathrm{s}\left(v_{x} ; K\right)=1$ and $\mathrm{s}\left(v_{y} ; K\right) \geq 1$ would hold，which implies that $\mathrm{s}\left(v_{y} ; K\right) \geq \mathrm{s}\left(v_{x} ; K\right)$ ．Then we can get another s－proper form $H^{\prime \prime}=\left(\mathrm{V}^{\prime \prime}, \mathrm{E}^{\prime \prime}\right)$ by switching the two subtrees rooted at $v_{x}$ and $v_{y}$ in $G$ ．Clearly by the construction of $H^{\prime \prime}$ ，it holds that $e_{u} \in E^{\prime \prime}$ if $e_{u+2} \in E^{\prime \prime}$ and $E^{\prime \prime}$ satisfies all those conditions that are satisfied by $E(G)$ ．In such a case，we set $G$ $:=H^{\prime \prime}$ ．Let $(i, j)=(u+1, u+3)$ ．If $e_{u+3} \in E(G)$ but $e_{u+1} \notin$ $E(G)$ ，then it holds that $e_{u+2} \in E(G)$ since $(u+2, u+3) \in P$ ${ }^{\text {prc }}$ and $e_{u} \in E(G)$ since we have shown that $(u, u+2) \in P^{\prime}$ $\underset{\mathrm{prc}}{\prime(\mathrm{d})}$ ．Let $v_{x}$ and $v_{y}$ denote the parents of $v_{u+1}$ and $v_{u+3}$ in $T$ ， respectively．Then $\mathrm{s}\left(v_{y} ; K\right) \geq 2$ and $\mathrm{s}\left(v_{x} ; K\right)=1$ would hold， which implies that $\mathrm{s}\left(v_{x} ; K\right)<\mathrm{s}\left(v_{y} ; K\right)$ ．Notice that $v_{x}$ and $v_{y}$ have the same parent in $T$ by the choice of $u$ ．This and $\mathrm{s}\left(v_{x}\right.$ ； $K)<\mathrm{s}\left(v_{y} ; K\right)$ contradicts the fact that $K$ is an s－left heavy tree． This implies that $e_{u+1} \in E(G)$ if $e_{u+3} \in E(G)$ holds．

Let $d=4$ and $(i, j) \in P^{\prime \prime}\left(\mathrm{drc}\right.$ ．This implies that $(i, j) \in P_{2}^{\prime \prime(4)}$ or $(i, j) \in P_{3}^{\prime \prime(4)}$ ．Let $(i, j) \in P_{2}^{\prime \prime(4)}$ ，then $(i, j)=(D+1,(d-2$ $)(D-2)+D+1)$ or $(i, j)=(D+2,(d-2)(D-2)+D$ $+2)$ by the definition of $P_{2}^{\prime \prime(4)}$ ．In both cases，$v_{i+1} \in V\left(T_{(2)}\right)$ and $v_{j+1} \in V\left(T_{(D)}\right)$ ．If $e_{j} \in E(G)$ but $e_{i} \notin E(G)$ ，then it will result in a contradiction with the fact that $G$ is an s－proper tree by the definition of an s－left heavy tree $(\mathrm{a}-2)$ ． $\operatorname{Let}(i, j) \in{P^{\prime \prime}}_{3}^{(4)}$ ， then level $\left(e_{i}\right)=\operatorname{level}\left(e_{j}\right)=3$ and $v_{i+1}$ and $v_{j+1}$ are in the same rooted tree $T_{(p)}$ for some integer $p \in[2, D]$ ．Let $K$ denote $G_{(p)}$ ． Since $d=4$ ，there exists a positive integer $u$ such that the six edges $e_{u}, e_{u+1}, e_{u+2}, e_{u+3}, e_{u+4}$ and $e_{u+5}$ are at level three．Here $(u, u+1),(u+1, u+2),(u+3, u+4)$ and $(u+4, u+5)$
are the elements of $P_{\text {prc }}^{\prime}$ since the vertices in the pairs $\left(v_{u+1}\right.$ ， $\left.v_{u+2}\right),\left(v_{u+2}, v_{u+3}\right),\left(v_{u+4}, v_{u+5}\right)$ and $\left(v_{u+5}, v_{u+6}\right)$ have the same parents．This implies that the condition $v_{i+1}$ and $v_{j+1}$ are each the $h$－th child of their parents in $T$ for some $h \in[1, d$ $-1]$ can only be true for $(i, j)=(u, u+3),(u+1, u+4)$ or $(u+2, u+5)$ ．Let $(i, j)=(u, u+3)$ ．If $e_{u+3} \in E(G)$ but $e_{u}$ $\notin E(G)$ ，then it holds that $e_{u+1}, e_{u+2} \notin E(G)$ since $(u, u+1),($ $u+1, u+2) \in P^{\prime}$ prc．Let $v_{x}$ and $v_{y}$ denote the parents of $v_{u+1}$ and $v_{u+4}$ in $T$ ，respectively．Then $\mathrm{s}\left(v_{x} ; K\right)=1$ and $\mathrm{s}\left(v_{y} ; K\right)$ $\geq 1$ would hold，which implies that $\mathrm{s}\left(v_{y} ; K\right) \geq \mathrm{s}\left(v_{x} ; K\right)$ ．Then we can get another s－proper form $H^{\prime \prime}=\left(\mathrm{V}^{\prime \prime}, \mathrm{E}^{\prime \prime}\right)$ by switching the two subtrees rooted at $v_{x}$ and $v_{y}$ in $G$ ．Clearly by the construction of $H^{\prime \prime}$ ，it holds that $e_{u} \in E^{\prime \prime}$ if $e_{u+3} \in E^{\prime \prime}$ and $E^{\prime}$ ${ }^{\prime}$ satisfies all those conditions that are satisfied by $E(G)$ ．In such a case，we set $G:=H^{\prime \prime}$ ．Let $(i, j)=(u+1, u+4)$ ．If $e_{u+4} \in E(G)$ but $e_{u+1} \notin E(G)$ ，then it holds that $e_{u+3} \in E(G)$ since $(u+3, u+4) \in P^{\prime}{ }_{\text {prc }}, e_{u+2} \notin E(G)$ since $(u+1, u+2)$ $\in P^{\prime}$ prc and $e_{u} \in E(G)$ since we have shown that $(u, u+3)$ $\in P^{\prime \prime}(\mathrm{d})$ ．Let $v_{x}$ and $v_{y}$ denote the parents of $v_{u+1}$ and $v_{u+4}$ in $T$ ， respectively．Then $\mathrm{s}\left(v_{x} ; K\right)=1$ and $\mathrm{s}\left(v_{y} ; K\right) \geq 1$ would hold， which implies that $\mathrm{s}\left(v_{y} ; K\right) \geq \mathrm{s}\left(v_{x} ; K\right)$ ．Then we can get an－ other s－proper form $H^{\prime \prime}=\left(\mathrm{V}^{\prime \prime}, \mathrm{E}^{\prime \prime}\right)$ by switching the two subtrees rooted at $v_{x}$ and $v_{y}$ in $G$ ．Clearly by the construction of $H^{\prime \prime}$ ，it holds that $e_{u+1} \in E^{\prime \prime}$ if $e_{u+4} \in E^{\prime \prime}$ and $E^{\prime \prime}$ satisfies all those conditions that are satisfied by $E(G)$ ．In such a case，we set $G:=H^{\prime \prime}$ ．Let $(i, j)=(u+2, u+5)$ ．If $e_{u+5} \in E(G)$ but $e_{u+2} \notin E(G)$ ，then it holds that $e_{u+4}, e_{u+3} \in E(G)$ since $(u+4$ $, u+5),(u+3, u+4) \in P^{\prime}{ }_{\text {prc }}$ and $e_{u+1}, e_{u} \in E(G)$ since we have shown that $(u+1, u+4),(u, u+3) \in P^{\prime \prime(\mathrm{d})}$ prc．Let $v_{x}$ and $v_{y}$ denote the parents of $v_{u+1}$ and $v_{u+4}$ in $T$ ，respectively．Then $\mathrm{s}\left(v_{y} ; K\right) \geq 2$ and $\mathrm{s}\left(v_{x} ; K\right)=1$ would hold，which implies that $\mathrm{s}\left(v_{x} ; K\right)<\mathrm{s}\left(v_{y} ; K\right)$ ．Notice that $v_{x}$ and $v_{y}$ have the same parent in $T$ by the choice of $u$ ．This and $\mathrm{s}\left(v_{x} ; K\right)<\mathrm{s}\left(v_{y} ; K\right)$ contra－ dicts the fact that $K$ is an s－left heavy tree．This implies that $e_{u+2} \in E(G)$ if $e_{u+5} \in E(G)$ holds．Hence，in each of the cases $P^{\prime \prime(\mathrm{d})}$ patisfies condition（c－1）（b）．

Next we prove that $P$ satisfies condition（c－2）．Let $i_{1}=i$ ， $i_{2}+1$ be the index of the first child of $v_{i+1}$ and $i_{2}, i_{3}, \ldots, i_{k}=j$ be consecutive integers．Then the sequence $\left(i_{1}, i_{2}\right),\left(i_{2}, i_{3}\right), \ldots$ ,$\left(i_{k-1}, i_{k}\right)$ are ordered index pairs in $P$ such that $i_{1}=i$ and $i_{k}$ $=j$ ．Hence $P$ is a proper set，which completes the proof．

## 4．3 An algorithm to calculate a proper set

In this section，we give an algorithm to compute a proper set based on Theorem 3．In Algorithm $\operatorname{Genpprc}(D, d)$ ，the vari－ ables $P_{1}, P_{2}, P_{3}, P_{4}$ and $P_{5}$ store the sets defined in Section 4．2， $P^{\prime}{ }_{\text {prc }}, P_{2}^{\prime \prime(3)}, P_{4}^{\prime \prime(3)}, P_{2}^{\prime \prime(4)}$ ，and $P_{3}^{\prime \prime(4)}$ ，respectively．For an edge $e \in E\left(T_{[D, d]}^{\dagger}\right)$ ，the variable level $[e]$ stores the level of $e$ ．

```
Algorithm \(\operatorname{GenPprc}(D, d)\)
Input: Two positive integers, \(D \geq 2\) and \(d \in 3,4\).
Output: A proper set \(P_{\mathrm{prc}}\) of \(T_{[D, d]}^{\dagger}\).
\(T:=T_{[D, d]}^{\dagger} ; n:=|V(T)| ; P_{1}:=\emptyset ;\)
for each \(i=D+1, \ldots, n-2\) do
    if \(v_{i+1}\) and \(v_{i+2}\) have the same parent in \(T\) then
        \(P_{1}:=P_{1} \cup\{(i, i+1)\}\)
    end if;
    for each \(j=i+1, \ldots, n-1\) do
        if \(v_{j+1}\) is the first child of \(v_{i+1}\) then
            \(P_{1}:=P_{1} \cup\{(i, j)\}\)
        end if
    end for
end for;
if \(d=3\) then
    \(P_{2}:=\{(D+1,(d-2)(D-2)+D+1)\} ; P_{3}:=\emptyset ;\)
    for each pair \((i, j), i, j \in[D+1, n-1], i<j\) do
        if level \(\left[e_{i}\right]=\operatorname{level}\left[e_{j}\right]=4\),
                \(v_{i+1}, v_{j+1}\) are in the same descendant subtree rooted at \(v_{p}\), for some \(p \in[2, D]\), and
                \(v_{i+1}\) and \(v_{j+1}\) are each the \(h\)-th child of their parents in \(T\) for some \(h \in[1, d-1]\)
        then
                \(P_{3}:=P_{3} \cup\{(i, j)\}\)
        end if
    end for
else \(/ * d=4^{*} /\)
    \(P_{4}:=\{(D+1,(d-2)(D-2)+D+1),(D+2,(d-2)(D-2)+D+2)\} ; P_{5}:=\emptyset ;\)
    for each pair \((i, j), i, j \in[D+1, n-1], i<j\) do
        if \(\operatorname{level}\left[e_{i}\right]=\operatorname{level}\left[e_{j}\right]=3\),
                \(v_{i+1}, v_{j+1}\) are in the same descendant subtree rooted at \(v_{p}\), for some \(p \in[2, D]\), and
                \(v_{i+1}\) and \(v_{j+1}\) are each the \(h\)-th child of their parents in \(T\) for some \(h \in[1, d-1]\)
            then
                \(P_{5}:=P_{5} \cup\{(i, j)\}\)
            end if
    end for;
    \(P:=P_{4} \cup P_{5}\)
end if;
\(P:=P_{1} \cup P\);
Output \(P\) as \(P_{\text {prc }}\).
```


## 5 MILPs for representing acyclic chemical graphs

In this section，we propose a new MILP formulation $\mathcal{M}(\S$, $\left.\emptyset \mathcal{C}_{\epsilon}\right)$ as used in Step 4 of the method introduced in Section 3. For our purpose，we consider acyclic chemical graphs where each vertex has degree at most 3 or the maximum degree is 4 ．

We formulate the $\left.\operatorname{MILP} \mathcal{M}(\S,\} \emptyset \mathcal{C}_{\in}\right)$ so that the underlying graph $H$ is an induced subgraph of the skeleton tree $T_{\left[\mathrm{dia}^{*}, \mathrm{~d}_{\mathrm{max}}\right]}^{\dagger}$ introduced in Section 4，and moreover，it holds that $\left\{v_{1}, v_{2}\right.$ ， $\left.\ldots, v_{\text {dia}^{*}+1}\right\} \subseteq V$ ．We remark that in order to reduce the num－ ber of graph－isomorphic solutions to this MILP，for a skeleton
tree，we make use of precedence constraints based on the proper set $P_{\text {prc }}$ as formalized in Section 4．2．

For a technical reason，we introduce a dummy chemical element $\epsilon$ ，and denote by $\Gamma_{0}$ the set of dummy tuples $(\epsilon, \epsilon, k)$ ，$(\epsilon, a, k)$ and $(a, \epsilon, k)(a \in \Lambda, k \in[0,3])$ ．To represent elements $a \in \Lambda \cup\{\epsilon\} \cup \Gamma_{<} \cup \Gamma_{=} \cup \Gamma_{>}$in an MILP，we encode these elements $a$ into some integers denoted by $[a]$ ，where we assume that $[\epsilon]=0$ ．For simplicity，we also denote $n^{*}$ by $n$ and $n_{\max }($ dia $^{*}, \mathrm{~d}_{\text {max }}$ ）by $n_{\text {max }}$ ．Our new formulation is given as follows．
$\operatorname{MILP} \mathcal{M}\left(x, g ; \mathcal{C}_{2}\right)$
variables for descriptors in $x$ ：
$\mathrm{n}(d) \in[0, n](d \in[1,4]) ;$ smdt $\in\left[0, n^{3}\right] ; \mathrm{n}(\mathrm{a}) \in[0, n](\mathrm{a} \in \Lambda)$ ；
Mass $\in \mathbb{Z} ; \mathbf{b}(k) \in[0, n-1](k \in[1,3]) ; \mathrm{n}(\gamma) \in[0, n-1]\left(\gamma \in \Gamma_{<} \cup \Gamma_{=}\right)$
variables for constructing $H$ in $g$ ：
$v(i) \in\{0,1\}\left(i \in\left[1, n_{\max }\right]\right) ; \delta_{\operatorname{deg}}(i, d) \in\{0,1\}\left(i \in\left[1, n_{\max }\right], d \in[0,4]\right)$ ；
$\operatorname{deg}(i) \in[0,4]\left(i \in\left[1, n_{\max }\right]\right) ; \operatorname{dist}(i, j) \in\left[0, \operatorname{dia}^{*}\right]\left(1 \leq i<j \leq n_{\max }\right) ;$
$\widetilde{\alpha}(i) \in\{[\mathrm{a}] \mid \mathrm{a} \in \Lambda \cup\{\epsilon\}\}\left(i \in\left[1, n_{\max }\right]\right) ; \widetilde{\beta}(j) \in[0,3]\left(j \in\left[1, n_{\max }-1\right]\right)$ ；
$\delta_{\alpha}(i, \mathrm{a}) \in\{0,1\}\left(i \in\left[1, n_{\max }\right], \mathrm{a} \in \Lambda \cup\{\epsilon\}\right) ;$
$\delta_{\beta}(j, k) \in\{0,1\}\left(j \in\left[1, n_{\max }-1\right], k \in[0,3]\right)$ ；
$\delta_{\tau}(j, \gamma) \in\{0,1\}\left(j \in\left[1, n_{\max }-1\right], \gamma \in \Gamma \cup \Gamma_{0}\right)$
constraints in $\mathcal{C}_{2}$ ：

$$
\begin{aligned}
& \sum_{i \in\left[1, n_{\max }\right]} v(i)=n ; \quad v(i)=1\left(i \in\left[1, \mathrm{dia}^{*}+1\right]\right) ; \\
& v(i) \geq v(j)\left((i, j) \in P_{\mathrm{prc}}\right) ; \sum_{i \in\left[1, n_{\max }\right]} \delta_{\operatorname{deg}}(i, d)=\mathrm{n}(d)(d \in[0,4]) ; \\
& \sum_{i \in\left[1, n_{\max }-1\right]} \delta_{\beta}(i, k)=\mathrm{b}(k)(k \in[1,3]) ; \sum_{1 \leq i<j \leq n_{\max }} \operatorname{dist}(i, j)=\mathrm{smdt} ; \\
& \sum_{i \in\left[1, n_{\max }\right]} \delta_{\alpha}(i, \mathrm{a})=\mathrm{n}(\mathrm{a})(\mathrm{a} \in \Lambda) ; \quad \sum_{\mathrm{a} \in \Lambda} \operatorname{mass}^{*}(\mathrm{a}) \cdot \mathrm{n}(\mathrm{a})=\mathrm{Mass} ; \\
& \sum_{i \in\left[1, n_{\max }-1\right]}\left(\delta_{\tau}(i, \gamma)+\delta_{\tau}(i, \bar{\gamma})\right)=\mathrm{n}(\gamma)\left(\gamma \in \Gamma_{<}\right) ; \sum_{i \in\left[1, n_{\max }-1\right]} \delta_{\tau}(i, \gamma)=\mathrm{n}(\gamma)\left(\gamma \in \Gamma_{=}\right) ;
\end{aligned}
$$

For each $i=1,2, \ldots, n_{\max }$ ，

$$
\begin{aligned}
& \sum_{j \in N_{\sigma}(i)} v(j+1)=\operatorname{deg}(i), \quad \sum_{d \in[0,4]} \delta_{\operatorname{deg}}(i, d)=1, \quad \sum_{\mathrm{a} \in \Lambda} \delta_{\alpha}(i, \mathrm{a})=v(i), \\
& \sum_{i \in\left[1, n_{\max }\right]} \delta_{\alpha}(i, \mathrm{a})=\mathrm{n}(\mathrm{a}), \quad \sum_{j \in N_{\sigma}(i)} \widetilde{\beta}(j) \leq \sum_{\mathrm{a} \in \Lambda} \operatorname{val}(\mathrm{a}) \cdot \delta_{\alpha}(i, \mathrm{a}) ;
\end{aligned}
$$

For each pair $(i, j)$ with $1 \leq i<j \leq n_{\max }$ ，

$$
\begin{aligned}
& \operatorname{dist}(i, j) \leq \operatorname{dia}^{*} \cdot v(i), \quad \operatorname{dist}(i, j) \geq \operatorname{dist}_{\sigma}(i, j)-\operatorname{dia}^{*} \cdot(2-v(i)-v(j)) \\
& \operatorname{dist}(i, j) \leq \operatorname{dia}^{*} \cdot v(j), \quad \operatorname{dist}(i, j) \leq \operatorname{dist}_{\sigma}(i, j)+\operatorname{dia}^{*} \cdot(2-v(i)-v(j)) ;
\end{aligned}
$$

For each $j=1,2, \ldots, n_{\max }-1$ ，

$$
\begin{aligned}
& v(j+1) \leq \widetilde{\beta}(j) \leq 3 v(j+1), \quad \sum_{k \in[1,3]} \delta_{\beta}(j, k)=v(j+1), \sum_{k \in[1,3]} k \delta_{\beta}(j, k)=\widetilde{\beta}(j), \\
& \sum_{\gamma \in \Gamma \cup \Gamma_{0}} \delta_{\tau}(j, \gamma)=1, \quad \sum_{(\mathrm{a}, \mathrm{~b}, k) \in \Gamma \cup \Gamma_{0}}^{[\mathrm{a}] \delta_{\tau}(j,(\mathrm{a}, \mathrm{~b}, k))=\widetilde{\alpha}(\operatorname{tail}(j)),} \\
& \sum_{(\mathrm{a}, \mathrm{~b}, k) \in \Gamma \cup \Gamma_{0}}[\mathrm{~b}] \delta_{\tau}(j,(\mathrm{a}, \mathrm{~b}, k))=\widetilde{\alpha}(j+1), \quad \sum_{(\mathrm{a}, \mathrm{~b}, k) \in \Gamma \cup \Gamma_{0}} k \delta_{\tau}(j,(\mathrm{a}, \mathrm{~b}, k))=\widetilde{\beta}(j) .
\end{aligned}
$$

## 6 Experimental results

The main aim of our experiments is to compare implementations of the MILP formulations proposed in Section 5 and the one due to Azam et al．［4］in Step 4 of the method for the inverse QSAR／QSPR［4］．The results of this main experiment are presented in Section 6．2，after giving our findings on the construction of regression functions by train－ ing ANNs in Section 6．1．

We executed the experiments on a PC with Intel Core i5 CPU running at 1.6 GHz and 8 GB of RAM，under the Mac

OS 10.14 .4 operating system．For a study case，we selected three chemical properties：heat of atomization（HA），octanol／ water partition coefficient（KOW）and heat of combustion（HC）．

## 6．1 Experiments on Phase 1

In this section we present our experiments conducted on Phase 1，that is，the forward phase of the framework for the inverse QSAR／QSPR．

In Step 1，we collected a dataset $D$ of acyclic chemical graphs for HA made available by Roy and Saha［19］．For the properties KOW and HC ，we collected data available from the hazardous substances data bank（HSDB）from PubChem．We choose label set $\Lambda$ to be such that each element in $\Lambda$ appears as a chemical element in at least one of the chemical graphs in the dataset $D$ ；and similarly，we choose the set $\Gamma$ to be the set of all tuples $\gamma=(a, b, k) \in \Lambda \times \Lambda \times[1,3]$ appearing in at least one of the chemical graphs indataset $D$ ．In Step 2，we set a graph class $\mathcal{G}$ to be the set of all acyclic chemical graphs that are possible to be constructed with elements from the sets $\Lambda$ and $\Gamma$ chosen in Step 1．In Step 3，we used the MLPRegressor tool from the Python package scikit－learn ${ }^{2}$（version 0．24．2）to con－ struct ANNs $\mathcal{N}$ ，and we set ReLU as the activation function of neurons．We tested several different architectures of ANNs for each chemical property．With simple preliminary experiments we identified promising ranges for hyperparameter values， and then performed a grid search over the following hyperparameter values：
－number of hidden layers in $\{1,2,3,4,5\}$ ，
－number of nodes per hidden layer in $\{7,10,15,30,50\}$ ，
－learning rate $\eta$ in $\{0.00025,0.0005,0.001,0.002,0.004\}$ ， and
－regularization term $\alpha$ in $\left\{10^{-5}, 2 \times 10^{-5}, 4 \times 10^{-5}, 8\right.$ $\left.\times 10^{-5}, 1.6 \times 10^{-4}\right\}$ ．

The maximum number of training epochs was set to $10^{8}$ due to the moderately small number of training data．Since our initial experiments derived satisfactory results，other model parame－ ters were used with their default values provided by scikit－ learn．We used 5 －fold cross validation to evaluate the perfor－ mance of the trained ANNs，where a given dataset $D$ is ran－ domly partitioned into five subsets $D_{i}, i \in[1,5]$ ．The evalua－ tion is given in terms of the coefficient of determination $\mathrm{R}^{2}$ ， which for a collection $\left(a_{1}, a_{2}, \ldots, a_{p}\right)$ of $p$ real values with average $\widehat{a}=\frac{1}{p} \sum_{i=1}^{p} a_{i}$ that are associated with a collection（ $y_{1}, y_{2}, \ldots, y_{p}$ ）of values predicted by a regression model，gives a model error as

$$
R^{2}=1-\frac{\sum_{i=1}^{p}\left(a_{i}-y_{i}\right)^{2}}{\sum_{i=1}^{p}\left(a_{i}-\widehat{a}\right)^{2}}
$$

Table 1 shows the size and range of values in the datasets that we used for each chemical property，as well as results on Phase 1．The notation and symbols used in Table 1 are as follows：
$\pi$ ：$\quad$ the tested chemical property，one of HA，KOW，and HC；
$|D|: \quad$ the number of data points in the collected dataset $D$ for a chemical property $\pi$ ；

[^2]A：the set of all chemical elements that appear in at least one of the chemical graphs in the dataset $D$ ；
$\underline{n}, \bar{n}: \quad$ the minimum and maximum number of vertices in a chemical graph $G=(H, \alpha, \beta)$ over the dataset $D$ ；
$\underline{a}, \bar{a}: \quad$ the minimum and maximum values of $a(G)$ over the dataset $D$ ；
$K$ ：$\quad$ the number of descriptors in $f(G)$ for a chemical property $\pi$ ，where $K=|\Lambda|+|\Gamma|+12$ for our feature vector $f(G)$ ；
Arch．：the size of hidden layers of ANNs，where $\langle 10\rangle \times 1$ （resp．，$\langle 30\rangle \times 2$ ）means an architecture $(K, 10,1)$ with an input layer with $K$ nodes，one hidden layer with 10 nodes（resp．，two hidden layers，each with 30 nodes），and an output layer with a singe node；
$\eta: \quad$ the learning rate chosen for training the ANN；
$\alpha: \quad$ the regularization term used for training the ANN；
L－the average time，in seconds（s），to construct ANNs time：for each trial；
Test $R^{2}$ the coefficient of determination averaged over the five test sets for the corresponding combination of hyperparameter values．
Note that the parameters given in Table 1 for Step 3 are those that achieved the highest average coefficient of determi－ nation over the test set in the cross－validation trials．As can be observed in Table 1，we cannot draw a conclusion as to wheth－ er a certain hyperparameter of an ANN has a predictable in－ fluence on the performance of the ANN model．For different chemical properties，and in fact，for the case of property HC， even for a single property observed over a different dataset of chemical compounds，noticeably different hyperparameter combinations achieve the best performance，i．e．，the highest coefficient of determination over an unobserved test set．

## 6．2 Experiments on Phase 2

In this section we delve into our main interest with this study， namely the inverse phase of the combined framework for the inverse QSAR／QSPR［4，5］，and in particular，Step 4， inverting a trained ANN by solving an MILP formulation．

We call the MILP formulation due to Azam et al．［4］based on an adjacency matrix the AM method，and the MILP for－ mulation based on skeleton tree presented in Section 5 the ST method．We use the CPLEX（ILOG CPLEX version 12．9）［9］ solver to solve MILP instances formulated in the framework． We performed experiments for each of the properties HA， Kow，and HC as follows．For several pairs $\left(d_{\max }\right.$, dia $\left.^{*}\right)$ of integers $d_{\text {max }} \in\{3,4\}$ and dia＊$\in[6,13]$ ，choose each integer $n^{*} \in\left[14, n_{\max }\left(\right.\right.$ dia $\left.\left.^{*}, d_{\max }\right)\right]$ and six target values $y_{i}^{*}, i \in[1,6]$ ． We attempted to solve the six MILP instances by using the AM and ST methods．We started by setting $n^{*}=14$ ，and then gradually increased $n^{*}$ up to $n_{\max }\left(\right.$ dia $\left.^{*}, \mathrm{~d}_{\max }\right)$ ．Whenever the running time while solving at least one of the six instances

Table 1 The results on Steps 1， 2 and 3

| $\pi$ | Steps 1 and 2 |  |  |  | Step 3 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\|D\|$ | $\Lambda$ | $[\underline{n}, \bar{n}]$ | $[\underline{a}, \bar{a}]$ | K | Arch． | $\eta$ | $\alpha$ | L－time | Test $\mathrm{R}^{2}$ |
| HA | 128 | C，O，S | ［2，11］ | ［450．3，3009．6］ | 19 | $\langle 7\rangle \times 5$ | 0.0005 | $10^{-5}$ | 5.74 | 0.999 |
| Kow | 229 | C，O，S | ［1，36］ | ［－3．1，15．6］ | 26 | $\langle 50\rangle \times 1$ | 0.004 | $4 \times 10^{-5}$ | 0.596 | 0.967 |
|  | 430 | C，Cl，O， | ［1，36］ | ［－4．2，15．6］ | 42 | $\langle 30\rangle \times 1$ | 0.002 | $4 \times 10^{-5}$ | 1.279 | 0.925 |
|  |  | $N, S, B r, F$ |  |  |  |  |  |  |  |  |
| HC | 198 | C，O，N | ［2，63］ | ［245．6，35099．6］ | 27 | $\langle 7\rangle \times 3$ | 0.00025 | $2 \times 10^{-5}$ | 14.179 | 0.997 |
|  | 215 | C，O，N， | ［2，63］ | ［245．6，35099．6］ | 35 | $\langle 30\rangle \times 1$ | 0.0005 | $8 \times 10^{-5}$ | 14.655 | 0.987 |
|  |  | F，S，Br |  |  |  |  |  |  |  |  |
|  | 262 | C，Cl，O，N，S， | ［2，63］ | ［245．6，35099．6］ | 53 | $\langle 7\rangle \times 5$ | 0.00025 | $2 \times 10^{-5}$ | 3.226 | 0.927 |
|  |  | $B r, F, S i, B, P$ |  |  |  |  |  |  |  |  |

reached a time limit set to be 300 seconds，we stopped further attempts to solve the MILP instances with each of the two methods．

We present our findings in Tables 2 and 3，as well as Figure 4，where we summarize the results from our experi－ ments，in particular，the computation time of the AM and ST methods in Step 4 for property HA．The notation used is as follows：

AM：the average time（s）to solve six MILP instances based on the AM method；
ST：the average time（s）to solve six MILP instances based on the ST method；
T．O．：indicates that the running time of one of the six instances exceeded 300 seconds．

For property HA，additionally，we executed the AM method for instances with $n^{*}=36, n^{*}=38$ ，and $n^{*}=40$ ，dia $=6$ ， and $d_{\max }=4$ without imposing a time limit．The respective computation times were 21,962 seconds for $n^{*}=36,124,903$ seconds for $n^{*}=38$ ，and 148,672 seconds for $n^{*}=40$ ． Meanwhile，the computation time for the ST method was 2.133 seconds for the instances with $n^{*}=38$ ，which means that for this range of instance size，the ST method was 58，557 times faster than the AM method．

We give a short comment summary on the results of the experiments with instances of Kow and HC ：The ST method outperformed the AM method for the cases of（ $\pi=$ Kow， $\mid \Lambda$ $\left.\mid=3, d_{\max }=3, \operatorname{dia}^{*} \leq 11\right),\left(\pi=\right.$ Kow，$|\Lambda|=3, d_{\max }=4$ ，dia $\left.{ }^{*} \leq 7\right),\left(\pi=\right.$ KOW，$\left.|\Lambda|=7, d_{\text {max }}=3, \operatorname{dia}^{*} \leq 8\right),(\pi=$ Kow， $\mid \Lambda$ $\left.\mid=7, d_{\max }=4, \operatorname{dia}^{*} \leq 5\right),\left(\pi=\mathrm{HC},|\Lambda|=3, d_{\max }=3, \operatorname{dia}^{*} \leq\right.$ $9),\left(\pi=\mathrm{HC},|\Lambda|=3, d_{\mathrm{max}}=4\right.$, dia $\left.^{*} \leq 6\right),(\pi=\mathrm{HC},|\Lambda|=6$ ，

Table 2 The computation time of the AM and ST methods for HA， $d_{\max }=3$

| $n^{*}$ | dia ${ }^{*}=8$ |  | dia ${ }^{*}=12$ |  | dia ${ }^{*}=13$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AM | ST | AM | ST | AM | ST |
| 14 | 0.037 | 0.244 | 0.020 | 0.471 | 0.012 | 0.185 |
| 16 | 0.600 | 0.237 | 0.160 | 1.829 | 0.096 | 1.664 |
| 18 | 1.620 | 0.076 | 0.496 | 2.228 | 0.360 | 3.529 |
| 20 | 3.886 | 0.493 | 1.254 | 5.576 | 0.920 | 6.531 |
| 22 | 6.074 | 0.370 | 3.384 | 6.647 | 2.035 | 6.238 |
| 24 | 25.661 | 0.510 | 6.413 | 7.810 | 6.192 | 19.055 |
| 26 | 50.422 | 0.539 | 10.713 | 17.758 | 8.613 | 32.541 |
| 27 | T．O． | 0.346 | 16.249 | 19.495 | 12.724 | 88.068 |
| 28 | － | 0.551 | 40.771 | 11.795 | 17.194 | 84.688 |
| 29 | － | 0.601 | 24.904 | 13.587 | T．O． | 94.952 |
| 30 | － | 0.845 | 85.709 | 16.896 | － | 90.501 |
| 31 | － | 0.491 | T．O． | 23.497 | － | 99.171 |
| 32 | － | 0.554 | － | 25.978 | － | 121.37 |
| 34 | － | 0.577 | － | 20.866 | － | 76.159 |
| 36 | － | 0.252 | － | 46.940 | － | 77.627 |
| 38 | － | 0.722 | － | 19.028 | － | 139.25 |
| 40 | － | 1.469 | － | 23.707 | － | 86.610 |
| 42 | － | 0.766 | － | 44.204 | － | 176.51 |
| 44 | － | 0.152 | － | 60.771 | － | T．O． |
| 46 | － | 0.034 | － | 57.769 | － | － |
| 48 | n．a． | n．a． | － | 59.224 | － | － |
| 50 | n．a． | n．a． | － | 72.139 | － | － |
| 52 | n．a． | n．a． | － | 35.022 | － | － |
| 53 | n．a． | n．a． | － | T．O． | － | － |

Table 3 The computation time of the AM and ST methods for HA， $d_{\max }=4$

| $n^{*}$ | dia＊$=6$ |  | dia $^{*}=8$ |  | $\operatorname{dia}^{*}=9$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AM | ST | AM | ST | AM | ST |
| 14 | 0.503 | 0.146 | 0.218 | 3.375 | 0.212 | 7.242 |
| 16 | 1.285 | 0.938 | 0.700 | 6.475 | 0.644 | 8.805 |
| 18 | 3.112 | 0.163 | 1.526 | 4.698 | 1.320 | 8.983 |
| 20 | 8.628 | 1.326 | 3.648 | 13.317 | 3.770 | 27.347 |
| 22 | 9.197 | 0.484 | 5.968 | 20.760 | 5.964 | T．O． |
| 24 | 37.190 | 1.339 | 11.050 | 17.506 | 12.046 | － |
| 26 | 73.451 | 1.522 | 22.141 | 24.742 | 20.998 | － |
| 27 | T．O． | 0.980 | 42.833 | 25.958 | 29.748 | － |
| 28 | － | 1.858 | 52.711 | 44.286 | T．O． | － |
| 29 | － | 1.206 | 66.298 | 40.580 | － | － |
| 30 | － | 1.395 | T．O． | 49.729 | － | － |
| 32 | － | 1.572 | － | 33.445 | － | － |
| 34 | － | 1.640 | － | 64.993 | － | － |
| 36 | $\left(2 \times 104^{2}\right)$ | 1.391 | － | 35.968 | － | － |
| 38 | $\left(1 \times 105^{5}\right)$ | 2.133 | － | 42.081 | － | － |
| 40 | － | 1.916 | － | 25.675 | － | － |
| 42 | － | 1.252 | － | 27.439 | － | － |
| 44 | － | 1.258 | － | 41.772 | － | － |
| 46 | － | 0.750 | － | 63.170 | － | － |
| 48 | － | 0.947 | － | 43.488 | － | － |
| 49 | － | 0.633 | － | T．O． | － | － |
| 50 | － | 0.445 | － | － | － | － |
| 51 | － | 0.459 | － | － | － | － |
| 52 | － | 0.124 | － | － | － | － |
| 53 | － | 0.050 | － | － | － | － |

$\left.d_{\text {max }}=3, \operatorname{dia}^{*} \leq 8\right),\left(\pi=\mathrm{HC},|\Lambda|=6, d_{\max }=4, \operatorname{dia}^{*} \leq 7\right),(\pi$ $\left.=\mathrm{HC},|\Lambda|=10, d_{\max }=3, \operatorname{dia}^{*} \leq 7\right)$ and $(\pi=\mathrm{HC},|\Lambda|=10$ ， $d_{\text {max }}=4$, dia＊$\left.^{*} \leq 5\right)$ ．

From the experimental results，we observe that the ST method completed Step 4 in shorter time than the AM method did when the diameter of graphs was up to around 11 for $d_{\text {max }}$ $=3$ ，and 8 for $d_{\max }=4$ ．In particular，it can be seen from Tables 2 and 3，as well as Fig．6，that under such conditions， the ST method could handle chemical graphs with number $n^{*}$ of non－hydrogen vertices up to 48 in reasonable CPU time， whereas the AM method could only handle chemical graphs with $n^{*}<30$ ．Therefore，the results of computational experi－ ments suggest that the ST method can handle a much larger number of chemical graph than the AM method can．Finally， recall that chemical graphs with diameter up to 11 for $d_{\text {max }}$ $=3$ and 8 for $d_{\max }=4$ account for about $35 \%$ and $18 \%$ ， respectively，out of all acyclic chemical graphs with 200 or fewer non－hydrogen atoms registered in the PubChem chem－ ical database，and about $63 \%$ and $40 \%$ out of the acyclic
chemical graphs with 200 or fewer non－hydrogen atoms with $d_{\text {max }}=3$ and $d_{\text {max }}=4$ ，respectively．

## 7 Concluding remarks

With this work，we presented a new MILP formulation for inferring acyclic chemical graphs．Our MILP formulation can be directly incorporated in the method for the inverse QSAR／QSPR proposed to Azam et al．［4］．One drawback of the formulation given by Azam et al．［4］is that in order to represent a tree on $n$ vertices，subsets of vertex pairs over an $n \times n$ adjacency matrix are used，requiring the same number of variables in the MILP formulation．With the aim to reduce the number of variables in the MILP formulation，we intro－ duced the concept of skeleton trees，which are trees with the maximum number of vertices for fixed diameter and maxi－ mum degree．Then，in our method，a target tree is chosen as an induced subgraph of a skeleton tree．In this way，whenever

Fig． 6 The average computation time of the AM and ST methods for HA

the target acyclic graphs have a limited diameter，we signifi－ cantly reduce the number of variables used in our MILP for－ mulation，and thereby also the time needed to solve it in prac－ tice when the number of chemical elements is relatively small． The results on some computational experiments confirm this， i．e．，we observe that the proposed method is more efficient than the previously proposed method．

Even though the MILP formulation presented in this paper targets the class $\mathcal{G}$ of acyclic chemical graphs，we note that a similar formulation can be applied to the acyclic part of any chemical graph，regardless of the number of cycles it has． Based on the idea of prescribing a tree that serves as a supergraph of a target acyclic chemical graph，Azam et al．［5］ and Akutsu and Nagamochi［2］have developed methods for inferring chemical acyclic graphs with a larger diameter and cyclic chemical graphs with any cycle index，respectively， where the proposed method／systems are available at GitHub https：／／github．com／ku－dml／mol－infer．

As future work it would be interesting to explore a way of defining the graph topology of a desired chemical graph，i．e．， generate target chemical graphs with a fixed scaffold［21］． Another line of research would be to explore different methods for constructing a regressive prediction function， for example convolutional ANNs，different types of multiple linear regression，or decision trees．

Funding This research was supported in part by the Japan Society for the Promotion of Science，Japan，under Grant \＃18H04113．

## Declarations

Conflicts of interest The authors declare that they have no conflict of interest．

Open Access This article is licensed under a Creative Commons Attribution 4．0 International License，which permits use，sharing，adap－ tation，distribution and reproduction in any medium or format，as long as you give appropriate credit to the original author（s）and the source，pro－ vide a link to the Creative Commons licence，and indicate if changes were made．The images or other third party material in this article are included in the article＇s Creative Commons licence，unless indicated otherwise in a credit line to the material．If material is not included in the article＇s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use，you will need to obtain permission directly from the copyright holder．To view a copy of this licence，visit http：／／creativecommons．org／licenses／by／4．0／．

## References

1．Akutsu T，Fukagawa D，Jansson J，Sadakane K（2012）Inferring a graph from path frequency．Discrete Applied Mathematics 160（10－ 11）：1416－1428
2．Akutsu，T，Nagamochi，H：A novel method for inference of chem－ ical compounds with prescribed topological substructures based on integer programming，arXiv： 2010.09203 （2020）
3．Akutsu，T，Nagamochi，H：A mixed integer linear programming formulation to artificial neural networks．In：Proceedings of the 2nd international conference on information science and systems． pp 215－220．ACM（2019）
4．Azam，NA，Chiewvanichakorn，R，Zhang，F，Shurbevski，A， Nagamochi，H，Akutsu，T：A method for the inverse QSAR／QSPR based on artificial neural networks and mixed integer linear programming with guaranteed admissibility．In：Proceedings of the 13 th international joint conference on biomedical engineer－ ing systems and technologies－Volume 3：BIOINFORMATICS． pp 101－108（2020）
5．Azam，NA，Zhu，J，Sun，Y，Shi，Y，Shurbevski，A，Zhao，L， Nagamochi，H，Akutsu，T：A novel method for inference of acyclic chemical compounds with bounded branch－height based on artifi－ cial neural networks and integer programming，arXiv：2009．09646 （2020）

6．Chiewvanichakorn，R，Wang，C，Zhang，Z，Shurbevski，A， Nagamochi，H，Akutsu，T：A method for the inverse QSAR／QSPR based on artificial neural networks and mixed integer linear programming．In：Proceedings of the 2020 10th international conference on bioscience，biochemistry and bioinformatics．pp 40 46．ACM（2020）
7．Fujiwara H，Wang J，Zhao L，Nagamochi H，Akutsu T（2008） Enumerating treelike chemical graphs with given path frequency． Journal of Chemical Information and Modeling 48（7）：1345－1357
8．Gómez－Bombarelli R，Wei JN，Duvenaud D，Hernández－Lobato JM，Sánchez－Lengeling B，Sheberla D，Aguilera－Iparraguirre J， Hirzel TD，Adams RP，Aspuru－Guzik A（2018）Automatic chemi－ cal design using a data－driven continuous representation of mole－ cules．ACS Central Science 4（2）：268－276
9．IBM ILOG：CPLEX Optimization Studio 12．9，https：／／www．ibm． com／support／knowledgecenter／SSSA5P＿12．9．0／ilog．odms．cplex． help／CPLEX／homepages／usrmancplex．html．Accessed 17 Nov 2020
10．Ikebata H，Hongo K，Isomura T，Maezono R，Yoshida R（2017） Bayesian molecular design with a chemical language model． Journal of Computer－aided Molecular Design 31（4）：379－391
11．Kerber，A，Laue，R，Grüner，T，Meringer，M（1998）MOLGEN 4．0． Match Communications in Mathematical and in Comp Chem（37）， 205－208
12．Kim，S．，et al．（2021）PubChem in 2021：New data content and improved web interfaces．Nucleic Acids Research，49（D1）， D1388－D1395
13．Kusner，MJ，Paige，B，Hernández－Lobato，JM：Grammar variation－ al autoencoder．In：Proceedings of the 34th international conference on machine learning－volume 70．pp 1945－1954．（2017）
14．Li J，Nagamochi H，Akutsu T（2016）Enumerating substituted ben－ zene isomers of tree－like chemical graphs．IEEE／ACM Transactions on Computational Biology and Bioinformatics 15（2）：633－646
15．Liu，Q，Allamanis，M，Brockschmidt，M，Gaunt，AL（2018） Constrained graph variational autoencoders for molecule design． In：Proceedings of the 32 nd international conference on neural in－ formation processing systems．pp 7806－7815．
16．Miyao T，Kaneko H，Funatsu K（2016）Inverse QSPR／QSAR anal－ ysis for chemical structure generation（from y to $x$ ）．Journal of Chemical Information and Modeling 56（2）：286－299

17．Nagamochi H （2009）A detachment algorithm for inferring a graph from path frequency．Algorithmica 53（2）：207－224
18．Reymond JL（2015）The chemical space project．Accounts of Chemical Research 48（3）：722－730
19．Roy K，Saha A（2003）Comparative QSPR studies with molecular connectivity，molecular negentropy and TAU indices．Journal of Molecular Modeling 9（4）：259－270
20．Rupakheti C，Virshup A，Yang W，Beratan DN（2015）Strategy to discover diverse optimal molecules in the small molecule universe． Journal of Chemical Information and Modeling 55（3）：529－537
21．Schäfer，T，Keriege，N，Humbeck，L，Klein，K，Koch，O，Mutzel，P （2017）Scaffold Hunter：A comprehensive visual analytics frame－ work for drug discovery．J Cheminformatics 9，article 28
22．Segler MHS，Kogej T，Tyrchan C，Waller MP（2017）Generating focused molecule libraries for drug discovery with recurrent neural networks．ACS Central Science 4（1）：120－131
23．Skvortsova MI，Baskin II，Slovokhotova OL，Palyulin VA，Zefirov NS（1993）Inverse problem in QSAR／QSPR studies for the case of topological indices characterizing molecular shape（Kier indices）． Journal of Chemical Information and Computer Sciences 33（4）： 630－634
24．Sumita M，Yang X，Ishihara S，Tamura R，Tsuda K（2018）Hunting for organic molecules with artificial intelligence：Molecules opti－ mized for desired excitation energies．ACS Central Science 4（9）： 1126－1133
25．Takeda，S et al（2020）Molecular inverse－design platform for ma－ terial industries，In：Proceedings of the 26th ACM SIGKDD inter－ national conference on knowledge discovery \＆data mining，virtual event．pp 2961－2969．
26．Yang X，Zhang J，Yoshizoe K，Terayama K，Tsuda K（2017） ChemTS：an efficient python library for de novo molecular gener－ ation．Science and Technology of Advanced Materials 18（1）：972－ 976

Publisher＇s note Springer Nature remains neutral with regard to jurisdic－ tional claims in published maps and institutional affiliations．


[^0]:    CITATION:
    Zhang, Fan ...[et al]. A new approach to the design of acyclic chemical compounds using skeleton trees and integer linear programming. Applied Intelligence 2022, 52(15): 1705817072

[^1]:    ${ }^{1}$ https：／／pubchem．ncbi．nlm．nih．gov／

[^2]:    ${ }^{2}$ https：／／scikit－learn．org／

