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Abstract 

A new procedure of numerical calculation to discretize a quadratic perform­
ance index defined for a linear time-invariant continuous system is proposed. 
The procedure is based on the Pade approximation with scaling and repeated 
squaring. Theoretical bounds of truncation errors involved in the resulting 
discretized weighting matrices are provided in terms of the maximum singular 
value norm for the proposed procedure. It is also shown that the paper by Van 
Loan which proposed another procedure of numerical calculation for the same 
problem contains some errors and a certain modification is required for his 
procedure. Numerical examples show that the new procedure is superior to the 
old one (of the modified version) from the viewpoint of accuracy, efficiency, and 
reliability. 

1 . Introduction 
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In sampled-data control of a continuous system using a zero-order hold, the 

optimal control which minimizes a continuous quadratic performance index 

posed on the continuous system is proposed2
l-

3
l_ Such optimal control (the 

outline of which is reviewed in Section 2) has two advantages over the 

ordinary sampled-data optimal control under the standard discrete quadratic 

performance index. First, due to the use of the continuous performance index, it 

is possible to take account of the intersample behaviour of the system. Secondly, 

some information can be obtained as to the range of acceptable values for the 

sampling period by investigating the relation between the sampling period and 

the optimal performance index2
l. 

On the other hand, the following difficulty is also present. In order to solve 

the above-mentioned optimal control problem2
i•

3l, it is necessary to convert the 

problem into an equivalent discrete optimal control problem2
J,

3
l_ As we shall see 
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in Section 2, this conversion consists of derivations of coefficient matrices for 

the sampled-data system, and weighting matrices for the discretized quadratic 

performance index. Since these matrices are expressed as complicated integrals 

involving matrix exponentials (see Section 2 for details), it is quite difficult to 

calculate the numerical values of these matrices by an analytic means, although 

they are required for the solution of the optimal control problem. 

On account of this difficulty, some procedures have been proposed to num­

erically calculate these matrices1>- 4
l,

5
l_ Among them, one of the most effective 

procedures available at present is the one proposed by Van Loanll, where the 

Pade approximation and the doubling formulae are utilized. This procedure is 

quite convenient since the bounds of truncation errors involved in the appro­

ximated matrices are provided in terms of a certain matrix norm. In addition, 

the precision and amount of computational effort can be regulated through a 

tuning parameter. As a matter of fact, however, the error bounds given by Van 

Loan1
l are erroneous, as shown in Section 4. 

In the present paper, we propose a new procedure for the numerical calcula­

tion of the above-mentioned coefficient and weighting matrices, where the Pade 

approximation and the uoubling formulae are likewise utilized (Section 3 ). The 

bounds of truncation errors involved in the matrices calculated by the proposed 

procedure are also provided in terms of the maximum singular value norm. On 

the other hand, the error bounds for the Van Loan method 1ldescribed in terms of 

the Frobenius norm are shown to be erroneous on account of an intrinsic 

property of the Frobenius norm. In order to assure the correct theoretical error 

bounds, in Section 3, Van Loan's procedure is modified to use the maximum 

singular value norm rather than the Frobenius norm. Furthermore, theoretical 

error bounds are given for the modified procedure in terms of the maximum 

singular value norm (Section 4 ). Finally, the method proposed in the present 

paper is shown to be superior to the (modified) Van Loan method with respect 

to accuracy, efficiency and reliability by numerical examples (Section 5 ). 

2. Expressions for Discretized Coefficient and Weighting Matrices 

In this section, we review the sampled-data optimal control problem under a 

continuous quadratic performance index, and give expressions for the discretized 

coefficient matrices and weighting matrices. 

Suppose that a linear time-invariant continuous system 

(2. 1) 
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be given, and consider the sampled-data optimal control problem under the 

continuous quadratic performance index 

]= Io= {x'(t)Q,x(t) +u'(t)Rcu(t)}dt 

and the constraint 

u (t) =u(kT) (kT~t< k + 1 T). 

(2.2) 

(2 .3) 

The constraint (2.3) implies that a zero-order hold is employed at the input 

terminal of (2.1), where T denotes the sampling period. In (2.2), the symbol ' 

denotes the transpose, and Qc and Re are both symmetric. It would be usually 

assumed that Qc and Re are, respectively, positive semidefinite and positive 

definite, and that (Aco BJ and (Ac, Q~12
) are, respectively, stabilizable and detect­

able. However, these assumptions are not always prerequisite in the following. 

In view of the piecewise constant property (2.3) of the manipulating varia­

bles, the state transition equation (2.1) and the performance index (2.2) can be 

equivalently rewritten by discrete expressions2
l-

3
l as 

x(k + 1 T) =A (T)x(kT) + B(T)u (kT) (2.4) 

and 

~ 

]= :E {x'(kT)Q(T)x(kT) +2x'(kT)S(T)u(kT) +u'(kT)R(T)u(kT)}, (2.5) 
k~O 

respectively, where 

A (T) =exp(AcT) 

B(T) = fo
7
exp(Act)Bcdt 

Q(T) = foT exp(A/t)Qc exp (Act)dt 

S(T) = fo7

exp(A/t)Qc J: exp(Ac5)Bcdsdt 

R(T) =RcT+ f JJ: exp(Ac5)Bcds] 'Qc I: exp(Ac5)Bc dsdt. 

(2 .6) 

(2. 7) 

(2.8) 

(2.9) 

(2 .10) 

Thus, the original optimal control problem with the constraint (2.3) reduces to 

the optimal control problem without constraint. Therefore, the optimal control 

law can be easily derived by solving the optimal control problem of (2.4) and 

(2.5). In order to solve this problem, we require the numerical values of the 

matrices (2.6)-(2.10). Unfortunately, however, the expressions for these matrices 

are very much complicated, and it is quite difficult to calculate them by an 

analytic means. 
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The purpose of this paper is to provide an effective procedure for the 

numerical calculation of these matrices, and to study the numerical properties of 

the procedure. 

3. A New Procedure for Numerical Calculation of the Discretized Matrices 
and Its Comparison with the Procedure by Van Loan 

In this section, we first give our basic idea for the calculation of matrices 

given by (2.6)-(2.10). Secondly, we propose a new procedure for the numerical 

calculation of these matrices using the notions of the Pade approximation and 

the doubling formulae. Finally, we review the procedure proposed by Van 

Loan 1
l, and make some fundamental comparisons between these two procedures. 

3.1 Basic Idea for the Procedure to Be Proposed 
First, noting that 

it can be readily obtained from (2.8)-(2.10) that 

where 

W(T) =R(T)-RJ. 

(3.1) 

(3.3) 

It is easy to see that the right hand side of (3.2) has the form of (2.8) with (Ac, 

QJ replaced by 

(3.4) 

Here, it is knownD that Q(T) given by (2.8) can be calculated as 

Q(T) =F/(T)G2(T), (3.5) 

where F/T) and Gz(T) are given by 
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(3.6) 

In view of (3.2), it follows that Q(T), S(T) and W(T) can be calculated at one 

time using appropriate submatrices of exp(C0T), where 

(

-Ac' 0 Qc O) 
-Be' 0 0 0 

Co= . 
0 0 Ac Be 

0 0 0 0 

Equivalently, we have only to calculate 

where 

(

F 1(T) 

exp(CT) ~ ~ 
G1(T) H 1(T) 

Fz(T) Gz(T) 

0 Fa(T) 

0 0 

(
0 I. 0 0)- 1 

C= Im O O 0 
0 0 I. 0 

0 0 0 Im 
(
0 I. 0 0) (0 -Be' 0 0) 

Co Im 0 0 0 = 0 -A; Qc 0 . 
0 0 I. 0 0 0 Ac Be 

0 0 0 Im 0 0 0 0 

(3.7) 

(3.8) 

(3.9) 

To summarize, it is easy to verify that Q(T), S(T) and W(T) can be obtained as 

Q(T) =F3 '(T)Gz(T) 

S(T) =F3'(T)Hz(T) 

W(T) =G3'(T)Hz(T) +K1(T). 

Needless to say, R(T) can be obtained from (3.3) as 

R (T) = W(T) + RJ. 

(3.10) 

(3 .11) 

(3.12) 

(3 .13) 

Furthermore, from inspection of (3.1), (3.8) and (3.9), it follows immediately that 

A(T)=Fa(T) 

B(T)=Gg(T). 

(3 .14) 

(3 .15) 

The expressions (3.10)-(3.15) are convenient since the calculation of the right 

hand sides does not require any integration, but requires only an exponential of 

a matrix. By combining a method of numerical calculation of the matrix 
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exponential given by (3.8), a procedure for the numerical calculation of matrices 

(2.6)-(2.10) will be proposed in the next subsection. Before proceeding, note the 

following. Instead of (3.2), we can derive 

Therefore, we have another alternative which calculates exp(C1T) instead of 

(3.8), where 

(0 In 0 °)fAC 0 QC 

i,)C 
In 0 

~) Im 0 0 0 -Be' 0 0 0 0 
C1= ~ 0 In 0 0 0 Ac Be 0 0 In 

0 0 Im 0 0 0 0 0 0 0 

~ (~ -Be_ 0 R,) 
-Ac Qc 0 

(3 .17) 
0 Ac Be . 

0 0 0 

However, this alternative will not be adopted for two reason. First, a nonzero 

submatrix Re in (3.17) is disadvantageous as compared with (3.9) from the 

viewpoint of the amount of computational effort. Secondly, as will be clarified 

by the truncation error analysis in the next section, having more nonzero 

submatrices seems to be undesirable from the viewpoint of precision of the 

calculation, too. 

3.2 Pade Approximation, Doubling Formulae, and Proposal of a Discretization 

Procedure 

In order to raise the idea in the previous subsection to a complete procedure, 

we must be provided with a numerical procedure for the calculation of the 

matrix exponential (3.8). It is well known that one of the most effective 

methods to calculate a matrix exponential is the Pade approximation with 

scaling and repeated squaring6
l. Hence, we apply this method to calculate (3.8). 

Then, we obtain an approximate value of (3.8) by 

(3. 18) 

where 

(3 .19) 
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/3k= (2,q -k) !q !/[(2q) !k ! (q-k) !J. 

Equivalently, {3k is given by 

/3o= 1 

and 

k-1 

/3k= [II (q-i)/(2q-i)]/k! (k>O). 
i=O 

In (3.18), j is the minimum non-negative integer satisfying 

II Cto II = II CT II /2j ;;a; 1/2. 

where II • II denotes the maximum singular value norm 

II A II =A~;xCA 'A) (Amax denotes the maximum eigenvalue) 

=A~;x(AA ') 
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(3.20) 

(3.21) 

(3.22) 

(3.23) 

(3.24) 

= max 11 Ax II£ ( II • II£ denotes the Euclid vector norm), 
llxllE=l (3.25) 

Unless otherwise stated, II • II denotes the maximum singular value norm in the 

following. Furthermore, q is an arbitrary positive integer, on which the precision 

and amount of computational effort are dependent. In Section 5, a guideline on 

determination of the value of q will be given, using the results of the truncation 

error analysis given in the next section. But, regardless of the value of q, Dq(Ct0) 

is guaranteed to be non-singular from (3.24). The proof of this fact and an 

efficient method for calculation of Rqq(Ct0) are given in Appendix 1 . 

So far, Rqq(Ct0) has been obtained. For the sake of efficiency, however, we 

shall not repeatedly square this matrix directly as suggested by (3.18). Instead, 

we apply (3.10)-(3.12), (3.14), and (3.15) with T replaced by t0 to estimate A (t0), 

B(t0), Q(t0), S(t0), and W(t0), and then apply 

A (2t) =A (t) 2 

B(2t) =B(t) + A (t)B(t) 

Q(2t) =Q(t) + A '(t)Q(t)A (t) 

S(2t) =S (t) + A '(t) [Q(t)B(t) +S Ct)] 

W(2t) =2 W(t) + B'(t) [Q(t)B(t) +s (t)] +s '(t)B(t) 

(3.26) 

(3.27) 

(3.28) 

(3.29) 

(3.30) 
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repeatedly. Identities (3.26)-(3.30) can be easily derived from the definitions (2.6) 
-(2.10), and are referred to as the doubling formulae'l. Since T= 2i t0 , repeated 

applications of the doubling formulae by j times yield A (T), B(T), Q(T), S(T), 

and W(T). By adopting this alternative, the amount of computational effort can 

be significantly reducedl). 

To summarize, the procedure we propose in the present paper is as follows: 

Procedure 1 : 
(Step 1) Find the minimum non-negative integer j satisfying (3.24), and put 

(3.31) 

(Step 2) Calculate the approximate value of exp(Ct0) using the Pade approxima­

tion (3.19)-(3.21), together with the efficient procedure given in Appendix 1. 

(3.32) 

(Stem 3) Calculate the approximate values of A (t0), B(t0), Q(t0), S(t0), and 

W(t0) by 

Ao=fl'aCto) 

Bo=CaCto) 

Qo=F3'(to)CzCto) 

So=fl'3'(to)HzCto) 

Wo=C/(to)HzCto) + K, (to), 

respectively. 

(Step 4) Calculate the approximate values of A (tk+,), 

and W(tk+i) by 

Ak+1=A~ 

Bk+i=Bk+A~k 

Qk+l =Qk+A/Q0k 

Sk+l =Sk+Ak'[Q~k+Sk] 

wk+,=2wk+B/[Q~k+skJ +S/Bk, 

respectively (for k = 0, · · ·, j - 1 ) . 

(Step 5) Let 

(3.33) 
(3.34) 
(3.35) 
(3.36) 
(3.37) 

(3.38) 
(3.39) 
(3.40) 
(3.41) 
(3.42) 
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and 

R=W+RJ 
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(3 .43) 

(3 .44) 

Then A, B, Q, S, W, and R are the approximate values of A (T), B(T), Q(T), 

S(T), W(T) and R(T), respectively. 

In the above procedure, q is an arbitrary positive integer. A criterion for the 

determination of q will be given in subsection 5.1 below. In the following, also 

(3.38)-(3.42) are referred to as the doubling formulae. 

3.3 Procedure Proposed by Van Loan 

In this subsection, we review the procedure for the calculation of matrices 

(2.6)-(2.10) proposed by Van Loan1l. Details on the underlying idea for the 

procedure are omitted since it is explained in 1 ), but it would be fair to say 

that the idea is more technical and complicated than our idea presented in 

subsection 3.1. 

Let C be given by 

(

-A/ 
~ 0 
C= 

0 

0 

0 

0 

(3 .45) 

and let q be an arbitrary positive integer. Then, the procedure is as follows: 

Procedure 2 : 

(Step 1 ) Find the minimum non-negative integer j satisfying 

11 CT 11 /zi ~ 1/2, (3.46) 

and put 

(3.47) 

(Step 2) Caluculate the approximate value of exp(Ct0) using the Pade approxi­

mation (3.19)-(3.21). 
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(3.48) 

(Step 3) Calculate the approximate values of A (t0), B(t0), Q(t0), S(t0), and 

W(t0) by 

Ao=Fito) 

Bo=Gito) 

Qo=Fa'(to)GiCto) 

So=F3'(to)HiCto) 

Wo= [Be 1i'3'(to)K, (to)]+ [Be F3'(to)K, (to)]: 

respectively. 

(3. 49) 

(3.50) 

(3.51) 

(3. 52) 

(3. 53) 

(Step 4) Calculate the approximate values of A (tk+i), B(tk+i), Q(tk+J, S(tk+1), 

and W(tk+i) by the doubling formulae (3.38)-(3.42) (with A; replaced by A;, 
etc.), respectively (for k = 0, · · ·, j- 1 ) . 

(Step 5) Let 

(3.54) 

and 

(3.55) 

Then, A, B, Q, S, W, and R are the approximate values of A (T), B(T), Q(T), S 

(T), W(T), and R(T), respectively. 

In (3.46), II • II denoted the Frobenius norm 

II A 11 = [I:: I:: a;i] vz (A= (a;j)) (3.56) 
I J 

in the original procedure proposed by Van Loan'l, but we should modify the 

procedure and consider (3.46) in terms of the maximum singular value norm in 

the following. The reason for this will be clarified in the next section. 

Thus, Procedure 1 proposed in the present paper turns out to be quite 

similar to the previously proposed Procedure 2. In particular, since the right­

lower 2n+mx 2n+m submatrices of C and C coincide, it follows from inspec­

tion of these two Procedures that the approximate values of A (T), B(T), Q(T), 

and S(T) obtained by Procedure 1 are exactly the same as those obtained by 

Procedure 2 provided that q and j in the two Procedures coincide, even if we 
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take account of the effect of rounding errors. Moreover, the amount of com­

putational effort required for each of these four discretized matrices is also 

exactly the same for these two Procedures. 

On the other hand, as for W(T) and R(T) these two Procedures result in 

different approximate values, and the newly proposed Procedure 1 generally 

yields approximate values which are not less accurate than those by Procedure 

2 , as will be shown in the following two sections. Furthermore, since CE 

R271
+

2
mx

2
n+2m whereas CER:iii+mx:iii+m, and since n;;;,m in general, it follows that 

Procedure 1 requires a less amount of calculation than Procedure 2 in 

(Step 1 ), ($tep 2) and (Step 3 ). (Step 4) of the doubling formulae requires 

the same amount of computational effort in each Procedure. 

4. Truncation Error Analysis 

4.1 Bounds of Truncation Errors 

The purpose of this section is to show that the truncation errors involved in 

the matrices calculated by Procedure 1 which we proposed in subsection 3.2 are 

bounded by the inequalities 

where 

IIA-A(T) II <;i;,rA0(T) 

II B-B(T) 11 <;;;;,rnfJ(T) 

11 Q-Q(T) 11 -;;;,rr/)2(T) 

II S-S(T) II <;;;;,rse2(T) 

rA =tTexp(tT) 

r8 =tTexp(tT) [l +aT/2] 

rQ=tTexp(2ET) [l +aT] 

r5 =tTexp(2ET) [1 + (a+t)T] 2 

rR=4ETexp(2ET) [ {l + (a +t) T/2} 3+ l] 
E =23

-2q II C II (q ! )2/[(2q) ! (2q + 1) !] ( ~O) 

a=max { II Be II , II Qc II} (~O) 

0(t) =max II exp(A~) 11 . 
o;;;s;;;t 

(j>O) 

(j=O) 

(4 .1) 

(4 .2) 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

(4. 7) 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

( 4. 12) 

(4 .13) 

(4 .14) 

The proofs of (4.1)-(4.6) are almost parallel to those of Theorems 2 - 6 of 

1 ), which gave the bounds of truncation errors for the original form of 
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Procedure 2 in terms of the Frobenius norm. Those proofs were based on the 

inequalities 

11 A+ B II ~ II A 11 + II B II 

II AB II ~ 11 A 11 • 11 B 11 

IIA'II = IIA II 

11 sub(A) II ~ II A 11 

II exp(At) II ~exp(at) ( II A II ~a. t~O), 

(4 .15) 

(4.16) 

(4 .17) 

(4 .18) 

(4.19) 

where II • II denotes the Frobenius norm and sub(A) denotes an arbitrary 

matrix obtained by deleting some rows and/or columns of the matrix A. But, 

the inequality (4.19) does not hold for the Frobenius norm (for example, consider 

the case where t= 0) on account of its intrinsic property 

(4.20) 

Therefore, the truncation error bounds given in 1) for the original Van Loan 

method turn out to be erroneous. This is why we have modified his original 

procedure and have given the modified procedure using the maximum singular 

value norm (see subsection 3.3). 

The truncation errors for the modified procedure, Procedure 2 , can be 

shown to be bounded by the inequalities 

where 

II A-A (T) II ~tA0(T) 

11 B-B(T) II ~tIIJ(T) 

II Q-Q(T) 11 ~t<fi(T) 

II S-S(T) 11 ~ts02(T) 

II R-R(T) II= II W-W(T) II~ G::~~2
) (~tRff(T/2)) 

tA=eTexp(eT) 

t 8 =eTexp(eT) [l +aT/2] 

tQ=eTexp(ZeT) [1 +aT] 

fs=eexp(2eT) [l + (a+e)T] 2 

tR=4eTexp(2eT) [ {l + (a +e) T/2} 3 +a] 

e=23 
'lq 11 c 11 (q!) 2/[(2q) ! (2q+ 1) !J 

(j>O) 

(j=O) 

(4.21) 

(4. 22) 

(4.23) 

(4.24) 

(4.25) 

(4.26) 

(4 .27) 

( 4. 28) 

(4. 29) 

(4.30) 

(4.31) 

(4.32) 

and a and 0(t) are defined by (4.13) and (4.14), respectively. Since (4.15)-(4.19) 

hold for the maximum singular value norm, most of the arguments in the proofs 

of Theorems 2 - 6 of 1 ) are justified as the derivation of truncation error 



Discretization of Quadratic Performance Index 303 

bounds for Procedure 2 in terms of the maximum singular value norm. Howev­

er, some of the proofs of 1 ) are still erroneous in several other respects as will 

be pointed out in subsection 4.3. Therefore, the error bounds (4.24)-(4.26) are 

different from those given in 1 ), even if we neglect the difference of the 

underlying definitions of the matrix norm. 

In the next subsection, we give some preliminary results, which are quite 

similar to those results given in 1 ). Then, in subsection 4.3, we give complete 

proofs for (4.1)-(4.6). The proofs of (4.21)-(4.26) will be omitted because they 

are parallel to the proofs of (4.1)-(4.6). 

4.2 Preliminary Results for Error Analysis 
Lemma 1 (Theorem 1, Van Loan 1978) : 

expm 
Lli Bi 

t.J} [T 
<Pi (t) Wi(t) {}, (t)] 

I'2 Ll2 Bit) <P2(t) Wit) 

0 I's 0 Bs(t) <I>s(t) 

0 0 0 0 84(t) 

(4.33) 

holds true where 

B;(t) =exp(I';t) (i= 1, 2, 3, 4) (4.34) 

<P;(t)= J: exp{I';(t-s)}Ll;exp(ft+is)ds (i=l, 2, 3) (4.35) 

W;(t)= J: exp{I';(t-s)}B;exp(I';+~)ds 

+ J: J: exp {I';(t-s)} Ll;exp {I';+ i (s-r)} Ll;+iexp(I';+2r)drds 

(i= 1, 2) (4.36) 

Qi(t) = ( exp{I'i(t-s)} Aiexp(I'4s)ds 

+ J: J: exp{I'i(t-s)} [Biexp{I'3(s-r)}Ll3 +Lliexp{I'is-r)} B.i] 

x exp(I'4r)drds 

+ f: J: J: exp {I'i (t-s)} Lliexp {I'is-r)} Ll2exp {I's(r-w)} ..13 

X exp(I'4w )dwdrds. (4.37) 

Lemma 2 : If Rqq(Ct0) is computed according to (Step 2) of Procedure 1 , then 

(4.38) 

holds true for some E, where 
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E

2 ~3 i6) 
0 E1 £4 

0 0 0 

Furthermore, 

AcE1=E1Ac 

II E; II ~E (i= l, 

where E is given by (4.12). 

7), 

(partitioned as C). (4 .39) 

(4.40) 

(4.41) 

Proof: It can be easily verified that the proof of this lemma is parallel to that 

of Lemma l of l ) (save that II • II denotes the maximum singular value 

norm), if we scrutinize the underlying result (Moler and Van Loan6
l, 1978, 

Appendix l , Lemma 4 ) and the algorithm of the Pade approximation. Details 

are omitted for the sake of brevity. 

Lemma 3: If Ak, Bk, Qk, and Sk are defined by Procedure l , then 

(4. 42) 

( 4. 43) 

(4.44) 

+ t exp {(Ac+ E1) 's} (Qc + £ 3) f: exp {(Ac+ E 1)(s - r)} CBc + £4) drds. 

(4. 45) 

Furthermore, W0 is given by 

where 

(4.46) 

E1= J:° (Bc+E4)'exp{(Ac+E 1)'(t0 -s)}ds J:° exp{-(Ac+E1)'(to-s)}E~s 

(4. 47) 
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E5= J:° J: (-B/+E2)exp{-(Ac+E1) '(s-r)} CQc+E3) 

X J: exp{(Ac+E1)(r-w)} (Bc+E4)dwdrds. 
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(4.48) 

(4.49) 

(4.50) 

(4.51) 

(4.52) 

Proof: Equations (4.42)-(4.45) with k= 0 and (4.46) immediately follow from 

Lemma 1 and Lemma 2, where 

E1 +e2=G/(to)H2Cto) 

E3+E4 +E5+E5=K1 (to). 

(4.53) 

(4.54) 

Equations (4.42)-(4.45) with k > 0 can be derived by induction with respect to k. 

See the proof of Lemma 3 of 1 ) for detail. 

Remark: Equations (4.42)-(4.45) imply that the calculations based on the doubl­

ing formulae and the direct squaring (3.18) yield the same results for matrices A, 

B, Q, and S (if we neglect the effect of the rounding errors). However, as far as 

the matrix R is concerned, in general, these two calculations yield slightly 

different results. 

4.3 Proofs of the Truncation Error Bounds 
In this subsection, we prove the inequalities (4.1)-(4.6) using the preliminary 

results given in the previous subsection. Inequalities 1 ~exp(d) ~exp(et2) (0~ 

t1~t2) and 1 ~0(t1) ~0(t2) (O~t1~t2) will be used repeatedly with no particular 

comments wherever they are necessary. 

Proof of (4.1) 

It follows from Lemma 3 that 
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Therefore, we obtain from (4.14), (4.16), and (4.40) that 

II A-A (T) II = II exp{(Ac+E1)T} -exp(AcT) II 

Since 

~ II exp(AcT) II X II exp(E1T)-I. II 
~0(T) II exp(E1T)-I. II . 

II exp(E1s)-I. II = II J: E1exp(E1r)dr II 

;;;; J: II E1 II x II exp(E1r) II dr 

;;;; J: e • exp(es)dr 

=es • exp(es) 

(4.55) 

(4. 56) 

(4.57) 

hold true from (4.16), (4.19), and (4.41), the inequality (4.1) follows readily from 

( 4.56) and ( 4.57). 

Proof of ( 4.2) 

Since 

holds true from Lemma 3 , we get 

B-B(T) = LT [exp{(Ac+E1)s} -exp(Ac5)]Bcds 

+ LT exp{(Ac+E1)s}E4dS. 

Therefore, we obtain from (4.15) and (4.16) that 

II B-B(T) II ;;;; LT II exp(Ac5) II X II exp(E1s)-/ II X II Be II ds 

(4.58) 

(4.59) 

+ LT 11 exp(Ac5) II XII exp(E1s) II XII £4 II ds. (4.60) 

By using (4.13), (4.14), (4.19), (4.41), and (4.57), we obtain 

II B-B(T) II ;;;; r 0(T) • esexp(eT) • ads+ r 0(T) • exp(eT) • eds 

=ril}(T). 

Proof of (4.3) 

It follows from Lemma 3 and (2.8) that 

(4.61) 
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Q-Q(T) = foT [exp{(Ac+E1) 's} (Qc+E3)exp{(Ac+E1)s} -

exp(A/s)Qcexp(Ac5) ]ds 

= foT [exp{(Ac+E1)s} -exp(Ac5)] 'Qcexp{(Ac+E1)s}ds 

+ foT exp(A/s)Qc[exp{(Ac+E1)s} -exp(Ac5)]ds 
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+ foT exp{(Ac+E1)s} '£3exp{(Ac+E1)s}ds. (4.62) 

Therefore, taking the norms of both sides and using ( 4.17), we obtain 

11 Q-Q(T) 11 ;£: foT 0(T)es • exp(eT) •a• 0(T)exp(eT)ds 

Proof of (4.4) 

+ foT 0(T) • a • 0(T)es • exp(eT)ds 

+ foT 0(T)exp(eT) • e • 0(T)exp(eT)ds 

;£:eexp(2ET) [2a foT sds+T]02(T) 

=r(/1-(T). 

It follows from Lemma 3 and (2.9) that 

(4.63) 

S-S(T)= foT exp{(Ac+E1)'s} (Qc+E3) J: exp{(Ac+E1)(s-r)} (Bc+E4)drds 

+ foT exp{(Ac+E1)'s}El,lis 

- foT exp(Ac's)Qc J: exp{AJs-r)}Bcdrds 

= foT [exp{(Ac+E1)s} -exp(Ac5)] 'Qc J: exp{(Ac+E1) (s-r)}Bcdrds 

+ foT exp(Ac's)Qc J:[exp { (Ac+ £ 1) (s-r)} -exp Uc(s-r)} ]Bcdrds 

+ foT exp{(Ac+E1)'s} (Qc+E3) J: exp{(Ac+E1)(s-r)}E4drds 

+ f
0

7 

exp{(Ac+E1)'s}£3 J: exp{(Ac+E1)(s-r)}Bcdrds 

+ LT exp{(Ac+E1)'s}El,lis. (4.64) 

Taking the norms of both sides, we obtain 

II S-S(T) II ~ fo7 

0(T)es • exp(eT) • a J: 0(T)exp(eT)adrds 

+ foT 0(T) • a J: 0(T)er • exp(eT) • adrds 

+ J: 0(T)exp(eT) • (a+e) J: 0(T)exp(eT) • edrds 
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+ foT 0(T)exp(tT) • E J: 0(T)exp(eT) • adrds 

+ foT 0(T)exp(eT) • eds 

:;;;:eexp(2ET) [a27"/3+a27"/6+ (a+e) T2/2+aT2/2+ T]02(T) 

Proof of (4.5) and (4.6) 

It follows from Lemma 3 and (3.12) that 

From (4.47), (4.49), (4.50), and (4.51), we obtain 

=tto 

JIO JS II E4 II :;;;: 
0 0 

t0(t0)exp(tt0)(a+t)drds 

where 

0(t) =max II exp(-Ac5) 11 (;;:: 1). 
0"$.;s;S:t 

Next, from Lemma l and from (4.48), we obtain 

(4.65) 

(4.66) 

(4.67) 

(4.68) 

(4.69) 

(4.70) 

(4.71) 
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- J:0 B/exp(-A/s)ds 

X J:° exp(A/s)Qc J: exp{AJs-r)}Bcdrds 

+ f'oo f'o B/exp(-A/s)ds 
O 

[exp{(Ac+E1)s} -exp(Acc-S)] 'Qc 

X J: exp{(Ac+E1)(s-r)}Bcdrds 

+ J:° B/exp(-A/s)ds J:0 exp(A/s)Qc 

X J:° exp{(Ac+Ei)'s}Qc J: exp{(Ac+E1)(s-r))Bcdrds. 

(4.72) 

Taking the norms of both sides, we obtain 
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X J:° 0(t0)exp(et0)a f: 0(t0)exp(Et0)adrds 

+ J:° a0(t0)ds J:° 0(t0)a f: 0(t0)Er • exp(Et0)adrds 

+a (a +e)t:1/2 +a2ti1/2] exp(3et0)02(t0)0(t0) 

:;;;;E [&x3tV4 + 3(a +e) 2ti1/2] exp(3et0)02(t0)0(t0). 

On the other hand, we obtain from Lemma 1 and ( 4.52) that 

in like manner (the detail is omitted for the sake of brevity). 

Finally, it follows from (4 .. 66)-(4.70), (4.73), and (4.74) that 

II Wo- W(to) II 
:;;;;Et0 [(a+E)t0 + {3a3ti1/4+3(a+e) 2tV2} + (a+e)tc/2+ (a+e)tc/2 

+ {(a+e)2tV2+a3ti1/8} ]exp(3et0)02(t0)0(t0) +et0 

=et0 [2 (a +e)t0 + 2(a +e ) 2t5+ 7a3ti1/8] exp(3et0)02(t0)0(t0) +et0• 

Here, note that 

(4.73) 

(4. 74) 

(4.75) 
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II -Ac II to;;;, 1/2 
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(4.76) 

(4.77) 

(4.78) 

hold true from (3.24), (4.12), and (4.18). Furthermore, (4.78), together with (4.17) 

and (4.19), yields 

0(t0) ;5;,exp(l/2) ;5;,7/4. 

Applying (4.76), (4.77), and (4.79) to (4.75), we obtain 

II Wo-WCto) II ;5;,et0 [702(t0) + l], 

from which (4.6) follows readily (note that t0= T if j= 0 ). 

(4.79) 

(4.80) 

So far, we have obtained a bound of truncation error involved in W0• To 

complete the proof of (4.5), we must investigate how the truncation error 

propagates by applying the doubling formulae. Subtracting (3.30) with t rep­

laced by tk from (3.42), and taking the norms of both sides, we obtain 

11 wk+1-WCtk+1) 11 ;;;;,211 wk-W(tk) 11 +211 B/Sk-B'Ctk)S(tk) 11 

+ II B/Q~k-B'(tk)Q(tk)B(tk) II 
(k=O, ···, j-1). (4.81) 

Concerning the second and the third terms of the ffiight hand side, we have 

II B/Sk-B'(tk)S(tk) II ;5;,ee3(tk)exp(&tk)tl(a+e) 

x [l +3(a+e)t✓2+3(a+e) 2tV4J (4.82) 

and 

II Bk 'Q~k - B' (tk) Q (tk) B (tk) II ;5;, ee4 (tk) exp ( 4etk) t~ (a + e) 2 [3 + 2 (a + e) tk]. 

(4.83) 

The proof of (4.82) is given in Appendix 2. The proof of (4.83) is similar. From 

(4.81)-(4.83), we get 

(4.84) 

where 

(4.85) 

Then, the repeated application of (4.84) yields 
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11 W- W(T) 11 = 11 W1- W(t1) 11 

~211 W1 1-W(tj 1) II +01 I 

Noting that 21 t0=T, t1_ 1=T/ 2, 0(t) ~02(t/2) (t~O), and 

we obtain from (4.80) and (4.86) that 

II w- W(T) II ~ET[704(T/2) + 1] 

+ET 204(T/2)exp(2ET) (a +E) [(a +E) T+2] 2/2 

~ETexp(2ET) [8+ (a+E)T{(a+E)T+2} 2/2]04(T/2) 

~r:Rrl(T/2). 

This completes the proof of (4.5). 

(4.87) 

(4.88) 

Proofs of (4.21)-(4.26) are omitted since they are parallel to those of Theo­

rems 2 -6 of 1 ), save that II • II denotes the maximum singular value norm. 

For completeness, however, we shall point out the following errors in the proofs 

in 1 ). 

a) The omitted part, consisting of simple calculations, in the proof of 

Theorem 5 is wrong. 

b) Some of the preliminary results used in the proof of Van Loan's Theo­

rem 5 are also wrong on account of errors in calculation: 

b 1 ) Lemma 4 of 1 ) should read as follows : 

II W0 -W(t0) II ~El00
2 (t0) [a3 (t3+t6)/2+a2 (t6+to/6+ l.44t0) +a(l .36to+3)]. 

(4.89) 

b 2) The bounds for 11 B/Sk-B'(tk)S(tk) 11 and 11 B/Q~k-B'(tk)Q(tk) 

B(tk) II used in Van Loan's proof are wrong, and the corrected bounds 

are the right hand sides of (4.82) and (4.83) with E replaced by E, 
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respectively. 

Correction of a) leads to the bounds of (4.24), and correction of b) leads to the 

bounds of (4.25) and (4.26). Details are omitted for the sake of brevity. 

5 . Numerical Study 

The purpose of this section is to study some numerical examples, and to 

compare Procedures 1 and 2 from the numerical aspects. In order to make the 

comparison fair, in subsection 5.1 we describe the method of determining the 

value of q in the Pade approximation (3.19)-(3.21). Then, in subsection 5.2, we 

give the results of numerical examples studied by the authors. Those results 

will indicate that Procedure 1 , which we propose in this paper, is superior to 

Procedure 2, which is the modified version of the Van Loan methodn, from the 

viewpoint of accuracy, efficiency, and reliability. 

5.1 Guideline on Determination of the Value of q 

Suppose that Ac, Be, Qc, Re, and T be given. Then, 0(T) and 0(T/2) are 

determined by (4.14), and a is determined by (4.13). Therefore, in order to 

reduce the right hand sides of (4.1)-(4.6) (resp. (4.21)-(4.26)), we have to use a 

large value of q to reduce e (resp. e). Accordingly, we adopt the following 

procedurell to determine the value of q. 

Procedure for Determination of the Value of q 

(Step 1 ) Determine a "degree of tolerance" r0 for the truncation error of the 

approximated matrices considering the conflicting desire to reduce the amount of 
calculation. 

(Step 2) Let q0 be the minimum value of q satisfying 

~S¼, ¼S~. ¼S¼, ~S¼, ~S¼ 
(resp. tASro, f 8 Sr0 , tQSr0 , fsS-ro, tRSro). 

(Step 3) Determine q by 

(5.1) 

(5 .2) 

where qmax is an upper bound placed on the value of q according to the precision 

of the machine employed. 

The rationale for (Step 3 ) is that a larger q should be employed only if the 

truncation errors, which we are trying to regulate through q, dominate the 
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Table. 1 Computation Results of Example 1 
(Sampling Period T= 1.0, Tolerance , ,= 1.0D-04) 

Ca) Computation Results and True Values 

Proposed Method 
Modified 

True Value 
Van Loan Method 

CPU Time (ms) 6 7 -
J 7 7 -
q 4 4 -

A (T) 
A (1, 1) 0.4775281427D+00 0.4775281427D+00 0.4775281430D+00 
A (1, 2) -0.5221553628D+00 -0.5221553628D+00 -0. 5221553630D + 00 
A (1, 3) - 0. 3510589330D + 00 - 0. 3510589330D + 00 -0.3510589330D+00 
A (2, 1) 0.8554821487D +00 0.8554821487D+00 0.8554821480D+00 
A (2, 2) -0.9945236572D+00 -0.9945236572D+00 -0.9945236570D+00 
A (2, 3) -0.7021178661D+00 -0.7021178661D+00 -0.7021178660D+00 
A (3, 1) -0.8554821487D+00 -0.8554821487D+00 -0.8554821480D +00 
A (3, 2) 0.1012839296D+01 0.1012839296D+01 0 .1012839296D + 01 
A (3, 3) 0. 7204335050D + 00 0. 7204335050D + 00 0.7204335050D+00 

B (T) 
B Cl, 1) 0.1999431436D +01 0.1999431436D+01 0.1999431436D+0l 
B Cl, 2) -0.3394449326D+0l -0.3394449326D+01 -0.3394449325D+0l 
B (2, 1) 0 .1148224077D + 01 0.1148224077D+0l 0 .1148224072D + 01 
B (2, 2) -0.6155423363D +01 -0.6155423363D+0l -0.6155423359D +01 
B (3, 1) -0.1665397155D +00 -0.1665397155D+00 -0.1665397110D+00 
B (3, 2) 0. 7627949905D + 01 0. 7627949905D +01 0. 7627949901D +01 

Q (T) 
Q Cl, 1) 0.9934877780D+0l 0.9934877780D+01 0.9934877720D +01 
Q (1, 2) -0.1108568965D+02 -0.1108568965D+02 -0.1108568953D + 02 
Q Cl, 3) -0.9123023947D +01 -0. 912302394 7D + 01 -0.9123023900D +01 
Q (2, 2) 0 .1366870754D + 02 0.1366870754D+02 0.1366870748D +02 
Q (2, 3) 0.1150451516D +o2 0.1150451516D +02 0. 1150451512D +02 
Q (3, 3) 0.1029179557D+02 0.1029179557D +o2 0.1029179555D +o2 

S (T) 
so, 1) 0.3515982356D+0l 0.3515982356D+0l 0.3515982340D+0l 
so, 2) -0.2487596341D +02 -0. 2487596341 D + 02 -0.2487596341D+02 
S (2, 1) -0.2516164484D +01 -0.2516164484D +01 -0.2516164470D+0l 
S (2, 2) 0. 309469352 lD + 02 0. 3094693521D + 02 0.3094693518D+02 
S (3, 1) - 0 .1194242586D + 01 -0. l 194242586D + 01 - 0 .1194242580D + 01 
S (3, 2) 0.2429316620D+02 0.2429316620D+02 0.2429316617D+o2 

R (T) 
R Cl, 1) 0.1529648648D+02 0 .1529652522D + 02 0.1529648659D +02 
R Cl, 2) -0. 4373425687D + 01 - 0 .4373404397D + 01 -0.4373425530D +01 
R (2, 2) 0 .1099996702 D + 03 0.1099997055D +03 0 .1099996704D +o3 
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rounding errors (see 1) for detail). 

5.2 Numerical Examples 

In this subsection, we give the computation results of several numerical 

examples, where we used the F ACOM M- 780 computer of the Data Processing 

Center of Kyoto University. 

Example 1 : Let us consider the same example as Van Loan studied in 1 ), 

which is given by 

and 

T=l. 

Table. 1 Computation Results of Example 1 
(Sampling Period T=l.0, Tolerance r,=1.0D-04) 

(b) Residual Errors and Error Bounds 

Proposed Method Modified Van Loan Method 

Residual Error Error Bound Residual Error Error Bound 

A (T) 0.1045473D-08 0.1774545D-06 0.1045473D-08 0.1773322D-06 
B (T) 0.8630867D-08 0.8028854D-06 0. 8630867D - 08 0.8023322D-06 
Q (T) 0.1949802D-06 0. 5962737D - 05 0.1949802D-06 0. 5958628D - 05 
S (T) 0.4067861D-07 0.4799358D-04 0.4067861D-07 0.4796051D-04 
R (T) 0.3474921D-06 0.4834754D-02 0.5805190D-04 0.5143591D-02 

Letting r0= 10- 4 in (5.1), we obtain the results given in Table 1. In the table, 

"Proposed Method" implies Procedure 1, and "Modified Van Loan Method" im­

plies Procedure 2. "CPU Time" denotes the total computation time required to 
compute A (T), B(T), Q(T), S(T), and R(T). "j" and "q" respectively denote 

the values of j and q in each procedure. "Residual Error" and "Error Bound" 

respectively denote the left hand side and the right hand side of (4.1)-(4.5) or 

(4.21)-(4.25). 

As we mentioned in subsection 3.2, the computation results by Procedure 1 

and Procedure 2 exactly coincide as far as A (T), B(T), Q(T), and S(T) are 

concerned. We can verify this fact from Table 1. However, Table 1 shows that 

the computation results of R(T) by Procedure 1 and Procedure 2 are different, 

and Procedure 1 yields a more accurate result than Procedure 2. 
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Table 2 Computation Results of Example 2 
(Sampling Period T=0.5) 

(a) Tolerance ,,=1.0D-03 

Proposed Method 
Modified 

Van Loan Method 

CPU Time (ms) 5 5 
J 3 3 
q 3 3 

R (T) 
R Cl, 1) 0.5830816355D+0l 0. 5830343095D + 01 
R Cl, 2) 0.3906887864D+0l 0. 3906940565D + 01 
R (2, 2) 0.4462709805D+0l 0.4463499478D +01 

Residual Error 0.4683042D-08 0.7918734D-03 
Error Bound 0.1679959D-01 0.2121498D-01 

(b) Tolerance ,,=1.0D-06 

Proposed Method 
Modified 

Van Loan Method 

CPU Time (ms) 4 5 
J 3 3 
q 4 4 

R (T) 
R Cl, 1) 0.5830816355D+0l 0.5830305458D+Ol 
R Cl, 2) 0.3906887864D+Ol 0.3906939648D+Ol 
R (2, 2) 0.4462709800D+Ol 0.4463547361D+Ol 

Residual Error 0.7348489D-12 0.8395461D-03 
Error Bound 0 .1666605 D - 04 0.2104636D-04 

(c) Tolerance ,,=1.0D-08 

Proposed Method 
Modified 

Van Loan Method 

CPU Time (ms) 5 5 
j 3 3 
q 5 5 

R (T) 
R Cl, 1) 0.5830816355D+Ol 0.5830284549D+0l 
R (1, 2) 0.3906887864D +01 0.3906939153D+0l 
R (2, 2) 0.4462709800D +01 0.4463573988D+0l 

Residual Error 0.2344582D-13 0.8660696D-03 
Error Bound 0.1052150D-07 0.1328684D-07 

True Value 

-

-

-

0.5830816355D+Ol 
0.3906887864D+Ol 
0.4462709800D+Ol 

-
-

True Value 

-
-
-

0.5830816355D +01 
0.3906887864D +01 
0.4462709800D+0l 

-
-

True Value 

-

-
-

0.5830816355D + 01 
0.3906887864D+0l 
0.4462709800D+0l 

-

-
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Table 3 Computation Results of Example 2 
(Sampling Period T= 1.0) 

(a) Tolerance r,=1.0D-02 

Proposed Method Modified 
Van Loan Method 

CPU Time (ms) 4 6 
J 4 4 
q 3 3 

R (T) 
R Cl, 1) 0.4383702173D+02 0.4383607521D+02 
R Cl, 2) 0.3165953692D +02 0.3165964232D+o2 
R (2, 2) 0.1118674436D +03 0.1118690230D+o3 

Residual Error 0.2704600D-06 0 .1584007D-02 
Error Bound 0.3892434D+0l 0.4078258D+0l 

(b) Tolerance r,=1.0D-04 

Proposed Method Modified 
Van Loan Method 

CPU Time (ms) 5 6 
j 4 4 
q 4 4 

R (T) 
R Cl, 1) 0.4383702173D+02 0.4383599993D +02 
R Cl, 2) 0.3165953692D+02 0.3165964049D +02 
R (2, 2) 0.1118674433D+03 0.1118691185D+03 

Residual Error 0.3842951D-10 0.1679092D-02 
Error Bound 0.3861453D-02 0.4045800D-02 

Cc) Tolerance r,=1.0D-08 

Proposed Method 
Modified 

Van Loan Method 

CPU Time (ms) 5 6 
J 4 4 
q 5 5 

R (T) 
R Cl, 1) 0.4383702173D+02 0.4383595812D+02 
R Cl, 2) 0.3165953692D+02 0.3165963950D +02 
R (2, 2) 0.1118674433D+03 0.1118691717D +o3 

Residual Error 0.6463794D-12 0.1732139D-02 
Error Bound 0.2437786D-05 0.2554167D-05 

317 

True Value 

-

-

-

0.4383702173D+02 
0.3165953692D +02 
0.1118674433D +o3 

-
-

True Value 

-
-

-

0.4383702173D+02 
0.3165953692D +02 
0.1118674433D +03 

-

-

True Value 

-

-

-

0.4383702173D+o2 
0.3165953692D +02 
0.1118674433D +03 

-
-
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In the following examples, we show only the computation results of R (T), 

and compare the numerical properties of the two procedures by the results, since 

the computation results of the other matrices by the two procedures coincide, 

and they are quite accurate, as in Table 1 . 

Example 2 : In this example, let us consider the case where 

(
1 0 0) (4 3) (3 0 1) 

Ac= 0 3 -5 , Be= 1 1 , Qc= 0 2 0 , 

0 0 -2 1 4 1 0 2 

The computation results for T= 0.5 are shown in Table 2, where r0 in (5.1) is 

set to 10-3
, 10-6

, and 10-s to change the value of q. From this table, we observe 

that the residual error for Procedure 1 becomes very small as the value of q 

becomes large, which is a natural consequence of (4.5). However, the residual 

error for Procedure 2 becomes large as q becomes large, and sometimes goes 

beyond the error bound given by (4.25). This is the case also for T= 1, as 

shown in Table 3. Therefore, this example indicates that Procedure 2 is 

sensitive to rounding errors, and is not reliable from the viewpoint of numerical 

stability. 

In the above two examples, a> 1 holds true. Therefore, in view of (4.5) and 

(4.25), the comparison might not be fair. In the following example, we study 

the case of a< 1. 

Example 3 : Let us consider the case where 

(
-3 0 0) (0.4) 

Ac= 0 -5 0 , Be= 0.4 , 
0 0 -1 0.4 

and 

T=0.2. 

Letting r0= 10-3
, we obtain the results of Table 4. Although a< 1 holds true, 

the computation result by Procedure 1 is more accurate. 

Finally, we study an example in which the matrix Ac has complex eigen­

values. 



CPU Time (ms) 
j 
q 

R (T) 
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Table 4 Computation Results of Example 3 
(Sampling Period T=0.2, Tolerance r ,= 1.0D-03) 

Proposed Method Modified 
Van Loan Method 

3 4 
2 2 
3 3 
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True Value 

-
-

-

R (1, 1) 0.6026136905D-01 0.6026195045D-0l 0.6026136905D-Ol 

Residual Error 0.2530138D-12 0.5814068D-06 -
Error Bound 0.lll7063D-04 0.1050289D-04 -

Example 4: Let us consider the case where 

-1 0 0 0 0 0 1 0 

0 -2 0 0 0 -2 0 0 

A= C 0 0 -3 0 0 
' 

B= C 0 0 3 
0 0 0 2 -4 0 0 

0 0 0 -2 1 0 0 5 

25 0 0 -10 0 

0 16 -12 0 -4 R,~G 0 

~) Qc= 0 -12 9 0 3 
' 

2 

-10 0 0 4 0 0 

0 -4 3 0 

and 

T=O. l. 

Then, we obtain the results shown in Table 5 . The results also indicate the 

unreliability of Procedure 2 as in Example 2. 

So far, we have compared Procedure 1 and Procedure 2 from the viewpoint 

of accuracy and reliability. Concerning efficiency, we can see that Procedure 1 

is more efficient than Procedure 2, in most cases, from Table 1 - 5 (see CPU 

Time). As a consequence, we obtain that Procedure 1, which we propose in this 

paper, is superior to Procedure 2, which is the modified procedure of the Van 
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Table 5 Computation Results of Example 4 
(Sampling Period T=0.1) 

(a) Tolerance r,=l.0D-01 

Proposed Method 
Modified 

Van Loan Method 
CPU Time (ms) 8 8 

J 3 3 
q 3 3 

R (T) 
R (1, 1) 0.1428258817D+00 0.1428258564D +00 
R Cl, 2) 0.1328560008D-0l 0.1328560660D-01 
R Cl, 3) 0.3199660087D-01 0.3200093969D-01 
R (2, 2) 0. 2077364883D + 00 0. 2077369726D + 00 
R (2, 3) -0.1264520762D-02 -0.1263544248D-02 
R (3, 3) 0.3586229941D+00 0.3586288642D +00 

Residual Error 0.5730437D-13 0.8264456D-05 
Error Bound 0.2764715D-03 0.7693399D-03 

(a) Tolerance ro=l.0D-04 

Proposed Method 
Modified 

Van Loan Method 
CPU Time (ms) 9 8 

J 4 4 
q 3 3 

R (T) 
R Cl, 1) 0.1428258817D+00 0.1428258519D +00 
R (1, 2) 0.1328560008D-01 0.1328560766D-01 
R Cl, 3) 0.3199660087D-0l 0.3200124335D-0l 
R (2, 2) 0. 2077364883 D + 00 0.2077370068D +00 
R (2, 3) -0.1264520762D-02 - 0 .12634 73050D -02 
R (3, 3) 0.3586229941D+00 0.3586292704D +00 

Residual Error 0.1185061D-14 0.8839285D-05 
Error Bound 0.2742748D-06 0. 7632279D-06 

(a) Tolerance r,=1.0D-07 

Proposed Method 
Modified 

Van Loan Method 
CPU Time (ms) 9 9 

J 5 5 
q 3 3 

R (T) 
R (1, 1) 0 .1428258817D + 00 0.1428258495D +00 
R Cl, 2) 0 .1328560008D-01 0.1328560825D-01 
R Cl, 3) 0.3199660087D-01 0.3200141206D-01 
R (2, 2) 0.2077364883D+00 0.2077370258D +00 
R (2, 3) - 0 .1264520762D-02 -0 .1263433496D-02 
R (3, 3) 0.3586229941D+00 0.3586294961D+00 

Residual Error 0.1176503D-14 0.9158657D-05 
Error Bound 0.1731533D-09 0 .4818358D -09 

True Value 

-
-

-

0.1428258817D +00 
0.1328560008D-01 
0.3199660087D-01 
0.2077364883D+00 

-0.1264520762D-02 
0.3586229941D+00 

-
-

True Value 

-

-
-

0.1428258817D +00 
0.1328560008D-01 
0.3199660087D-01 
0.2077364883D+00 

- 0 .1264520762D -02 
0.3586229941D+00 

-

-

True Value 

-
-

-

0 .1428258817D + 00 
0.1328560008D-01 
0. 3199660087D - 01 
0.2077364883D+00 

-0.1264520762D-02 
0.3586229941D+00 

-
-
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Loan method, from the viewpoint of accuracy, efficiency, and reliability. 

6. Conclusion 

In this paper, we proposed a new procedure of numerical calculation for the 

discretization of continuous quadratic performance index. The procedure is 

based on the Pade approximation with scaling and repeated squaring6). Further­

more, we gave the bounds of the truncation error of the calculation in terms of 

the maximum singular value norm. 

The proposed procedure is similar to the existing procedure given by Van 

Loan1
l. Concerning the latter procedure, we clarified that the truncation error 

bounds given in I ) are erroneous due to some misled sub-estimation of norm. 

In the course of the correction of the sub-estimation, we also showed that the 

Van Loan procedure itself should be modified. Lastly, we compared our proce­

dure with the modified Van Loan procedure by numerical examples. As a result, 

the procedure we proposed in this paper turned out to be superior from the 

viewpoint of accuracy, efficiency and reliability. 
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Appendix 1 

In this appendix, we provide an efficient method to calculate the Pade 

approximation Rqq(Ct0). 

We first prove that Dq(A) is non-singular if II A II:;;; 1/2. Since D/0)=/ is 

non-singular, it suffices to consider the case of II A II * 0. Noting that f3k < 1 (k 

~ l) holds true from (3.23), we obtain 

p(Dq(A)-l) :;c:; II Dq(A)-III 

q 

=III; ,Bk(-A)k II 
k I 
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Q 

< I: II A II k 
k 0 I 

< II A 11 / { 1 - 11 A II } 

where p( • ) denotes the spectral radius. Inequality (A 1.1) implies that Dq(A) is 

non-singular. This, together with (3.24), shows that Dq(Ct0) is actually non­

singular. 

We next give an efficient procedure to calculate the powers of the matrix C 

given by (3.9): For k;?: 1, Ck is given by 

where 

and 

~~(~ 
(-llU/ 

(-llX/ 

0 

0 

Yi=O 

Z1=0 

Vi=O 

Pi=Qc 

Ui=Bc 

X1=Ac 

Yk+l=-Bc'Vk 

Zk+l=-Bc'Pk 

Vk+i= -A/Vk+QcUk 

pk+l = -Ac'Pk+QcXk 

UH1=X~c 

Xk+1=AcXk 

Zk 

pk 

Xk 

0 

Y,) 
Vk 

Uk ' 

0 

(k= 1, ···, q-1) 

(k= l, ···, q- l) 

(k= l, ···, q- l) 

(k=l, ···, q-1) 

(k= l, ···, q- l) 

(k = l, .. ·, q - 1). 

(Al.2) 

(Al.3) 

(Al.4) 

(Al.5) 

(Al.6) 

(Al. 7) 

(Al .8) 

(Al. 9) 

(Al.10) 

(Al.ll) 

(Al.12) 

(Al.13) 

(Al.14) 

Equations (A 1.2)-(A 1.14) can be easily proved by induction if we note that 

AcXk=XkAc 

XkBc=AcUk 

(k= I. ···, q-1) 

(k=l, ···, q-1) 

Thus, Dq(Ct0) and Nq(Ct0) can be calculated efficiently. 

Denoting 

(Al .15) 

(Al.16) 
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(

/ D,2 D13 D,4) (/ 
D (Ct ) = 0 D22 D23 D24 N (Ct ) = 0 

q 
O O O D33 D 34 ' q 

O O 0 

0 0 0 I O 0 

(Al.17) 

and expanding both sides of Dq(Ct0)Rqq(Ct0) =Nq(Ct0) using the expression of 

(3.32), we obtain 

where 

D3j:'3 (to) = D22' 

D33G3 (to) = N34 - D34 

D22GzCto) = N23- D2J:'ito) 

D2/'Ilto) = N24 - D23Gito) - D24 

K, (to) =N,4-D12fl2Cto) -D13G3(to) - D,4, 

(Al.18) 

(Al.19) 

(Al.20) 

(Al.21) 

(Al.22) 

(Al.23) 

is used in (A 1.18). Solving linear equations (A 1.18)-(A 1.21), we can obtain 

Fit0), G3(t0), Glt0), flz(t0), and K, (t0). The other submatrices of Rqq(Ct0) need 

not be calculated since they are not required in Procedure 1. 

It is possible to solve the equations (A 1.18)-(A 1.21) by an iterative algo­

rithm (Horn and Johnson7l 1985, Problem 1, p. 350) since p(D22 -/) < 1 and p(D33 
-/) < 1 hold true from (Al .1). For example, F'3(t0) can be obtained from (A 

1.18) by an iterative procedure 

(Al.24) 

Then, from p (D33 - I) < 1. 

fl'?l - P/t0) Ck - =) (Al.25) 

holds true regardless of the choice of the initial F?J. Similar procedures can be 

applied to obtain Glt0), G2(t0), and fl2(t0). These iterative procedures would be 

effective in the case where the order n and the number of inputs m are relatively 

large. 

Appendix 2 

In this appendix, the proof of the inequality (4.82) is given. A similar proof 

of (4.83) is omitted for the sake of brevity. 

It follows from (2.7), (2.9), and Lemma 3 that 
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+ t B/exp(Ac's)ds 

X t [exp{(Ac+E,)s} -exp(AcS)] 'Qc 

X J: exp{(Ac+E,)(s-r))Bcdrds 

Taking the norms of both sides, we obtain 

(A2 .1) 
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II B/Sk-B'(lk)S(lk) II 
;;. (a +E)0(lk)exp(Elk)lk • 0(lk)exp(Elk)Elk 

+ (a +E )0(lk) exp (Elk) lk • 0(lk) exp (Elk)E0(lk) exp (Elk) (a +E) 1V2 

+ (a +E)0(lk)exp(Elk)lk • 0(lk)exp(Elk)a0(lk)exp(Elk)ElV2 

+E0(lk)exp(Elk)lk • 0(lk)exp(Elk)a0(lk)exp(Elk)alV2 

+a0(lk)Eexp (Elk) tV2 • 0(tk) exp (Etk)a0(tk) exp (Etk)alV2 

+a0(tk)lk. 0(tk)Eexp(Elk)a0(tk)exp(Elk)ai1/3 

+a0(tk)tk • 0(lk)a0(tk)Eexp(Etk)at'J/6 

~E03(lk)exp(3Elk)tk(a+E) [l + (a+E)t,12+al,12 

+al,12+a21V4+a21V3+a21V6] 
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~E03(lk)exp(3Elk)tk(a+E) [l +3(a+E)t,12+3(a+E) 2tV4J. (A2.2) 

This completes the proof of (4.82). 




