
RIGHT:

URL:

CITATION:

AUTHOR(S):

ISSUE DATE:

TITLE:

Graph Packing over a Rooted Tree

ZHANG, Ze-Zeng; MASUYAMA, Shigeru; IBARAKI,
Toshihide; MINE, Hisashi

ZHANG, Ze-Zeng ...[et al]. Graph Packing over a Rooted Tree. Memoirs
of the Faculty of Engineering, Kyoto University 1987, 49(2): 206-215

1987-05-28

http://hdl.handle.net/2433/281352



206 Mem. Fae. Eng., Kyoto Univ. Vol. 49, No. 2 (1987) 

Graph Packing over a Rooted Tree 

by 

Ze-Zeng ZHANG*, Shigeru MAsuY AMA**, 

Toshihide IBARAK1** and Hisashi MrnE*** 

(Received December 26, 1986) 

abstract 

This paper investigates the computational complexity of the graph packing 
problem over a rooted tree (GPT) as a generalization of the one dimensional 
bin packing problem, where both the bins and the set of items to be packed are 
rooted trees. GPT is defined under two problem settings, edge GPT (EPT) and 
node GPT (NPT). In EPT, the items packed in a bin cannot share any edge but 
can share some node, while in NPT. the items can share neither node nor edge. 
We first prove that these problems are in general NP-complete, which strongly 
suggests that these problems are computationally intractable. However, for the 
case where the number k of different kinds of items is fixed, we derive a 
recursive formula of dynamic programming for the minimum number of bins 
required to pack all the items. This formula can be solved in polynomial time, 
if the bins and items are all uniform trees and/or comb-shaped trees in which 
each non-leaf node has the same number of sons. Furthermore, for GPT's with 
bins of uniform (d, H) trees and only one kind of item, of uniform (d, h) trees, 
we derive explicit formulas for the number of bins required. 

1 . Introduction 

One dimensional bin packing problem is to minimize the number of bins of 

length B needed to pack all the given items of length p; (1 si sn) into bins. 

This problem is known to be NP-completeD· n, and thus it is most unlikely that 

there exist some polynomial time algorithms for solving it. The main research 

stream has therefore been directed to obtain performance assurance of approxi­

mation algorithms (see e. g. 9) and a survey, 5 ). Recently, two dimensional bin 

packing problems are also studied, where both the items and the bins are 
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rectangles (see e. g., 2 ) , 5 ) ) . 
However, there are many practical problems like the VLSI design, which 

should be formulated as bin packing problems with some graph structures. As 

a first attempt to investigate bin packing problem with graph structures, we 

define, in this paper, the graph packing problems over a rooted tree (GPT), and 

study the computational comlexity of GPT's. GPT's are defined under two 

problem settings, edge GPT (EPT) and node GPT (NPT). In EPT, the items 

packed in a bin cannot share any edge but can share some node, while in NPT, 

the items can share neither edge nor node. 

We first prove that these problems are NP-complete. This, however, does 

not prohibit the development of efficient algorithms for some special cases. In 

fact, we develop polynomial time algorithms for GPT's in which the number of 

different kinds of items is fixed. For this, we first derive a recursive formula of 

dynamic programming (see e. g., 4 ), 6) and 1 )), which can be solved in 

polynomial time if the problem of deciding whether a given set of items can be 

packed into a bin is solved in polynomial time. We then develop polynomial 

time algorithms for such decision problems for the cases in which all the items 

and bins are uniform trees and/or comb-shaped trees such that each non-leaf 

node has the same number of sons. 

Finally, for GPT's with only one kind of item, of uniform trees, in which 

each non-leaf node has the same number of sons as bins, we derive explicit 

formulas for the minimum number of bins required to pack all the given items. 

2. Definitions 

Terminologies for the subsequent discussion are briefly defined here (see e. 

g,, 3), 8)). 

A rooted tree T= (V, E, r) is a directed graph, where Vis the set of nodes, 

EC Vx V is the set of edges and r is the root, satisfying the following three 

conditions; 

1. There is no node iE V such that (i, r) EE (i. e., the root r has no parent 

where j is a son of i and i is a parent of j if (i, j) EE). 

2. For any jE V- {r}, there exists just one iE V which satisfies (i, j) EE 

(i. e., any node except the root r has a unique parent). 

3. For each iE V- {r}, there exists a path from r to i (i. e., any node in T 

is reachable from the root through some path). 

The number L of edges in a path P is the length of P. If there is a path 

from i to j, i is an ancestor of j and j is a descendant of i. 
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Any node of T with no son is a leaf. Note that the path from the root to 

any node is unique by the aforementioned condition 2. The depth of a node v 

in a rooted tree T is the length of the path from root r to v. The height of a 

rooted tree T is the largest depth among nodes in T. A regular (d, h) tree T 

is a rooted tree of height h in which each node except leaves has d sons. A 

uniform (d, h) tree T is a regular tree where every leaf v of T has depth h. 

Finally, a comb-shaped (d, h) tree T is a regular (d, h) tree in which each set 

S; of nodes in depth i has at most one node that has some son. 

Given a rooted tree T= (V, E, r) and a set S= {T,, T2, ... , T.} of rooted 

trees, S is an edge packing of T if, and only if, T contains subtrees T';= (V'. E';, 

r';), 1 ~i-S,n, which are isomorphic to T. and satisfy 

( 2. 1) 

Here T; and T'; are isomorphic if, and only if, they are identical under some 

renaming of nodes and edges. S is a node packing of T if it satisfies both 

(a) A uniform (2,2) tree and four uniform (2,1) trees edge-packed 
into a uniform (2,3) tree (. denotes a node shared by two items). 

(b) A comb-shaped (2, 3) tree and a comb-shaped (2,2) tree is node-packed 
into a comb-shaped (2,6) tree. 

Fig. 1 Definitions of GPT, uniform trees and comb-shaped trees. 
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( 2 . 1 ) and the following condition ( 2 . 2 ) : 

C 2. 2) 

Given identical rooted trees T (bins) and a set S= {T1, ... , T.} of rooted 

trees (items), the edge (node) packing problem over T, EPT (NPT) is a problem 

of minimizing the number of bins needed to edge-pack (node-pack) all the items 

in S into bins. EPT and NPT are generally called the graph packing problem 

over a rooted tree (GPT). 

Fig. 1 illustrates an edge packing and a node packing of uniform trees and 

comb-shaped trees, respectively. 

3 . Computational Complexity of GPT's 

In this section, we prove the NP-completeness of GPT's by a polynomial time 

reduction from THREE PARTITION which is known to be NP-completeD.1l_ 

Definition 3. 1. D. 7
J Given a set A of 3m elements, a positive number B and 

a size s(a) for each a EA such that B/4<s(a) <B/2, THREE PARTITION is to 

decide whether there exist m sets, each consisting of three elements, such that 

the sum of three elements in each set is B. 

Theorem 3. 1. EPT is in general NP-complete. 

(Proof) Obviously EPTENP holds. Thus we show that THREE PARTITION 

can be reduced to EPT in polynomial time. Let bins be comb-shaped (d, h) 

trees, and for each aEA we consider a comb-shaped (d,s(a)) tree. Then, THREE 

PARTITION has a solution if, and only if, all 3m items can be edge-packed into 

m bins. This shows that THREE PARTITION is polynomially reducible to EPT. 

Thus, we have proved the NP-completeness of EPT. (Q. E. D.) 

Let the size of bins be B+ 2, then a similar discussion proves the NP­

completeness of NPT although the details are omitted. 

Theorem 3. 2. NPT is in general NP-complete. D 
EPT and NPT are both NP-complete. Thus it is most unlikely that there 

exist efficient algorithms for solving these problems. However, when the number 

of different kinds of items is fixed, and the items are uniform trees of the same 

degree as that of the bins, we can develop efficient algorithms as we shall see in 

the next section. 
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4. Polynomial Time Algorithms for Some Special Cases of GPT's When 

the Number of Different Kinds of Items Is Fixed 

Based on dynamic programming, we develop polynomial time algorithms for 

GPT when the number of different kinds of items are fixed, and both the items 

and the bins are uniform trees or comb-shaped trees. 

If the problem of deciding whether a given set of items can be packed into 

a given bin is solvable in polynomial time, we can solve the bin packing 

problems, including GPT, in polynomial time as follows. Let b (n,, n2, ... , n.) be 

the minimum number of bins to pack n; items j, 1 sjsk. Then we have the 

following recursive formula of dynamic programming: 

( ) 
-{ 1 : when all the items can be packed into a bin 

b n,, ... ,n. -
[min b (n,-x,, n2-X2, ... , n.-x.)] +1: otherwise, 

( 4. 1) 

where the minimum is taken over all x;, Jsjsk, such that Osx,sn,. • • •, Osx.s 

n. and (x,, X2, ... , x.) can be packed into one bin. 

( 4. 1) can be easily solved by computing b in the increasing order of n;. 

The time complexity is O (n2
•) X (the time for deciding whether a set of given 

items can be packed into a bin). 

Therefore, we concentrate on the problem of deciding whether all the given 

items can be packed into a given bin. In order to solve the above decision 

problem, we first consider the problem of finding the minimum height Ho of a 

uniform tree (a bin) required to edge-pack (node-pack) all the given uniform 

trees (items), where all the non-leaf nodes of uniform trees, both the bins and 

the items, have the same number of sons. If this problem is solvable in 

polynomial time, then obviously we can check if the given set of uniform trees 

can be packed into the bin of a uniform tree of height H by comparing H with 

Ho-
To clearly illustrate the idea, we consider the case where bins are uniform 

( 2, H) trees, and items are m uniform ( 2, 1) trees and n uniform ( 2, 2) trees. 
Let h (m, n) be the minimum height needed to edge-pack all the given 

items. Then, by dynamic programming, 

h(m, n) =min {min 
o:s;;:s;m-1 
o:s;;:s;. 

max {h(i, j), h(m-i-1. n-j)} + 1. min 
0 S:i::;;m 
0 ,;;,;n- I 
0 SkSm-i 
0 ,;1,;n-j- 1 
0 :s;p,;m-i-k 
0 ,;q,;n-j-t- I 
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max {h (i, j), h (k, t), h (p, q), h (m-i-k-p, n-j-t-q)} + 2} 

( 4. 2) 

where the former (the latter) part of the right hand side of ( 4. 2) is the 
minimum height, if the items of uniform ( 2, 1) tree (uniform ( 2. 2) tree, 
respectively) are packed at the top of the bin as illustrated in Fig. 2 . Note that 
if no item is edge-packed at the root, then we can pack a uniform ( 2. 1 ) tree 
covering the root, and we may reduce the number of uniform ( 2. 1) trees by 
one. Thus, such a case is excluded from consideration. 

(a) A uniform (2,1) tree is packed into the top of the bin. 

(b) A uniform (2, 2) tree is packed into the top of the bin. 

Fig. 2 Illustration of formula (4. 2 ). 

( 4. 2) can be easily computed by the standard solution method for dynamic 
programming formulas, i. e., by increasing m+n by one at each stage. 

The general case where the fixed number of different kinds of uniform trees 
are edge-packed (node-packed) into uniform trees can be similarily solved, 
although the details are omitted to avoid complication. We can also obtain a 
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similar formula as ( 4. 2) of dynamic programming for GPT when the items are 

all comb-shaped trees and the number of different kinds of items is fixed, 

although the details are omitted. 

5. Explicit Formulas for the Minimum Number 
of Bins for Some Special Cases 

In this section, we derive explicit formulas for the minimum number of bins 

needed to pack when one kind of item, namely, uniform or comb-shaped trees 

are packed. We first consider the case where the bins are uniform (d, H) trees 

and the items are (d, h) trees. 

Lemma 5. 1. Let f (H, h, d) be the maximum number of uniform (d, h) trees 

edge-packed into a uniform (d, H) tree. Then f (H, h, d) satisfies the following 

recursive formula : 

f (H, h, d) =d"-•+J (H-h, h, d) C 5. 1) 

(Proof) We first show 

f (H, h, d) "?.dH-h + f (H - h, h, d) C 5. 2) 

where f (H, h, d) = 0 for Hsh- l. f (H, h, d) is obviously 1 when H=h. 

When H"?.h+ l, notice that the number of leaves of a uniform (d, H-h) tree is 

d"-•. and ( 5. 2 ) holds (see Fig. 3 (a)). 

We now show that 

f (H, h, d) sd"-•+J (H-h, h, d) (H"?.h) C 5. 3) 

holds. 

Consider a maximum edge-packing S of uniform (d, h) trees into a uniform 

(d, H) tree, and let T 0
i, ..• , T 0

m be the set of items in S where none of their 

leaves have nodes of other items as descendants. Consider a subtree Ta of T 

obtained by deleting all the edges of T 0
,, i= 1 .... , m, and let N be the number 

of uniform (d, h) trees packed in Ta. Let T' be a uniform (d, H-h) tree, whose 

root coincides with that of T. By noting that all the distances of the roots of T?, 

i= l, ... , m, are not greater than H-h, we have TaCT'. Thus 
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H-h 

(a) Illustration of formula (5 .1) in the proof of Lemma 5 • 1. 

(b) Illustration of r
0 

and T~, i+l, ... , m, in the proof of Lenuna 5.1. 

Fig. 3 Proof of Lemma 5 . 1 . 

NsJ (H-h, h, d). ( 5. 4) 

Obviously, 

mS 2 H-h 

also holds. And we have 

f CH. h, d) =N+msf (H-h. h, d)+ 2H-•_ 

This proves ( 5. 3 ), and we have ( 5. 1 ). 

( 5. 1 ) can be explicitly solved. 

C 5. 5) 

( 5. 6) 

(Q. E. D.) 
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Theorem 5. 2. 

f (H, h, d) =d' (d'"- l) / (d'- l ), C 5. 7) 

where H=qh+r, 0 srsh- 1. D 
The number B of bins of uniform (d, H) trees needed to edge pack n items 

of a uniform (d, h) tree is 

B= fn/f(H, h, d)l=rn (d'-1) /d' (d'"-1)7, C 5. 8) 

where r x l denotes the smallest integer greater than x. 
Similarly, the maximum number g (H, h, d) of items of uniform (d, h) trees 

and to be node-packed into a uniform (d, H) tree is given by 

g (H, h, d) =d" (d•·•· - 1) / (d'' - l ), C 5. 9) 

where H=q' (h+ 1) +r', 0 sr'sh and the number B of uniform (d, H) trees 

needed to edge pack n uniform (d, h) trees is 

B= f n (d'' - 1) Id" (d•·•· - l )l. C 5. 10) 

6 . Concluding Remarks 

The following topics seem to deserve the further research. 

( 1 ) Development and analysis of good approximation algorithms for the 

NP-complete GPT problems. 

( 2 ) To find other special cases solvable in polynomial time. 

Along the line ( 2 ) above, we have already obtained some results. When 

identical chains are edge-packed (node-packed) into an undirected tree, there is 

an O (n log n) (O(n)) time algorithmrn (n is the number of nodes of the tree). 

However the edge packing problem of identical chains of length greater 

than two into a general graph is NP-completern. When identical rooted (or 

undirected) trees are packed into a rooted (or an undirected) tree we also 

developed polynomial time algorithms12>. These recent results will be reported 
elsewherern. m_ 
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