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Abstract 

This paper proposes a computational algorithm for the multilevel control of a 
composite nonlinear dynamical system with the performance index of a quadratic 
type. 

First, for the solution of a linear two-point boundary-value problem (TPBVP), a 
computational technique, termed time-decomposition, is proposed. The time-decom­
position implies decomposition of the system equations along the subintervals of the 
independent variable. The boundary conditions of each subinterval are determined 
algebraically in such a way that the continuity condition of the variables at the 
boundary points is satisfied. This technique plays an important role in the subse­
quent discussions. 

Second, a nonlinear optimal control problem is considered. The objective is to 
minimize the performance index of a quadratic type. For this problem, the authors 
have previously presented 'the interaction-coordination algorithm with modified per­
formance index.' The basic idea of this algorithm is to decompose the overall non­
linear problem into a number of smaller linear subproblems. Here this kind of de­
composition is termed state-decomposition. 

In the present paper, a computational algorithm by use of both the time- and the 
state-decomposition is proposed. The algorithm essentially constructs a three-level 
computational structure, and results in a fast convergence even for problems with 
strong nonlinearities and/or a long control interval. 

1. Introduction 

169 

A fundamental idea for the study of composite systems is to decompose the over­

all problem into a number of smaller and simpler subproblems which can be dealt 

with by some conventional mathematical or computational means. The subsystems 
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have to be coordinated later to reconstruct the overall system, and then the decompo­

sition and coordination algorithm inevitably involves a multilevel structure (Refs. 

1-3), 

This paper proposes two approaches for the multilevel control of composite non­

linear dynamical systems. That is to say, first, the two-point boundary-value problem 

(TPBVP) for a linear ordinary differential equation is considered. In general, a 

linear TPBVP derived from an optimal control problem can be solved by the princi­

ple of superposition (Refs. 4, 5). However, for a problem with a 'stiff' structure 

(Ref. 6) or a problem whose control interval is quite large, it is often difficult for 

the principle of superposition to satisfy the given terminal conditions because of 

numerical errors such as round-off errors. 

In order to overcome the difficulty, a 'time-decomposition' method is proposed 

(Ref. 3). This decomposition implies the division of the system equations along the 

subintervals of the independent variable, i.e., time. A time instant, at which the in­

terval is decomposed, is termed a 'torn time', and the system in each subinterval is 

called 'subarc' (Ref. 7). The principal idea for the decomposition proposed here is 

to determine algebraically the values of a set of state variables at a torn time so that 

the continuity of the remaining state variables at this time is always kept. 

Second, a nonlinear optimal control problem is considered. The objective is to 

minimize the performance index of a quadratic type. For this problem, the interac­

tion-coordination algorithm with use of a modified performance index has been pro­

posed previously by the authors (Ref. 8). In the algorithm, the nonlinearities and 

interactions are removed from the system variables, and the overall problem is de­

composed into a number of linear subproblems. This decomposition is termed here 

a 'state-decomposition'. 

Based upon the above mentioned approaches, the present paper proposes a com­

putational algorithm with the time- and the state-decomposition. The algorithm 

essentially constructs a three-level structure. The first level calculates the linear 

subproblems of each subsystem in each subinterval. The second level determines 

algebraically the boundary values of the states at the torn times. The third level 

adjusts the interaction variables directly by a gradient algorithm with a constant step 

size until the interaction balances are attained (Refs. 2, 8). 

The algorithm results in a fast convergence even for problems with strong non­

linearities and/or a long control interval. Several features of the algorithm are illus­

trated by examining an example. 

2. Time-Decomposition Method for a Linear TPBVP 

According to the variational principle, a nonlinear optimal control problem 1s 
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reduced to solve a nonlinear TPBVP. However, since usually the nonlinear TPBVP 

can not be solved analytically or even numerically, one has to resort to linear approx­

imation techniques with the capabilities of a digital computer in various fashions. 

In this section, a computational technique with time-decomposition for solving a 

linear TPBVP is considered (Ref. 3). 

2. 1. The Principle of Superposition 

Consider a linear dynamical system governed by the differential equation 

[~]=[Du (t), D12 (t)] [x] + [h1 (t)] (1) 

P D21 (t) , D22 (t) P h2 (t) 

where both x(t) and p(t) are n-dimensional vectors, D1;(t) (i,j=l.2) is an nXn­

dimensional matrix continuous in t e[t0, t1], and h1(t) (i=l. 2) is an n-dimensional 

vector function continuous in t. The boundary conditions of (1) are given by 

(2) 

Let (Jj (t, to) be the 2n X 2n-dimensional transition matrix corresponding to the 

homogeneous part of (1) with the initial condition (Jj (t0, t0) = 124 , where I 2• is the 

2nX2n-dimensional identity matrix. Then the solution of (1) subject to a set of 

initial conditions [x' (t0), p' (t0) ]' can be written as 

where 

[
(]ju (t, to), (J),2(t, to)] 

(J)(t, to) J 
(Jj21 (t, to), (Jj22 (t, to) 

[

V1 (t, to)] (' 
v(t,to)= 4J (J)(t,r:)h(-,)dr: 

V2 (t, t0) 'o 

h (t) = [h, (t) ] 
h2(t) 

(3) 

(4) 

Let p0 be an initial approximation to the initial condition of p(t0). Then, from 

(3) with p(t0) =Po and x(t0) =x0, the corresponding terminal value p 1 4 P(t,) is 

given by 

Pf= (Jj21 (t t, to) Xo+ (Jj22 (t 1, to)Po+ V2(t t, to) (5) 

Similarly, let Po be the exact initial condition of p which satisfies the given 

terminal condition p(t1) p 1• Then, from (3) with PUo)=Po and xUo)=Xo, we have 

PI =(J)2, (t t, to) Xo+ (Jj22 (t t, to) Po+V2(t 1, to) ( 6) 

Subtracting (5) from (6) gives 

(Jj22 (t 1, to) <Po-Po) =P ,-pf (7) 

The results obtained above are summarized in the following lemma. 
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Lemma 1. 

Let p I be the terminal value of p obtained from (3) with a set of initial condi­

tions [.x~,p~]'. where .Po is an arbitrary n-dimensional vector. If the matrix <P-n (t 1 , t0) 

is nonsingular, then, from (7) the exact initial condition of p is given by 

Po=.Po+<P·;}(t,, to) <P,-fi,) ( 8) 

2. 2. Time-Decomposition 

In this subsection, a computational technique, termed a time-decomposition, is 

proposed in order to overcome the difficulties caused by numerical errors in applying 

the superposition principle. The time-decomposition is to decompose the control 

interval into several subintervals. In the following discussion, for simplicity, only two 

subintervals [t0, t1] and [ti, t 1] are considered, where t1 is the torn time such that 

t,e (t0, t 1). Generalization to an arbitrary number of subintervals is straightforward. 

Suppose now that x (t,) be an estimated value of x at the torn time t1• Then, the 

boundary conditions for Subarc 1 in the subinterval [t0, t1] are given by x (to) =Xo 

and x(t1)=:x(t1), and for Subarc 2 in the subinterval [ti,t1], x(t1)=:x(t1) and p(t1) 

=P,. Her::e, from (3), the solution in each subinterval subject to these boundary 

conditions can be written as follows: 

Subarc 1: 

X (t,) = <Pu (ti, to) Xo+ <P11 (ti, to) p Cto) + V1 (ti, to) 

p<ll (t,) = <P21 (ti, t0) .Xo + <P-n (ti, to) P (to) + V2 (ti, to) 

Subarc l 

I 
0. 

; 

t 

Subarc 2 

Fig. 1. Solutions by Time-decomposition. 

(9. 1) 

(9. 2) 
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Subarc 2: 

X (t 1) = <P11 (t 1, t,) i (t,) + (f),2 (t 1, t,) JP> (t,) + V1 (t ft t,) 

Pf= <P21 (t ft t,) f (t,) + (1)22 (t ft t,) JP> (t,) + V2 (t I• t,) 

(10.1) 

(10. 2) 
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where JP> (t1) denotes the value of the variable p at t, m the l-th subarc (l=l. 2). 

For the boundary condition x (t,) prescribed, the continuity condition for p at t=t" 

i.e., JP> (t1) -JP' (t1) =0, is not always satisfied (see Fig. 1). 

By calculating the difference p<1l (t1) - p<2> (t1) , let us now determine the exact value 

of x at t=t,, with which both the given boundary conditions and the continuity 

condition of p at t=t, are satisfied. 

The following theorem plays an important role in the discussion. 

Theorem 1, 

Suppose that <P12 (tit t0) and <P22 (t ft t,), the element matrices of the transition 

matrix <P, are nonsingular. Then the following relation holds: 

where 

Proof. 

p0 > (t,) - p<2> (t,) = I' i (t,) + JoXo + J 1PJ + t} 

Jo4<P2, (ti, to) - '122 (tit to) (/)ii' (tit t,J (/)11 (tit to) 

J ,4 - <P;l (t" t,) 

t}J- <P22 (ti, t,J <Pii' (tit to) v, (tit to) + <Pi,1 (t ft t,) V2 (t 1, t,) + V2 (tit to) l 
Since <P12 (ti, t0) is nonsingular by assumption, it follows from (9.1) that 

(11) 

(12) 

P (to) = (/)ii' (t1, to) [ i (t1) - (/)11 (tit t0) X0 - V1 (tit t0)] (13) 

Substituting (13) into (9.2) leads to 

p<1l (t,) = <P21 (t1, to) Xo+ (1)22 (tit to) (/)ii' (t1, to) 

[i (t1) - <P11 (tit t~) X0 - V1 (tlt to)]+ V2 (tit to) (14) 

On one hand, since (/)22 (t ft t,) is also nonsingular by assumption, we have from 

(10. 2) 

(15) 

On taking (12) into account, subtracting (15) from (14) gives (11) Q. E. D. 

Let us now discuss the nonsingularity of I' in (12). To begin with, we state the 

following lemma. 

Lemma 2. 

For an arbitrary t,e(t0,t1), the matrix <P1;(t1,t0) (i,j=l,2) satisfies the following 

relation: 

(16) 

Proof. 

From the transition property of <P, we have 
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(f) (t 1, to) J[(f);; (t 1, to)]=(/) (t t, t1) (f) (ti, ta) =[(f);i (t t, t1) ][(f)i; (ti, to)] 

Hence, the expansion of (17) yields (16). 

Lemma 2 is sufficient to establish the following theorem. 

Theorem 2. 

(17) 

Q.E.D. 

If the three matrices (/)12 (ti, t0), (/)22 (t 1, t1), and (/)22 (t t, to) are nonsingular, then I' 

in (12) is also nonsingular and the following relation holds: 

r-l = (/)12 (ti, to) (J);_l (t f• to) (/)22 (t f• t1) 

Proof. 

By virtue of Lemma 2, it follows that 

(/)22 (t t, to) = (/)21 (t 1, t1) 012 (ti, to) + 022 (t t, t1) 022 (ti, to) 

(18) 

(19) 

Multiply (19) on the left by (/)221 (t 1 , t1) and on the right by t/)-;_;/(ti, t0). Then we 

have 

0 221 (t t, t1) 0 22 (t t, t0) ti)-;_;} (ti, t0) = 0 221 (t t, t1) 0 21 (t t, t1) + 0 22 (ti, t0) 0 11,1 (ti, t0) = I' (20) 

Since the left hand side of (20) is nonsingular by assumption, I' is also nonsingular, 

and then the inverse of (20) gives (18). Q. E. D. 

Thus the nonsingularity of 0 22 (t t, t0) is necessary and sufficient for the existence 

of a unique solution to the linear TPBVP of (1) and (2). Similarly, the nonsingu­

larity of 0 12 (ti, t0) and 0 22 (t1, t1) is necessary and sufficient for the unique existence 

of the two subinterval solutions. 

Theorem 1 shows that the values of I' and '1oXo+'11p1 +o are independent of the 

choice of the value i (t1) • Hence, from Theorems 1 and 2 we have the following. 

Theorem 3. 

Suppose that the matrices (/)12 (ti, t0), 0 22 (t t, t1), and 0 22 (t t, t0) are all nonsingular. 

Then, by making use of i (t1) , JP' (t1) , p'2
' (t1), and I' in Theorem 1, the exact 

solution x (t1) at the torn time is expressed as 

X (t.) = f (t1) - r-• [pCll Ct1) - p'2' Ct1)] (21) 

Proof. 

Since p at t1 is continuous with the exact value of x(t1), we have from Theorem 

1 that 

(22) 

As I' is nonsingular from Theorem 2, by subtracting (11) from (22) and then by 

operating r-• to both sides of the resulting equation, it will yield (21). Q. E. D. 

Once the value of the transition matrix is obtained, r-• could be calculated di­

rectly from (18). In practice, however, the following procedure of calculation is more 

efficient to reduce numerical errors. That is to say, (i) for the linear TPBVP of (1) 

and (2), set h(t)=0, Xo=P,=0, and i(t1) equal to the 11-th unit vector (11=1, 

2, ... , n), (ii) obtain pen (t1) and p<2l (t1) by solving the linear TPBVP with the 

corresponding boundary conditions for each subinterval, (iii) let the difference 
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Jin (t,) -JPl (t1) be the 11-th column of I' (11=1, 2, ... , n), and then calculate r-1
• 

3. Nonlinear Optimal Control Problems 
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In this section, an iterative algorithm for solving large-scale optimal control prob­

lems with strong nonlinearities and/or a long control interval is considered. In the 

algorithm, both the time-decomposition method discussed in the previous section and 

the modified interaction-coordination algorithm proposed previously by the authors 

(Ref. 8) are employed. 

3. 1, Problem Statement 

Consider the nonlinear control system defined by 

x=A(t;e)x+B(t)u+ef(t,x), x(to) =Xo, x(t1) :free (23) 

where x is the n-dimensional state variable, and u the m-dimensional control varia­

ble· unbounded. A and B are n X n- and n X m-matrices, respectively, continuous in 

time t, and J is a nonlinear vector function of the class C2
• The initial time t0 and 

the final time t I are assumed to be fixed. 

Let the performance index for the system (23) be a quadratic form: 

J = 
2
1 

r[x'Q(t;e)x+u'R(t)u]dt 
•o 

(24) 

where the matrices Q and R, both continuous in t, are positive semidefinite and 

positive definite, respectively. 

The parameter e represents both interconnections among the subsystems and 

system nonlinearities. That is to say, when e=O the problem of (23) and (24) is 

decomposed into several linear subproblems independent of each other. The decom­

position is termed here state-decomposition to differentiate it from the time-decom­

position in the previous section. 

For simplicity, a system composed of only two subsystems is considered here. Its 

partitioned form is 

x= (x;, x;)', u= (u;, ½)' 
f (t, X) = [/; (t, X1, xi) ,f2(t, X1, Xi) J' 

[
Au, eA12] [Qu, eQ,2] 

A (t;e) = , Q(t;s) = 
eA21, A22 eQ,2, Q22 

(25) 

B (t) = diag (Bu, B22), R (t) = diag (Ru, R22) 

where x1 and X2 are nc and n2-dimensional substates, n1+n2=n, and u1 and U2 are 

me and m2 -dimensional subcontrols, m1 + m2= m. Generalization to an arbitrary num­

ber of subsystems is straightforward. 

3. 2, Modified Interaction-Coordination Algorithm 

By introducing a vector variable w= (y', q')', called an interaction variable, we 

replace the performanc,e .index of (24) by the following one: 
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J = 
2
1 

f1[i.x'Qx- (,c-l)y'Qy+ (1/ft) u'Ru+ (1-1/ft) q'Eq]dt 
'o 

(26) 

where both y and q are n-dimensional variables, EJBR-1B', and ,c and ft are 

positive scalar parameters called the weights. The choice of the values of the 

weights affects significantly the convergence rate of the algorithm; and hence it is 

one of the major factors determining the total computing time (Ref. 8). 

A necessary condition for the optimality of the problem is derived by using the 

variational principle. Define the Hamiltonian of the problem of (23) and (26) : 

HJ(l/2)[,cx'Qx- (,c-l)y'Qy+ (1/ft)u'Ru+ (1-1/ft)q'Eq] 

+P'(Ax+Bu+ef) +.t(x-y) +n:'(u+R-1B'q) (27) 

where p is the n-dimensional costate variable, A and n: are Lagrange multipliers. 

For optimality, the following relations are to be satisfied: 

H.=H,=Hq=0' 

P= - (<lH/<lx)',P(t1) =0 

(28) 

(29) 

The solution to the nonlinear TPBVP given by (23), (28), and (29) coincides 

with the solution of the original problem (Ref. 8). However, for problems with 

strong interactions and/ or nonlinearities, the choice of the weights is somewhat limit­

ed because of the numerical errors. 

3. 3, Three-Level Solution Procedure 

In order to overcome the disadvantage noticed above, a computational algorithm 

with both the time-decomposition and the modified interaction-coordination is con­

sidered. The algorithm constructs essentially a three-level computational scheme. 

(a) The First-Level Calculation 

By substituting (28) into (23) and (29), and then by replacing x and p in the 

nonlinear terms by y and q, respectively, we obtain the following linear TPBVP for 

Subsystem i: 

[~• (t)] = [~11 (t), -ft~;;(~) ] [X; (t)] + [h11 (t, Y, q)] 
p, (t) ,cQ11 (t), A 11 (t) p, (t) h2, (t, Y, q) 

(30) 

where 

[
h"] = [O, (fi-1) E11 (t)] [Y, (t)] 
h2, (,c-l)Q11 (t), 0 q,(t) 

+s[~1;(t), =E'.;(t)] [Y;(t)] 
Q,;(t), A;,(t) q;(t) 

[
f, (t, Yi, Y2) ] 

+e (i,i=l,2;ict)) 
- caJJay,) 'q,- ca1.1ay ;) 'qj 

(31) 

Once y and q are given from the higher level, the linear system (30) can be 
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solved by the time-decomposition algorithm in Section 2. In addition, we assume 

here that the boundary condition of x at the torn time, that is, ,, &, (ti) (i= 1, 2) is 

also given from the higher level. Then the boundary conditions for Subsystem i in 

each subarc are given by 

•xjll(to) =X1o, ix!''<ti) =•&,(ti), for Subarc 1 

•x/2>(ti) ="±,(ti), ip,(t1) =0, for Subarc 2 

where k denotes the iteration number. 

(b) The Second-Level Calculation 

(32) 

After the first-level calculation, the continuity condition for the corresponding 

costate variable at the torn time ti, that is, i§1 <ti) J"/J)ll (ti) -'pj2> (t1) =0 (i= 1, 2), is 

not always satisfied. Consequently, the task of the second level is to reduce the 

cost function 'G2 defined by 

(33) 

to zero or to a sufficiently small unit. To this end, the algorithm of (21) is adopted 

to obtain the exact solution ,, x 1 (t1) at the torn time, i.e., 

l Xi (t1) = l f 1 (t1) - I'",1 [_pjll (t1) - pj2> (t1)] (i = 1, 2) (34) 

(c) The Third-Level Calculation 

After the calculation in the first and the second levels, the subproblem solutions 

do not necessarily satisfy the interaction balance: 

[
,, x, (t) -'y, (t)] 

"r-(t)J =0, te[to, t1] 

' "P,(t)-"q1 (t) (i=l,2) 
(35) 

The task of the third level is to correct the interaction variables y, and q, so as to 

satisfy the interaction balance (35) . 

To this end, the cost function at the third level is introduced: 

"GsJ{ (l/2n) ± [ (1/ <ti-to)) f1 
"r?>' (t) "r?> (t) dt 

•=l to 

+ (1/ (t1-t1)) f''r)2l' (t) 'r)2> (t) dt]}i12 

•1 

(36) 

The goal is to adjust y1 and q, so as to reduce (36) to zero or a sufficiently small 

unit. A gradient algorithm is adopted to obtain H1y, and i+iq,, the (k+ 1) -th 

iterates: 

[
Hty,(t)] (iy,(t)] ["x,(t)-,,y,(t)] 

= +a (i=l,2) 
Hlq,(t) kq.(t) "P,(t)-,,q,(t) 

(37) 

where a(>0) is an appropriate constant step size. The initial estimate 0y,(t) and 
0q1 (t) is set to 0y, (t) = 0q1 (t) =0, te[t0, t 1] (i= 1, 2). 

3. 4. Computational Algorithm 

We now summarize the above discussion in the form of an algorithm. 
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Step 0~ 1: Set h;; (t, y, q) =0, te[t0, t 1] (i,j= 1, 2) in (30). Select the values of " 

and f 
Step 0-2: Compute (30) with the boundary conditions 

x)'l (t0) =0, xi0 (t,) =e,, for Subarc 1 

xi2l(t1) =e,, Pi2l(t1) =0, for Subarc 2 (i=l,2) 
(38) 

wh~re e. is the 1J-th unit vector (1J=l. 2, ... , n;). Then let the obtained difference 

}pi (t,) - }i2i (t,) be the 1J-th column of the matrix I'; (i = l, 2). 

Step 0-3: Calculate I';'. 

Step 1: Set k=0, 0yi0 (t)= 0qi0 (t)=0(l=l,2), and 0x;(t1)=0(i=l,2). 

Step 2:, Compute the suharc solution p)'1 (t1) to the problem (30) with kyi0 (t) and 

k qi'? (t) (i, l = 1, 2), and with the boundary conditions (32). 

Step 3: For kyfl(t) and kqj0 (t) given, obtain from (34) the exact solution 1 x;(t1) 

at the torn time t,. 

Step 4: For 1yi0 (t) and kqi0 (t) given, obtain from (30) the exact solutions kxfl(t) 

and kpi0 (t),te[t1-1,t,j (i,l=I,2; t2=t1), with the boundary conditions 

k xi'l (t0) = Xw, k xi0 (t,) = 1 x;(t,), for Subarc 1 

kxfl(t,) =kx;(t,), kpi"l(t1) =0, for Subarc 2 (i=l,2) 
(39) 

Step 5: Compute kG3 defined by (36). If kG3~a (a: a small positive number' 

prescribed), then the cal~ulation is terminated. If kG3>a,,set H 1x;(ti)=kX;(ti) (i=l, 

2), adjust y and q by (37), replace k by k + l, and then proceed to Step 2. 

Xhe three-level computational structure is illustrated in Fig. 2. The algorithm is 

Third level 

Second level 

First level 

oJera 11 sys tern 

Sub a re l Subarc 2 

Fig. 2. Three-level computational structure with time- and state-decompositions. 
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especially effective for a problem of strongly interconnected systems with strong non­

linearities, or for a problem with a long control interval. 

4. An Illustrative Example 

In this section, we examine the numerical solution of a physical problem in order 

to illustrate the application of the present algorithm. For the numerical integration 

of the differential equations, the fourth-order Runge-Kutta-Gill method is adopted, 

where use is made of one hundred grid points on the interval [0, n]. 

The following equations, as discussed in the previous paper (Ref. 8), approxi­

mately describe the minimum-fuel transfer of a low-thrust propulsion vehicle between 

circular or bits: 

} Subsystem 1 

} Subsystem 2 (40) 

i&= -e[xs/ (x~+ x~+xD 312
] +us, 

} Subsystem 3 

where e is a parameter introduced for convenience. The performance index 1s 

taken to be 

(41) 

Corresponding to (30), the following linear TPBVP is obtained for Subsystem 1 

m Subarc l(l=l,2): 

xf' = x1n - ~Pt+ (~-1) q~0 - e[2yi'' + Yin I (yjll
2 
+ Yin

2 
+ yt2

) 
312

] 

Pln= -,cxjll-p~n +"Yi'' +e{[qf' ( -2y\1'2 +yf2 +y~n2
) 

-3yjll (yfl qt+ y~ll qfa") ]/ (yf >2 + yf'
2 
+ Yt) 512} 

pf'= - uf' - pjll + Kyf' - 2eq~ll 

(42) 

where Kxi'' and /i:X~n at the right sides of the third and the fourth equations, respec­

tively, are artificially added terms to accelerate the convergence, and y[" (i= 1~5) 

and q;0 (i=2, 4, 6) are interaction variables standing for xi" and P?', respectively. 

Similar problems which are obtained for Subsystems 2 and 3 in Subarc l are 

omitted here. 

By way of an example, let x,(0) =x2 (0) =x,(0) =x5 (0) =x6 (0) =0, x3 (0) =1, x 2 (ir) 

=-0,75, Xs(ir)=l.5, x,(ir)=x5 (ir)=O, x6 (ir)=ir/5, and x,(ir) be free. In this case, 

the terminal condition of p1 is given by P, (ir) =0. 

For e=4, Figure 3 shows variations of G with the computing time T. In the 
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Fig. 3. Variations of G with the computing time T (e=4, /3= 1). 

figure, L denotes the number of subarcs, and the length of each subinterval 1s set 

equal to 11:/ L. 

When L= 1 (that is, when the time-decomposition is not applied), G is divergent. 

The reason is that the values of the weights are to be bounded small because of the 

limitation of numerical accuracy. On the other hand, the variation of G with L=2 

is oscillatory. Since in this case larger values of the weights can be used than in 

the previous case, the divergence tendency is suppressed, but convergence is not 

attained. When L=4, since the algorithm can use much larger values of the weights 

without loss of numerical accuracy, convergence is obtained. 

5. Concluding Remarks 

In Section 2, a computational technique for the solution of a linear TPBVP, 

termed time-decomposition method, has been proposed. The technique is to decom­

pose the overall interval into several subintervals, and to construct independent 

subproblems over the subintervals whose solutions yield the solution of the original 
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linear problem. Theorems in the section provide with theoretical background to the 

technique. 

In Section 3, a modified interaction-coordination algorithm with the time-decom­

position has been proposed for a three-level computation of nonlinear optimal control 

problems. The modified interaction-coordination algorithm previously proposed by 

the authors is essentially to solve a linear TPBVP iteratively until the interaction 

balance is achieved. Thus, the time-decomposition method in Section 2 can be 

adopted for improvement of the convergence tendency of the iteration. Since the 

introduction of the time-decomposition to the algorithm results in overcoming diffi­

culties caused by numerical errors, the algorithm can use greater values of the 

weights, thereby attaining a much faster convergence and a wider convergence 

region than the previous algorithm. 

The example of Section 4 shows the effectiveness of the present algorithm, al­

though it does not take the Jacobian matrix into account. 

The algorithm in the present paper is also applicable to multi-point boundary­

value problems for ordinary differential equations with strong nonlinearities and/or 

a long time interval. 
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