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On the Sub-Interval Optimization Technique for Final-Value 
Control Systems with Magnitude Constraint 

By 

Yoshikazu SAWARAGI*, Yoshifumi SUNAHARA* and Toshiro ONO* 

(Received June 30, 1965) 

A method of designing optimal final value-control systems with magnitude 
constraint is presented in this paper. A second-order linear dynamical system 
is considered here as a controlled plant. The magnitude constraint is pre­
assigned on the control variable without assigning any penalties on the per­
formance criterion. The optimal final-value control problem is formulated as 
a two point boundary value problem, and a physically meaningful solution is 
obtained by introducing a new concept of sub-interval optimization technique 
which avoids the direct solution of the two point boundary value problem. The 
method presented here, can be applied to the other types of optimal control 
problems with magnitude constraint. 

List of Principal Symbols 

t and r: time variable and reversed time variable respectively 

x(t) and {}(t): controlled variable and control variable respectively 

J f : performance functional 

¢(x1, x2 ; r): value of performance index when the system starts from the 

states x1 and X2 at the time r, where X1 and x2 denote the state 

variables of controlled plant respectively 

k,{r) (i=O, 1, •··, 5): coefficients in expansion of ¢(x1, x2 ; r) 

lJ(t): optimum control variable which minimizes the performance functional ff 
k, a and b : parameters of a controlled plant 

L and T: pre-assigned constraint on magnitude of the control variable and 

the final instant of control operation respectively 

c1 and c2 : initial values corresponding to the state variables of the controlled 

plant x, and ,x2 respectively 

x1d and x2d: desired values of the state variables x1 and x2 of the controlled 
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plant at the final instant 

µ: non-negative constant expressing a weighting factor in the performance 

functional 

1. Introduction 

In recent years, there has been a growing interest in the development 

of design techniques on optimal control systems. Various analytical techni­

ques as well as computer approaches have been reported by many authors1- 5J, 

In these investigations it is a well-known fact that the solution of a two 

point boundary value problem is inevitable to obtain the optimal control 

variable subjected to a constraint on the magnitude. Although some ap­

proximate techniques for solving the two point boundary value problem have 

been published in literatures-sJ, there remain many problems to be examined 

from engineering viewpoints. 

The authors have already proposed an approximate method of designing 

the optimum control system with magnitude constraint which minimizes the 

integral-error-squared criterion from practical viewpoints9l. In this paper, the 

previous method is extended to the case of final value-control problems con­

sidering a magnitude constraint. Linear second-order dynamical systems are 

considered as the controlled plant. The magnitude constraint on the control 

variable is attacked directly without assigning any penalties on the per­

formance criterion. The optimal control problem is formulated as a two point 

boundary value problem by using the principle of Dynamic Progrmming10J, 

Our present attention is directed to obtaining a physically meaningful solu­

tion without solving the two point boundary value problem. 

2. Definition of Newly Introduced Terminologies 

Assumption realizing the Sub-Optimal Control 9J: In designing the optimal control 

of a linear second order controlled system subjected to a constraint on its 

control variable, the final instant of control operation Tis assumed to be well 

given beforehand so that the optimal control might be performed by no more 

than one switching action within the control interval (0, T), which depends 

upon both initial conditions and system parameters. 

Sub-Optimal Control 9J: Optimal control for the restricted sub-interval which 

satisfies the assumption mentioned above. 

Optimization Interval by the Sub-Optimal Control: The restricted control interval 

which satisfies the assumption mentioned above. 

Switching Function of Sub-Optimal Control: The switching function which pro-
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vides the control law for the realization of sub-optimal control. 

Sub-Optimal Control Problems: Optimal control problems subjected to the con­

straint on the control variable, in which the optimization may be carried out 

by the sub-optimal control law. 

Sub-Interval Optimization Technique: General concept introduced to provide a 

pseudo-optimizotion technique for the control interval which does not satisfy 

the assumption realizing the sub-optimal control. 

3. Statement of the Problem 

Control 
Variable 

Controlled 
Variable 

We consider a linear second order 
controlled plant as shown in Fig. 1, of 

which the dynamical characteristic is 

represented by a transfer function of 

the from k/(s+aXs+b) between the con­

trol variable {J(t) and the controlled 

variable x(t). The control variable is 

subjected to a constraint on its magni­

tude as 

;~-~ x2(/) ~-~7 x/1! 0(1) ___ , k I ,....' __ _ 

' s+a s+b ' L~_-__ -___ _, ______ ~_-_-_-_-_~_J 
Controlled Plant 

Fig. 1. Block Diagram of the controlled 
Plant to be considered here. 

le(t)l:s;;L, (3.1) 

where L is a pre-assigned positive constant. By using the state variables of 

the controlled plant, the plant dynamics can be expressed as 

x,(t) = -bx,(!)+ xjt), x (0) - c } 
xz(t) = -axz(t)+ k()(t), x:(0) : c: . (3. 2) 

where the symbol "·" expresses the differentiation with respect to a time 

variable. In Eq. (3. 2), c, and c2 denote the initial states of the controlled 

variable respectively. 

The problem considered here is to design the controller which minimizes 

the performance functional, 

(3. 3) 

for any initial states of the controlled plant at the time t=O. In Eq. (3. 3), 

x,d and x2d respectively express the desired values corresponding to the state 

variables x,(t) and xz(t) of the controlled plant at t= T, where T is also a pre­

assigned constant which expresses the final instant of control operation. For 

the convenience of our discussion, we assume x,d=x2d=0 in Eq. (3. 3) without 

any loss of generally. 

The design problem is therefore to find the control variable 8(t) which 

minimizes Eq. (3. 3) under the constraints given by Eqs. (3.1) and (3. 2). 
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Let us define the new variables as* 

i = at 

.f1 = a2xi/kL 

.f2 = axz/kl 

Eqs. (3. 1), (3. 2) and (3. 3) become 

li9(t)I :o;; 1. 

ff= (kL)2/a 4
• {U1a-£i<h]2 + µ[xza-.fz( T)]2

}, 

and 

ii(~) == -bi1,(tHf:(t), .fi(O) = ~1 ~ a2ci/kL } 
xz(t) = -xz(t)+B(t), .fz(O) = c2 = acz/kL . 

where 

From Eq. (3. 6), we obtain a relation ; 

min ff= (kL)2/a4
• min Jf. 

e e 
191:5:L 181::;1 

where 

(3. 4) 

(3. 5) 

(3. 6) 

(3. 7) 

(3. 8) 

(3. 9) 

The. problem is therefore reduced to the one which minimizes the func­
tional given by Eq. (3. 9), taking the constraints shown by Eqs. (3. 5) and (3. 7) 

into account. For simplicity of the present description we shall omit the 
chapeau "/\" henceforth, unless it is necessary. 

4. Configuration of the Optimal Final-Value Control System 

By applying the well known concept of Dynamic Programming10i, the pro­
blem is reduced to solve the following partial differential equation; 

with the initial condition; 

rp = X1(T)2 +µxz(T)2 (r = 0), 

where ¢ = ¢(x1, x2; r) is defined by 

¢(x1, X2 ; r) = min {x1( T)2 + µxz( T)2) , 
8 

JOJ:5:1 

(4.1) 

(4. 2) 

(4.3) 

and r= T-t denotes an auxiliary time variable which is introduced for the 

* This transformation ceases to be valid in the case where the plant parameters a and b 
become zero simultaneously. It is necessary to treat the case where a=b=O separately. 
The treatment will be presented in Appendix-I. 
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convenience of the later description and is called the reversed time variable. 

From Eq. (4.1) the optimum control variable li(t) can be obtained as* 

li(t) = - sgn [Z(,)] , 

and 

where the function ¢ is the solution of the non-linear partial differential 

equation; 

with the initial condition given by 

Eq. (4. 2). Optimum 
Control Variable 

Opt. Switching 
Function 
Generator 

k 
s+a 

(4.5) 

_I_ e--.-----x 
s+b 

Thus the optimum configuration 

of control system subjected to the 

constraint on its control variable be­

comes a Bang-Bang control system 

with an optimum switching function 

as shown in Fig. 2. 

In Eq. (4. 5), if we assume the 

solution is of a quadratic form ; 

Fig. 2. Optimum Configuration of the Con­
trol System with Magnitude Constraint 
on the Control Variable. 

(4. 6) 

then the following set of non-linear simultaneous differential equations can 

be derived as 

k6(,) = -ks(,) sgn [Z(,)], 
k{(-r) = -bki(,) - ks(,) sgn [Z(,)], 

k~(,) = ki(,)-kh) - 2ks(,) sgn [Z(,)], 

kM,) = 2k.(-r) - (b+l)ka(-r), 

k!i,(,) = -2bk.(-r) 

k~(,) = ka(-r)-2ks(,), 

with the initial condition; 

(4.7)i 

ko(O) = 0, ki(O) = 0, ki(O) = 0, ka(O) = 0, kiO) = 1 and ks(O) = µ. (4. 7)2 

where "," expresses the differentiation with respect to the reversed time 

variable , and the switching function Z(,) is expressed by 

(4. 8) 

* sgn [z]=l (z>O), -1 (z<O). 
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On the other hand, replacing the variable t by the reversed time variable 

, and substituting B(t) for B(t) into Eq. (3. 7), we have 

xf(,) = bx1(,)-x£,), x.(T) = c1 } 

xKr) = x£,)+sgn [k£,)+ka(,)x.(,)+2ks(,)x£,)], xlT) = C2 • 
(4. 9) 

The determination of a switching function is therefore reduced to solve the 

two point boundary value problem which consists of Eqs. (4. 7) and (4. 9). 

5. Determination of Switching Functions realizing 

the Sub-Optimal Control 

Assuming that the final instant of control operation T satisfies the as· 

sumption realizing the sub-optimal control 9), the coefficients necessary for 

the switching function of sub-optimal control can be obtained from the 

following set of equations ; 

kf+(-r) = -bkt(,)-kh), kt(0) = 0 } 
k2+(,) = kt(,)-M(,)-2ks(,), M(0) = 0 , 

(5. 1). 

for the positive relay output at t=O, a.rui for the negative relay output at 

t=O, 

k~-(,) = -bk-:;(,)+ka(,), k1(0) = 0 } 

k2-(d = k-:;(,)-kz(,)+2ks(,), kz(0) = 0 , 

where the functions ka(,) and ks(-r) are respectively derived from the last 

three equations in Eq. (4. 7) as 

2 kh) = l-b{exp(-2b,)-exp[-(b+l)r]} 

(5. 2) 

From Eqs. (5.1)., (5. 2)2 and (5. 2), the switching functions of the sub-optimal 

control can be obtained as 

(5.3) 
where 

kt(,)= + b(l _:_b)
2 
{exp ( -br)-exp ( -,)[ {1-exp ( -b,)} -b{l-exp ( -,)}] 

+2µ exp (-,){1-exp (-,)}. (5. 4) 

In Eq. (5. 3), z;;11 a(,) expresses the switching function for the positive trajec­

tories corresponding to the positive sign of the relay output at t =0, and 

ZsuaC-r) denotes the one for negative trajectories. The detailed procedure of 

derivation is presented in Appendix-I, where the double-integrator plant is 
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treated for the simplicity of description. 

6. Sub-Interval Optimization Technique 

6. 1. Basic Concept of the Sub-Interval Optimization Technique 

As the authors have already stated, since, there are no items to be men­

tioned here in the case where the sub-optimal control can be realized during 

the time interval (0, T), then the technique introduced here is to provide a 

pseudo optimization strategy for the control interval which does not satisfy 

the assumption realizing the sub-optimal control. The fundamental idea may 

be stated along the illustration of Fig. 3 as follows : 

_Jhe 2nd Optimization The n-th Opti1T11zation 
Interval by the SuD- Interval by the Sub-

;111tial Instant of' Optimal Control Law Optimal Control LdW '"'"' :t2,~ ~/82 ~L ~~~ ~~j'SVB•? 
TSUB•J- -- TSUB-1 Final Instant of 

The Isl Optimrzation Control Operation 
Interval by the Sub-
Optimal Control Law 

Fig. 3. Illustration of the Sub-Interval (Fictitious Optimization Interval 
by the Sub-Optimal Control Law). 

(1) By taking account of both the initial conditions and the system para­

meters, determine the fictitious final instant Tsirn-1 of sub-interval which 

satisfies the assumption realizing the sub-optimal control. 

(2) Solve the fictitious sub-optimal control problem where TsuB-r is tentatively 

considered as the final instant and decide the control law for the optimiza­

tion of the first fictitious sub-interval. 

(3) Compute the system states at the terminus of the first fictitious interval 

T8 u8 _1 and examine whether the rest interval satisfies the assumption with 

respect to the computed system states, or not. 

(4) If the terminus of the first fictitious interval TsuB-r does not satisfy the 

assumption, then compute the value of xi-coordinate corresponding to the 

X2 =0 after the first change over. Determine the second fictitious final 

instant TsuB-rr by considering the values of Xi calculated above and X2=0 

as the initial conditions and decide the control law for the second ficti· 

tious interval. 

(5) Continue the iterative procedure listed above until the n-th extension 

involves the final instant of control operation T. 
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Fig. 4 shows the flow chart of the pseudo-optimization procedure. Since 

the necessary condition realizing the sub-optimal control is expressed as a 

inequality which is described by system initial conditions, system parameters 

and the final instant of control operation, in Fig. 4, the relation f(c,, c2 , b, T)~O 

gives the necessary condition realizing the sub-optimal control. However, it 

is in general difficult to derive the relation T;i,g(c,, c2 , b) from f(c,, c2 , b, T)~O 

because it is a transcendental inequality. So the following graphical method is 

applied to determine the final instant of fictitious optimization interval without 

using the function f(c,, c2 , b, T;. 

YES 

YES 

start comrut:-itiom; 

SET INITIAL 

CONDITIONS 

AND 
PARAMETERS 

c,, r 2 ; b; T 

CHECK SIGN 
/(r1 ,c2 ;b; T)SO 

NO 

CHECK SIGN 
T·-ts:SO 

APPLY THE 
CONTROL 
1f ~-sgn(c,) 

NO 

APPLY THE 
SUBOPTIMAL 
SWITCHING 
FUNCTION 
Z SUB'( r). 0 

Inequality /(c,, c2 ; b; T)SO means 

the necessary condition realizing 
the sub-optimal control 

COMPUTE 
T1, Cu, C21 

APPLY THE SUB-INTERVAL 
OPTIMIZATION TECHNIQUE; 
SWITCH THE RELAY AT 
(i) t=T, 
(2) k/2 

(3) ht, 

7; means the corresponding critical 

switching time in the i th fictitious 

sub-interval 

REWRITE 
T, -• T 
C11-C1 
C21-C, 

ru =.x,(to,) 
c21 ~.x2(101 ) -O 

Fi!<. 4, )3ai,ic Concept of the Su!:1-Interval Optimization Technique, 
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6. 2. Sub-Optimal Switching Lines in the case where µ=0 

As a preliminary consideration, let us calculate numerically intersections 

of the system response trajectories with the switching line expressed asz~,rn=O 

in the phase plane*. For simplicity, we consider the limiting case where the 

system parameters a and b in Eq. (3. 2), become zero. The switching line of 

sub-optimal control for the negative trajectories in this case is derived with 

the help of Appendix-I as 

Zsuir) I = r3 +2d1+2r2.x2+21-S(r+.x2) = 0' (6.1) 
b=D=O 

where both £1 and .x2 are the normalized state variables respectively defined 
by 

Xi= X1/kL 

X2 = X2/kL }. (6.2) 

On the other hand, by substituting the condition a=b=O into Eq. (3. 2) 

and integrating with respect to the reversed time, the system responses 

corresponding to the negative relay output at t=O are obtained as 

.xi(r) = c1+c.j_T-r)-(T-r)2/2 } 

.x.j_r) = c2-(T-r) . 
(6. 3) 

By using Eqs. (6. 1) and (6. 3), 

and considering the value of 

T as a parameter we calculate 

the intersections. The re­

sults are plotted as the solid 

curves in Figs. 5-(a) and 5-(b), 

in which we can set the initial 

condition c2 to be zero without 

loss of generality. Fig. 5-(a) 

shows the loci of intersections 

with respect to both the initial 

condition c1 and the control 

interval T, by using Eqs. (6. 3) 

and (6.1) where µ=0. On the 

other hand, Fig. 5-(b) shows 

the effect of changing the value 

of weighting factor µ on the 

0 

-10 

0 

\ 
I 
\ 

J.0 

Envelope of the Switching 
Line of Sub-Optimal 
Control for )}0 0 

Fig. 5-(a). Plot of the Switching Lines of Sub­
Optimal Control with respect to the Final In­
stant of Control Operation T (µ=0, kL=l.0). 

* ~trjctly speakin$, the tvrn-dime!lsionaj state space m4st 1:)e \lSed for t)lis terminology. 
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0 1.0 
0 

I 
\ 
\ 
\ 

-1.0- \ 
\ 
~ 

-2.0-

,i,=o 

-JO 
/ 

with Magnitude Constraint 

'; 
.?.O JO 4.0 5.0 6.0 

Q' 

~10.0 

~ ~ 5.0 ~~ 4.0 
~0, 1.0 .?.O 3.0 
0.5' 

' ' Envelope of the Switchinf! 
Line of Sub--Opt1mal 
Control for P•O 

20 

loci of intersections, where the 

control interval in this case is 

fixed to be T=3.0. 

Fig. 5-(b). Plot of the Switching Lines of Sub­
Optimal Control with respect to the Weight­
ing Factorµ (T=3.0, kL=l.0). 

In order to explain the role 

of sub-optimal switching in de· 

tail, we consider the particular 

value of T = 3.0 and show sche· 

matically the figure of switching 

line as shown in Fig. 6 by ex· 

tracting the curve corresponding 

to. T = 3.0 from Fig. 5-(a). In 

Figs. 5-(a) and 6, the broken line 

expresses the envelope of the 

plot of the intersections, which 

indicates the right ~boundary re-

-+-----~ Oµ/imi,tJl/or; 

b, Sub-Optima/ Ganim' Law 
--i-- RegiM II Region Ill ~~~ 

I 0116, DrJe l?O swih'/Jr ng 

0 . 

t ;· . l I 

s 

\ I / 
~ / I 
~ Envelope of the Switching ' Qv Lines of Sub-Optimal 

% Control for p•O 

/ \ _/ 

_/-~t 
~ 

Effective Switching Line 
of Sub-Optimal Control 
for the Contra, /nlerval, 
T:3.0 

X] 

Fig. 6. Illustration of the Physical Meaning of the Envelope 
of Switching Lines of Sub-Optimal Control for µ=0 
(T=3.0, kL=l.0). 

gion of the sub-optimal switching. In other word, this means that the plots 

of the point of sub-optimal switching do not locate in the hatched area 

as shown in Fig. 6, Tbe left-1;>oundarr region is ol;>tqinecl a$ the xi-axis 



500 Yoshikazu SAWARAGI, Yoshifumi SUNAHARA and Toshiro ONO 

from the consideration of taking the limit of the variable r to zero in Eq. 

(6.1). Furthermore, from the definition of the sub-optimal control, it is 

evident that the effective (optimal) switching line of sub-optimal control be­

comes the part of the curve running downward from the point, Q , of tanget 

to the envelope, if we fix the final instant of control operation T to be 3.0. 

Since we can draw a negative trajectory so as to run across at the point Q, 

we express the point of intersection between negative trajectory and the Xe 

axis by Q'. Since we can also calculate the xi-coordinate of the intersection 

Q', if we represent this by the symbol c10 , then the relation c1 ~c10 has the 

equivalent physical meaning of the necessary condition relalizing the sub­

optimal control in the case where T=3.0, µ=0 in Eq. (3. 2) and c2 =0, a=b=0 

in Eq. (3. 2). Since the envelope means a set of the critical point for the fixed 

T like Q, it is concluded that the envelope gives the boundary switching line 
of the sub-optimal control. This conclusion is also valid to the case of µ*0 

because the switching lines of sub-optimal control for µ*0 have the inter­

section on the envelope at the same point as the critical point for the fixed 

T as shown in Fig. 5-(b). Mathematical verification of this fact is carried 

out in Appendix-II. Fig. 5-(b) illustrates an example of the situation where 

the final instant T is fixed to be 3.0. It is revealed from the discussions 

presented above that, by obtaining the envelope of the sub-optimal switching 

line on the phase plane through the graphical method, we can get the necssary 

condition realizing the sub-optimal control in a geometrical sense. 

As the authors have already mentioned, the basic concept of the sub· 

interval optimization technique is introduced to give a pseudo-optimization 

rule for the control interval which does not satisfy the assumption realizing 

the sub-optimal control. This means that the concept provides a pseudo 

switching rule for a smaller initial condition C1 than c10 in the case of a fixed 

control interval. 

6. 3. Importance of the Suh-Interval Optimization Technique in the Final­

Value Control Problem 

In this paragraph, let us consider the geometrical and physical meaning 

of sub-interval optimization technique applied to the final-value control pro· 

blem treated in this paper to determine an optimal non-linear switching line. 

Fig. 7 shows schematically the basic concept of sub-interval optimization 

technique from the graphical point of view. In Fig. 7, let us consider the 

optimization problem with respect to the initial state F(c1 , c2 ) from which the 

response trajectory will across the xi-axis at the point R' nearer to the origin 

!hl:ln the point Q'. In this case the response trajectory meets the boundary 
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I '
2 

Region cl the •nitial Pein/ W,)1C'h · 71 

· Sar1sf1es the. Assumpl1011 Realizing 
\ 

1 
'the Sub-O;:d,ma/ Contra! far a G!Ven T 1 

I . ----- -----,~__J 

;;1 FCC,) \ 

----,v \J." _____ \' -Q·,---Xj Fl ,c iR 

Swt'!chmg 
JI Sub-Optimal 

Control to the First . 
Fictitious Sub-/,7(erva/', 

T= Tscs-: 1P=O) 

Fresf)JnSe 

Tra;ectory 

/? (/Envelope of the Sw1rching 
• Lines of Sub-Optimal 
Q Control for }1=0 

\ 
\ 

\ 
\ 

\ 

Switching L_ine of Sub-Optima/ 
Contr&I for the Given Control 
lnteva! ( /1=0) 

Fig. 7. Geometrical Meaning of the Sub-Interval 
Optimization Technique. 

• line for the realization of sub-

optimal control at the point R. 

The intersection of the re­

sponse trajectory and the sub­

optimal switching line derived 

for the given control interval 

will be, on the other hand, oc­

curred at the point R11
• Then 

we must introduce the sub­

interval optimization technique 

for this problem. The proce­

dures stated in 6.1 can be inter­

preted as follows : Firstly we 

consider the fictitious sub­

interval (0, Ts,rn-1) of which the 

critical point of sub-optimal 

switching will be occurred at R. 

Then the response trajectory 

switched at R will run toward 

the point Rf. Since the time duration t01 which the response changes the 

state from these of the point F to these of Rf can easily be obtained, then 

we can calculate both the rest of control interval T1 = T -t01 and the Xe 

coordinate of the point Rf. Secondly, we must examine if the rest of control 

interval satisfies the assumption realizing the sub-optimal control regarding 

to the newly computed system state, i.e., the xi-coordinate of Rf. By con­

sidering the results of examination mentioned above, we may carry out either 

the determination of switching time by using the sub-optimal switching rule, 

or the further computation deriving the second fictitious sub-int~rval. The 

procedures presented above have to be continued until the final step. 

From discussions stated in the previous paragraph, since it turns out that 

the envelope of the sub-optimal switching line for the case where µ=0 gives 

the necessary condition realizing the sub-optimal control for µ=0 and µ=!=0, 

then our interest is directed to deriving the equation of envelope in the phase 

plane. 

By putting µ=0 in Eq. (6.1), the sub-optimal switching line for the nega­

tive trajectories becomes 

(6. 4) 
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Differentiating the both side of r:q. (6. 4) with respect to a variable , we get 

the relation as 

(6. 5) 

From both Eqs. (6. 4) and (6. 5), by eliminating the variable ,, we can obtain 

the equation expressing the envelope of the sub-optimal switching line for 

negative trajectories in the case where µ=0 as follows: 

2f1-f~ = 0. (6. 6) 

It is evident from Eq. (6. 6) that 

the equation expressing the enve­

lope coincides with the time­

minimal switching line2>. Then in 

this case, this fact means that the 

point corresponding to Rf in Fig. 7 

becomes the origin. In general, as 

concerns a relay control system 

with time-minimum switching func­

tion, it can be considered that the 

origin becomes a stable equilibrium 

point. Then the response trajectory 

once reached the origin should be 

stayed there during the rest of con­

trol interval. The sub-interval opti­

mization technique can, therefore, be 

realized by the non-linear switching 

line which is synthesized by com­

bining the time-minimal switching 

line with the effective sub-optimal 

/ 

-20 

-3.0 

Fig. 8. lllstrative Examples of the Optimum 
Non-Linear Switching Line derived by 
the Method in This Paper (T=3.0, a= 
b=O, kL=l.0). 

switching line for the given control interval on the phase plane. Fig. 8 shows 

an illustrative example of this procedure, where both the case of µ=0 and µ=l.0 

are simultaneously shown with respect to the optimization interval T=3.0.* 

This is the geomatrical meaning of the sub-interval optimization technique 

applied to the final-value control problems. It is emphasized that the sub­

interval optimization technique in this case does not provide a pseudo-switch-

* Since the switching lines for µ=!=0 as shown in Figs. 5(b) are meaningful only for negative 
trajectories, then there never occurs a sliding or chattering mode along the switching line of 
sub-optimal control. 
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ing rule but an optimal switching rule. It is also examined that the properties 

of the sub-interval optimization technique applied to the final-value control 

problem are independent of the mathematical form of controlled systems of 

second-order with real poles. 

7. Conclusions 

In this paper, a method of designing the optimal final-value control system 

with magnitude constraint on the control variable is presented. The second­
order linear dynamical systems with the magnitude constraint on the control 

variable are considered directly, without assigning penalties on the performance 

criterion. The optimal control problem is formulated as a two point boundary 

value problem, and a physically meaningful solution of optimal control is 

obtained by applying the new concept of sub-interval optimization technique 

which is introduced to provide a pseudo control rule without solving the direct 

solution of the two point boundary value problem. 

It turns out that the concept of sub-interval optimization technique in­

troduced in this paper gives a powerful tool for the solution of such problems, 

and it will be expected that the method as presently employed can be ex­

tended and applied to other types of optimal control problems with magnitude 

constraint. 

Appendix-I: Derivation of the Optimum Switching Function of 

Sub-Optimal Control for the Double-Integrator Plant 

In this appendix, we shall derive the optimum switching function of sub­

optimal control for the double integrator plant where both system parameters 

a and b in Eq. (3. 2) are equal to zero. Derivations for the other cases will be 

performed by a similar procedure. 

Substituting a=b=O in Eq. (3. 2) and applying a similar method based on 

Dynamic Programming as stated in Sec. 4 to t.he minimization procedure, we 

get the following set of non-linear simultaneous differential equations cor­

responding to Eqs. (4. 7); 

k6(r) = -k£.r)kL sgn [Z(r)], 
k{(r) = -k.(r)kL sgn [Z(r)], 
k~r) = ki(r)-2ks(r)kLsgnz(r), 
k,(,) = 2k.(r), 

k~(r) = 0, 

/?~(r) = ka(r), 

ko(O) = 0 

ki(O) = 0 

k£.0) = 0 

ka(O) = 0 

k.(0) = 1 

ks(O) = µ 

(I-1) 
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We assume that the final instant of control operation T satisfies the 

assumption realizing the sub-optimal control and that the instant of switching 

in the reversed time is expressed by ,=rs, ";hich is equivalent to t=ts in the 

real time. Furthermore, assuming that the sign of relay output at t=O is 

positive, we get the following pair of equations; 

kf+(,) = -kLks(-r), kt(O) = 0 } 

k~+(,) = kt(,)-2kLks(,), kt(O) = 0 , 

and 

kf-(,) = kLkh), 

k~-(,) = k1J,)+2kLks(,), 
ki(Ts) = kt(,s) } 

' 
where 

(I-3) 

In Eq. (l-2)2 , the initial conditions are derived by assuming the continuity of 

the solution surface for the partial differential equation on the switching 

boundary. From Eqs. (I-2), the coefficients k~(,) and k2(,) are obtained as 

(I-4)i 

and 

kz(,) = {,3 -2(,2-µ),-4µ,s)kL 

= kt(,)+2(r-rs)(rsr+2µ)kL. 

By considering the assumption on the switching time mentioned above, we 

can derive the following from Eq. (4. 8) as; 

z+(,) = kt(,)+ks(,)x1 +2ka(r)x2 > 0, 0 ~ T <Ts, 

z-(,) = kz(,)+ ka(,)x1 +2ks(r)X2 < 0' Ts< T ~ T. 

By substituting Eq. (l-4)2 into the function z-(,) we get the relation as 

z-(,) = z+(,)+2(,-rs)(,2+-rsr+ 2µ)kL. (I-6) 

By considering that the second term in the right hand side of Eq. (I-6) is a 

non-negative function with respect to ,~Ts and that continuity of the solution 

surface on the switching boundary is assumed, we can derive the following 

necessary condition which must be satisfied at the time of switching, i.e., ,=rs; 

(I-7) 

By substituting Eqs. (I-3) and (I-4)1 into Eq. (1-7), we have the switching 

function of sub-optimal control for the positive relay output at t = 0 as 

follows: 

(l-8) 
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On the other hand, the switching function for the negative relay output at 

t=0, can be derived by a similar way as 

(I-9) 

Eqs. (I-8) and (I-9) are the final results of this appendix, which are the re­

lations in the case where a=b=0 corresponding to Eq. (4. 8). 

Appendix-II: Derivation of the µ-free Relation of Eq. (6. 1) 

In this appendix, we show the fact that the envelope of the switching 

lines of the sub-optimal control for µ=0 gives the boundary switching line 

of the sub-optimal control. The µ-free relations of Eq. (6.1) can be obtained 

by eliminating the parameter, µ, from Eq. (6.1) as 

, 3 + 2d1 + 2,2.£2 = 0 

,+.£2 = 0 }. 
The elimination of the variable , from Eq. (II-1) gives us the relation; 

(II-1) 

(II-2) 

Since Eq. (II-1) coincides with the relation expressing the envelope of switch­

ing line of the sub-optimal control for µ=0, which is derived in 6.3, then no 

further presentation is necessary for the verification. 
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