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1.INTRUDUCTION

1.1 Introduction

At the beginning of the XXi century every kind of industry is
worried about making their products more compeditin the
global market. The competition concerns differespexts of the
production processes, from the starting materiatht products
purity.

Going through this direction it is essential tonthiback to the
traditional synthetic route mostly based on cladsichemical
synthesis. In order to perform more efficient pssas in terms of
reaction selectivity, products purity, operatiomainditions, etc.
biocatalytic reactions represent the most promisotytion. In
this sense they are covering an even more importatevery
day.

The conversion of most industrial chemical procgsseto
biochemicals requires a huge number of well knomzymes able
to catalyse almost all the necessary chemical iozect The
industrial evolution in this direction is braked hycultural factor
against the enzymatic reactions, as well as, byaek lof
knowledge of enzymatic mechanisms which limits éneymatic
process optimization.

Recent advantages in computational sciences havéolaovel
sophisticated and refined computational methods daha able to
describe the biocatalyst machinery in detail.

In this field molecular dynamics simulations (MDpwer an
important role since these techniques are ablertolate complex
systems with high accuracy and to investigate acométional
possibilities of the simulated elemeAtShe application of MD
simulations to biocatalysis problems allows to Btigate

! P Braiuca, C Ebert, A Basso, P Linda, L Garddgshds Biotechnol, 2006
24, 419.

2 J P Mesirov, K Schulten, D W Sumnelathematics and Its Applications,
1996 New York, Springer-Verlag.



1.INTRUDUCTION

enzymatic systems in real operational behaviortarnidvestigate,
at the molecular level, enzymes-substrates interactas well as
enzyme stability and all the other important cheastics that a
good biocatalyst needs.

Unfortunately MD simulations are not able to sintelaoo
complicate problems; in these cases other computdti
approaches, such as chemometrics, can be of adidethey are
able to extract relevant information from experita¢rdata and
eventually they enable the construction of predéctnodels of the
enzyme behaviorChemometrics is a set of statistical approaches
which are able to extract relevant and latent mfmron from
experimental data sets. Moreover extensive siisti
investigations of various data sets, coming botbmfrMD
simulations and experiments, can lead to the acneati predicting
models based on empirical equations.

Joint applications of the two computational appheschave been
already employed to successfully solve several ¢exnssues,
especially in cases of enzyme selectivity previsfon

The combination of computational and experimengslearch in
biocatalysis offers the possibility to greatly enba the level of
knowledge of a biocatalytic system and reduce exymattal
efforts and costs. The solution of research problean be found
within different time frames and accuracy levelsaaginction of
the computational techniques chosen.

As a matter of fact, computational methods haven lseeloped
just for the last twenty years; nevertheless tloemeevolution of
modern calculators offers new and exciting oppoties to
explore this research field.

The further development of these promising combined
experimental and computational approaches requine t

R J Kazlauskaiurr Opin Chem Biol, 200Q 4, 81.
* P Braiuca, L Knapic, V Ferrario, C Ebert, L Garsipsdv Synth Catal, 2009
351, 1293.

3



1.INTRUDUCTION

improvement and invention of new and more efficient
computational techniques as well as the creationes¥ hybrid
strategies in order to achieve the full comprehmnsif bicatalytic
problems.

1.2 Molecular modelling

The possibility to simulate real systems, to pregroperties and
to explain experimental data, makes molecular niodela
powerful complementary tool of experimental reskaitis able
to offer new research opportunities, improve theivag of
already known compounds and reduce the rate ofaieres’
The molecular modelling opens the perspective ttwutate
several molecular properties from three-dimensianaldels of
chemical systems. It comprises a plethora of methadd
approaches, relying on algorithms of different ctexjpy and it is
applicable to almost any (bio-)chemical field.

The interest in these techniques is long-term éshada in some
areas, such as drug design, but the interestiieasmg also in all
the other chemistry related areas, because thefjlictre lack of
routine experimental procedures allowing to obsgilrenomena
at molecular level.

The increasing computational power (and the subm@qiecrease
of costs) makes complex simulation methods more uade
widely available, increasing their application se@md utility.
Despite the huge power of the modern CPUs, oftéculedions
still require a significant computational cost, esplly for the
most interesting applications, where the complegitthe systems
increase enormously the number of of variabled@fstystem. The
need to apply computational chemistry to complesteays
pushed the development of simplified methods of igogb

®> M Ferameglia, S Pricl, G LongG&hem Biochem Eng Q, 2003 17, 69.
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nature, that despite their fundamental simplicityd antrinsic
limitations, are of impressive utility and are unbtedly
considered as potent tools in the hand of chemidtdecular
mechanics (MM) belongs to this ensemble of emdimcathods
and comprises the vast majority of applicationsciremistry-
biology interface fields, such as biocatalysis.

Quantum mechanics represents the rigorous appradih, to
simulate virtually any chemical system and procssge it relies
on the solution of the Schroedinger equation. Néedsss it is
severely hampered by the complexity if its mathérsaand its
application is still limited to small molecular $gms (up to 200
atoms).

1.2.1 Quantum mechanics and molecular mechanics

The construction of a chemical model in a virtualree-
dimensional space, able to be treated computalyonedjuires the
transformation of chemical information into matheice
information. To achieve this, the concept of chehimond has to
be redefined into a set of atoms in a Cartesianesf=ach atom is
then described by a triplet of numbers, represgntis spatial
coordinates in the Cartesian space, perfectly gavihe
geometrical information such as the bond distarases angles.
From the structure it is possible to derive eneifgrmation,
applying an appropriate law. From the energy ofystesn it is
possible to derive many other properties.
Molecular modelling decomposes the energy into psacipal
components, potential energy and kinetic energys Thwhat is
currently defined as dynamic energy:

Egyramic = E +E

potential kinetic
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If the molecule is completely still (O K) or if theystem is
relativistic (the observer is moving together witie molecule),
the kinetic energy is null and therefore the tetakrgy comes
from the potential energy only. This is what isiaity defined as
mechanic energy.

The correlation of the structure with its energyhis fundamental
idea of molecular modelling. All the molecular mbuheg
methods, either belonging to MM or QM, are based toa
definition of a set of equations aiming at corralgtstructure and
energy:

(x,y,2)

E=f| ~0v2

(x.y,2)

O I

@)

To achieve this, the application of several prifesgs necessary:

QM laws: complicated and expensive in terms of time and
resources, they include the quantistic mechanic Y @il
the quantistic dynamic (QD);

* Classical mechanic laws or Newtonian lawssimplistic
and not sufficient to explain all the molecular pedies of
interest, they include the classical molecular raedch
(MM) and the classical molecular dynamic (MD).

Efforts to combine the flexibility of MM to the peesion of QM
gave origin to hybrid systems (MM/QM), a compromiget
allows to define a part of a molecule, usually thest important
(i.e. the active site), in a quantistic mode, ahd test of the
molecule, less important, in a classical modes Itmportant to
specify that the hybrid systems are complicatethbynecessity to
parametrize properly the interface between the Q@i the MM
part. Complexity of this aspect sometimes overcothe
advantages of the general idea, thus making apipliceof

6



1.INTRUDUCTION

QM/MM methods still questionable in many cases.
1.2.2 Quantum mechanics and molecular orbital
method (MO)

All the systems using quantomechanic principleslmoe theab-
initio methods and the semi-empirical methods, are basdte
approximate solution of the Schrédinger equation:

Hy =Ey

whereH is the Hemiltonian operator which describes theetc
energy of the nucleus and of the electrons of tbkeaule.E is the
total energy of the system apdrepresent the wave function that
describes the motion of the patrticles.

The resolution of this equation, valid for polidlenic atoms and
molecules, is possible using approximate solutmnig.

* Born-Oppenehimer approximatiothe nucleus are fixed
and only the electrons movement are considered.

» Hartree-Fock approximatiorthe electrons movement is
described only by monoelectronic wave functionshe (t
spatial part is called molecular orbital) and not b
polielectronic wave functions, with the aim of foNing
the movement of a single electron in an electroraagn
field generated by the other electrons.

e LCAO method: the wave functiony, named also
molecular orbital, is expressed by a linear comimnaof
atomic orbitalsp:

The final quality of the ab-initio calculation igristly dependent
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from the base set, namely the setfpiused The C;; coefficients
are calculated by the same algorithm used for dhenitio
calculation that leads to an energy minimum whéee drbitals
assume a constant value by iterative variations.

This method is affected by a disadvantage: theutaion time
increases with the fourth potency of the numbethefbasis sets
used® this is translated into a big computational cbstiting the
application to systems with less than, or withwa Feindred atoms
only.

Semiempirical methods introduce simplifications aechpiric
parameters in the molecular orbital calculatioregding to a
considerable gain in terms of calculation time, bigo to an
unavoidable loss in precision.

Only a compromise between the calculation ratethadaccuracy
of the results can expand the application scog@Mfmethods to
system of several hundred atoms.

1.2.3 Molecular mechanics: atom types and force
field

In molecular mechanics (MM) the atom loses its ¢qo@echanic
characteristics and it is simply described as @&sptvith a certain
mass, a volume and a point charge on the basibeohtom it
represents. Calculation of molecular electronitesis completely
avoided. To recover the concept of valence, a qariost in this
approximation, it is necessary to introduce theceph of atom
type which correlates every sphere to all the ptgsedescribing
each atom. In molecular mechanic there are as rasnyg types

® D De Frees, B Levi, S Pollak, W Hehre, S Binkl@yople,J Am Chem Soc,
1979 6, 2.

" T Clarke,Handbook of Computational Chemistry, New York, USA,1985

8 D Boyd, K Lipkowitz,J Chem Educ, 1982 59, 269.
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as the number of possible chemical situations, ifferént
molecules.

For the description of the interactions of a molecduis necessary
to use a mathematical function called force fiekick based on
classical mechanics laws. The force field has tecdee as a
simple mathematical function, continues and difiéieble
functions which define the potential energy in tiela to the
coordinates of all the atoms that belong to theeadk.

It is fundamental, for its applicability, that thmotential energy
associated to the force field balances opportunislsimplicity
with its accuracy in the description of its enelgeaind structural
properties among the different analysed molecules.
Therefore, there are different force field speeedi for different
molecule types and applications (Table 1.1).

MM2, MM3, MM4

(Allinger, 1977, 1988, 1989, 1996, 1991i,
1989a, 1989b, 1989c, 1991, 1998evins,
1996; Hay, 1998)

CFF93

(“Central Force Field”, Levy, 1979)

MMFF

(“Merck Molecular Force Field”, Halgrel
1992, 1996a, 1996b, 1996¢c, 1996d, 1996€)

Small Organic
Molecules

PEF95SAC

(Rasmussen, 1997) Polysaccharides

SHAPES Metallic
(Allured, 1991) Compounds

ECEPP

(“Empirical Conformational Energy Progre Proteins and
for Peptides”, Momany, 1975Nemethy. Nucleic Acids
1983; Sippl, 1984)
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CHARmM

(“Chemistry at Harvard Macromolecul
Mechanics”, Brooks, 1983; MacKerell, 1998
2004)

AMBER

(“Assisted Model Building with Energ
Refinement”, Weiner, P.K. 198Weiner, S.J
1984; Kollman, 1986, 1995; Pearlman, 1991
Ponder, 2003) OPLS (“Optimised Poteaig
for Liquid Simulations”, Jorgensen, 1988
1996; Kaminski, 1994; Damm, 1997)
GROMOS

(“Groningen Molecular Simulation
Hermans, 1984; Ott, 1996)

Table 1.1: Examples of specialized force fields.

The molecular mechanics is anyway affected by sorrensic
limits due to the theory at its basis:

« The deletion from the mathematical treatment of the

intrinsic atomic structures, and therefore, the lioip
representation of its electronic configuration, itsnthese

methods to the study of the fundamental molecular

structures. The accurate description of every m®dkat
implicates the formation or the breaking of cherhbzands
is not possible.

* The obtained results are strictly related to thaliguof the

potential energy function (force field) and to the

parameters set of every atom type.
* The potential energy function described by the ddreld

has scarce chemical meaning, except for structures

associated with stable thermodynamical conformataord
in some cases for energetic rotational barriers.
The force field is therefore an empiric function tbé potential

10



1.INTRUDUCTION

energy. Force fields are created to be applied Ignaio
conformational analysis and these force field-baseethods
originated in the same period as the developmentthef
applications of the quantomechanical methods. Thasge from
the vibrational spectroscopy in which it is necegga build up
particular potential energy functions to use thecsmscopic
information for the description of the global malér behaviour.
In this field the potential energy function, usea describe
molecular vibrations, is simulated by:

* A mathematical function which is the sum of all the
internal interactions among atoms, without any isesc
correlation with the covalent structure of the ncole’

* A mathematical function correlated to the valuesthod
distances and the values of the interatomic arnglése
difference from the CFF model is that this modeightly
dependent on the molecule.

The modern molecular mechanics, based on the féisid
concept, was developed from those different appresic this
methods allow very important calculations for thed®arn organic
chemistry, from the thermodynamical propertieshi® ¥ibrational
spectra.
These methods, as explained before, treat the mielas a set of
particles joined by simple harmonic forces desctibeterms of
potential energy, adding all the steric factorst tieve a
contribution. The results is the following equation

Ep = Estr + Ebend +E + Enb + EH—bonds +E

tors i

WhereEg, is the energy due to the bonds deformation albeg t

° J Maple, M Hwang, T Stockfish, U Dinur, M Waldmah Ewig, A Adler,J
Comput Chem, 1994 15, 161.

103 Martins, A ZungerPhys Rev, 1984 30, 6217.

1 p Cox,J Chem Educ, 1982 59, 275.

11



1.INTRUDUCTION

axis (stretching or compressioryenq IS the energy due to the
bending,Eirs is the energy due to the bonds torsigp, is the
energy due to non bonding interactions such adreftatics or
Van der WaalsEp.nongs is the energy due to the hydrogen bonds
formation andE; is the term that includes the solvent effect or
other particular contributions. Each of these temeresents a
possible molecule deformation from a hypotheticaeference
geometry.

If the length of the bond &&Csps free from any stress is about
1.5-2.0 A, every deviation from this value causesrerease of
the potential energy. This factor describes thedbdeformation
and can be expressed with the following formula:

Ey = ZKI ( _|0)2

bonds

WhereK; (kcal/molA?) is the force elastic constamtis the bond
length (A), 1o is the bond length of the same bond free from any
perturbation and the summation is for every bonthefmolecule.
The potential energy for the valency angles is idesd by the
expression:

Epend = Z Kp(é’_é’o)2

angles

WhereKj, is the bending constant [kcal/n{®)’], 6 is the angle
value between two next atoms (°) afyds the value of the same
angle free from any perturbation.

Concerning torsion angles, the energetic contriuis described
from the following formula:

Eos = 0, K, @+scosna)

dihedrals

12



1.INTRUDUCTION

Wherek,, is the constant force which expresses the frestioot
energetic hindrance (kcal/mob, represents the torsion angle (°),
n is the periodicity ok, and s can assume values of +1 (minimal
energy) 0 and -1 (maximum energy).

The potential energy due to the non bonding intemac
(electrostatics or Van der Waals) is dependenthieydistance r,
and can be expressed by the formula:

. B. q.
E, z{i_ﬂ}
LR R

Where A;; is the coefficient that describes the atomic reipel
interactions AA)"2, B is the coefficient that describes the atomic
attractive interactionsB(B;)"?, g and gare the net charges on the
atomi and on the atorj ¢ is the dielectric constant of the media
andR; is the distance between the atband the atom (A).

At the end, the contribution of the hydrogen bofutmations:

c, D,
EH —bonds — Z|:_112 - _110:|

i<i | M i

WhereC; is the coefficient that describes the repulsieraction
between the hydrogen atom and the accep®;){% D is the
coefficient that describes the attractive inteatdi between the
hydrogen atom and the accept®[)*? andR; is the distance
between the atoms (A).

If necessary, other factors can be used to tale antount the
deformations outside Coulomb and solvent interastjgane.
Several empirical parameters are necessary forfdiee field,
such as force constants and geometrical values owtith
perturbations. These parameters can be determingd b
thermodynamical experiments or by diffraction expents

13



1.INTRUDUCTION

performed on a statistical significant number ofprapriate
molecules. The initial values obtained this way @ften a coarse
estimation and they need to be improved by a taial error
approach or by a least square method. The qudlitigeoderived
force field is defined by its ability to reprodutiee data with a
higher or at least equal accuracy compared to xipereanental
methods:!

For an optimal use, a set of three-dimensional dinates of the
molecule's atoms under examination is necessasysét will be
progressively modified during the calculation tduee the energy
penalty with respect to an “ideal” situation. psssible to assume
that from all the possible conformations of the ecole, that one
having the lowest energy level represents the rfesturable
conformation for the isolated molecule.

It is important to notice that molecular mechang$asically an
empiric method and the model obtained by usingt#gknique is
referred to an hypothetical (defined as ideal, @&t lsompromise
to fulfil the atom types definitions) state of imhility at the
absolute zero K.

1.2.4 Conformation analysis

The conformational transformations a molecule cacun are
mainly due to torsion angles variations because@sin angles
and bond lengths are usually associated with skvdngher
energy penalties, except the normal vibrationsstramed within
very limited ranges.

Conformational changes of a molecule can be coreidas a
movement in a multidimensional surface which déssithe
relationship between the potential energy and thelecole
geometry. This surface is generally called poténgaergy
hypersurface, or simply potential energy surfaachEpoint on it
represents the potential energy of a given confoomaof the

14



1.INTRUDUCTION

molecule. Energetically stable conformations cquoesis to local
minima and the peaks on the surface the transéirgy to pass
from one conformation to the other.

The relative population of a conformation depends its
statistical weigh, which is influenced not only the single value
of potential energy but also by the energy basribat separate it
from all the rest of the conformational space. @opently the
absolute minima of the potential energy surfacenos always
correspondent to the structure having the majotisttal
incidence'?

In the “real world” the conformational change isdgnamic
process heavily affected by the entropic contridouti often
dominating the potential energy contribution. This not
necessarily taken into account by computationalhous for
conformational search and this potential limitati@s to be taken
into account when using information gathered by potational
methods into the experimental practice.

Experimental techniques like NMR are able to supplgrmation
about one or few conformations of a molecule. A poghensive
analysis of the conformational space can be acdehgu by
theoretical calculations only.

For this reason a lot of theoretical methods ferd¢bnformational
analysis have been developed.

The most general methods are able to identifyhalrhinima on
the potential energy surface, but their computatiooost is
directly dependent on the number of rotatable b@mikthe angle
steps considered in the simulation, thus creatihgge number of
conformations as result for most molecules and irigmu
unacceptably long simulation time. The time neagsdar a
conformational analysis depends also by the mettsed for the
energy evaluation. The quantum mechanical methodsvery

2 H Holtje, G FolkersMolecular Modeling, Basic Principles and Applications,
1997 Wiley VCH ed, Weinheim, Germany.

15



1.INTRUDUCTION

expensive in this sense. For these reasons mosthef
conformational search software are based on maeouéchanic
methods for the energy calculation.

1.2.5 Systematic conformational search procedures

The systematic search represents the most simmenatural
method for the conformational search, as far genierates all the
possible conformations going through the systemati@tions of
every torsion angle of the molecdfe.

If the value selected for the increase of everglsimngle selected
by this method is small enough, a complete explmmaof the
conformational space of the molecule is possible.

The number of the generated conformers dependseowatiue of
the angle increase chosen, but also by the numbestatable
bonds: if n is the numbers of these bonds, the number of
conformations grows with the "n potency, as it is easily
understandable from the following formula whétés the number
of generated conformers afds the angle increase.

N =(360’j
o

In some cases, the result in terms of differenfaomations is so
high that it can not be easily analysed. In theases some
procedures are necessary for the reduction of roddibe
conformers. The first step, in this sense, is applbefore the
potential energy calculation, analysing the stmegu and
discarding the ones in which there are non bondeEmms
overlapping (Van der Waals screening or bump check)

The remaining conformers undergo to potential gneggculation
by molecular mechanics method, with the possibilitydiscard

16



1.INTRUDUCTION

more conformers considering an energy space whidtuges
automatically the conformers with inappropriaterggeralues.
The resulting conformations represent a completé cke
energetically acceptable conformers for the mokecuhder
examination-?

1.2.6 Monte Carlo method or random search

The Monte Carlo methotf, named by its creator von Neumann
alluding to the capital of Monaco, executes thercdeaf the
possible structure conformations using statistitethniques.
Every generated structure is randomly modifiedhe step after
step in order to obtain a new one. The searchdasatt from a
pre-optimized structure, this is a fundamental megoent to
increment the validity of results.

On every iteration, the new torsion angles andniéw cartesian
coordinates are placed randomly. The resultingaomdtions are
then minimized with a molecular mechanics method #ms
random process is then repeated. Every generatédromtion is
compared with the previous one and kept onlyig different.
This process assures, in principle, a completeceapbn of all
the possible regions of the conformational space,pactically
this is possible only if the process is performed d sufficient
time, which can become very long, because the Ipitissio find
a new and unique conformation decreases with ttrease of the
conformers number already discovered. In reality, a
conformation has already been found for n times,gtobability
that all the searched conformations were found lig1[2)n].
Numerically, the algorithm used by this method sttipe search
when the same structure is found for 8 times, asgum this way

13 W HastingsMonte Carlo sampling methods using Markov chains and their
applications, Biometrikam,197Q 57, 97.

17



1.INTRUDUCTION

the theorical exploration of the 99.6 % of the cwnfational
space.

The major advantages of this technique consistearpossibility
of processing structures of any dimensions, evamitcules with
high flexibility give just occasionally convergimgsults due to the
huge dimension of the conformational space.

Another advantage is the possibility of analysicyglic systems
that are usually hardly analysable with the systensaarch.
Concerning this technique, it is important to hight that the
method is able to perform conformational searchhwgbod
quality for different kind of molecules, but it caequire too much
computational time to assure a completeexploratiotihe whole
conformational space.

1.2.7 Molecular dynamics

This method is able to study and to explore thefaramational
space of a molecular structure, also a complex witbput the
limitations of the systematic search and withoue thigh
computational cost of the Monte Carlo method. Thaqgple of
this method is based on the integration of thesatas motion
equations derived from the second Newton 1ow.

F®)=ma(®

WhereF; is the force acting on the atanat the timet, m is the
mass of the atomanda; is the acceleration of the atanat the
timet.

The force acting on the atontan be calculated directly deriving
the potential energy functidarelative to its coordinates

18
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(dE)_ _(d’r,
dr, e

This classical motion equation allows to determimecoordinates
and the velocity after a given time (trajectoryheT potential
energy gradient, computed by the force field, igdugor the
determination of the forces that act on every srgom, while
the starting velocities of the atoms are genereaedomly at the
beginning of the simulation. This simulation, whidbration can
be decided by the scientist, generates a seriesnefgetically
accessible conformations for the molecule undemaxation.
Compared to the other techniques for performingfaromation
analysis, molecular dynamic has the advantage it
energetically non accessible conformers are autoatigtdeleted,
but it has also the limit that the energy barrteattseparates the
different conformations can be hard to overcomas txcluding
some conformational space regions. This disadvantam be
overcome using suitable temperatures that allowsvercome
these barriers, increasing kinetic energy.
The atoms movement calculations are performed esexgyreet
interval (time step) which is defined by the operatThe
movements of the atoms during the time step isutatied using
the Varlet* method, which uses the speed in the average pbint
the time step. Since the atom velocity is not camistiuring the
time step, this speed is extrapolated from the cpeed the
acceleration values of the previous step, using flewing
algorithm:

[t +At) = 1 (t) + Atv(t) +%At2a(t)

1 Verlet, Phys Rev, 1968 165, 201.
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a(t +At) :M

v(t +At) = v(t) + %At[a(t) +a(t+ At)]

WhereF(t+4t) is the force that acts on the atom and is caledlat
deriving the potential energy function at the gosit (t+4t).

To assure a correct integration of the equationy aeduce
mistakes of system energy calculations, it is regsthat the
integration interval is between 1/1000 and 1/20tlé time
associated to the fastest movement which the systeubjected
to.

In classical molecular dynamics, the fastest movemis
associated to the bond vibration (10/100 fs). & time steps are
too high the resulting atom movement is too enhdnoa the
other hand a too short time step involves the amalgf a major
number of conformations that lead to an increase thod
calculation time.

A good compromise can be achieved by using the eshak
algorithm® which allows to freeze the bonds vibration
movements with the hydrogen atoms (C-H, N-H, O-td,)eThis
algorithm has to be used taking care of the paranssttings, a
too high number of iterations can cancel the athgmderived
from using bigger time steps. Usually in protemald interaction
studies the durations of ps units are pre‘Sethile the time steps
used are usually from 1 to 5 fs, using the shagerdghm. In a
molecular dynamics simulation the temperature iisaity set to 0

K and that leads to the desired temperature (énailon stage);
then this desired temperature is kept during alldinamics.
During the equilibration stage the velocity of #le atoms is
equally modified in order to keep the populatiometically

15 J Ryckaert, G Cicciotti, H BerendsenComput Phys, 1977, 23, 327.
8 M Norin, K Hult, Biocatalysis, 1993 7, 131.
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homogeneous:

2
(Vn_ewJ :E
Vold T
WhereT, represents the temperature of experiment ksl the
temperature of the system. After the equilibratithe system is
kept at the constant temperature using the Beranust¢hod-’ in

which the velocity is put in relation with the ldtoscillation of
the temperature by a factargiven from the formula:

o2 )

Where4t is the size of the time stepjs the relaxing timeJy is
the simulation temperature amds the instantaneous temperature.
The temperature achieved after the equilibratieep ghcur in
some oscillation, for this reason frequently adpestits are
necessary; these continuous temperature oscillaimndue to the
energy of the system which is affected by the at@ositions.
Concerning the pressure, the procedure is analogoushe
temperature.

A frequently used technique is the blocks defimtigroups of
atoms which positions are keep fixed during theaahyics, while
the energy contributions is calculated anyway amsiered in
the system total calculations. This strategy is Ipnaised in the
enzyme-substrate interactions evaluation, wherammeoacids of
the active site are more interesting. The main aige is
obviously the reduction of the calculation time.

" H Berendsen, J Postma, W van Gunsteren, A Di Niottgak,J Chem Phys,
1984 81, 3684.
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The chemical-physical phenomena that occur at atoamd
molecular level can require different time, fromvféentoseconds
to several tens of seconds, to happen. Theref@esithulation
time must be tuned on the basis of the phenomeba $tudied.
As reported in the Figure 1.1 it is possible obsdhat:

The fastest phenomenon is the electrons transfgy. @or

an accurate description quantum mechanics equagiens
necessary, extremely costly in terms of computation
time. Nevertheless, if the system is made by atdithi
numbers of atoms, this phenomenon can be simuilatad
reasonable time.

The movement of the aminoacidic chains of a pratsies
picoseconds. For a very accurate simulation of this
phenomenon a quantum mechanical simulation is
necessary, anyway the system in this case woultbd®e
complicated. For this reason the system is singalifand
simulated by molecular mechanics.

Conformational changes are more complex phenomene
and require from tens to hundreds of nanosecorfti) o
some approximations are necessary to simulate this
phenomena in a reasonable time.

Folding of peptides, enzymes, or nucleic acidhérost
difficult phenomenon to simulate and its durati@pends

on the number of atoms of the system. Several leaisdof
aminoacids sequences take some microseconds to fol
normally, while the folding of complex system, liKENA

or enzymes, takes some seconds. For this type of
simulations several hundreds of processors aressace
but themost of them are still unreachable with ¢heent
computational facilities.
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conformational changes §

folding
Figure 1.1: Timescale of the principle atomic and mlecular movement.

1.2.8 GROMACS

GROMACS (Groningen Machine for Chemical Simulatiggan
engine to perform molecular dynamics simulations amergy
minimization developed by the research group of Pnefessor
Berendsen and Professor Van Gunsteren of the Chemic
department of the Groningen University during teeasnd half of
the eighties. It is a collection of libraries foohacular dynamics
simulations (MD) and data analysis of the trajeet *°

Even if the software was developed for biologicallesules with
complex binding interactions, the implementation tbé non-

18 H Berendsen, D van d&poel, R van DruneiGomp Phys Comm, 1995 91,
43.

19D van der Spoel, E Lindahl, B Hess, G Groenhof@k, H Berendsen]
Comput Chem, 2005 26, 1701.
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bounded interactions calculations makes the soéwsaitable for
any kind of molecular dynamic simulation.

GROMACS is essentially based on the GROMOS packalyeh
was developed for the simulation of bio(macro)moles in
solution. The planned choices for the GROMACS dgwelent

are:

There are three bond typaond forces based on pre-fixed
lists that include four-body interactions whichoall to
describe more appropriately torsion anglesn-bonding
forces based on dynamic list of of particle couples;
external forces which take into account non-equilibrium
forces.

The calculation of the non-bonding forces is baseda
couple lists which are updated every n steps. ¢hastiare
divided in charged groups, the charged group itidwed

in the list if it is positioned within @ut-off radius. This
procedure avoids the charge creation on a neutralpg
Optionally atwin cut-off range can be used: two list are
preparedRshort andRlons cut-off, when theRshort cut-off
list is prepared the coulomb forces between pasiend
charged groups placed in a distance betwedtrt and
Rlons are calculated. Theseng-range forces are keep
constant for n steps and added todhe@t-range forces.
Leap-frog algorithm, which is equal to thesrlet
algorithm* is used to solve the motion equation. This
involves the position in discreet time intervalsgasured
in time steps, and the velocities. The system epki
constant condition of temperature and pressure.

The length of the covalent bonds and bond anglashea
limited. The resultingonstrain equation are solved by the
Shake algorithm?® which changes the constrain-free
configuration in a constrained configuration movitige

203, Miyamoto, P A Kollman) Comput Chem, 1992 13, 952.

24



1.INTRUDUCTION

vectors trough a new direction based on a reference

structure.
It is useful at this point to consider the limitats of MD
simulations. The user should be aware of thosetdiions and
always perform checks on known experimental progerto
assess the accuracy of the simulation. The ligtpgiroximations
can be found below.
1 - The simulations are classical
Using Newton’s equation of motion automatically irap the use
of classical mechanics to describe the motion @fat This is all
right for most atoms at normal temperatures, buwdrethare
exceptions. Hydrogen atoms are quite light and rtfegion of
protons is sometimes of essential quantum mecHacheaacter.
For example, a proton may tunnel through a potebaarier in
the course of a transfer over a hydrogen bond. $uwchesses
cannot be properly treated by classical dynamiesiurh liquid at
low temperature is another example where classiethanics
breaks down. While helium may not deeply concernthus high
frequency vibrations of covalent bonds should makeworry!
The statistical mechanics of a classical harmoasaillator differs
appreciably from that of a real quantum oscillatehen the
resonance frequency approximates or exceedgT/h. Now at
room temperature the wavenumleer 1/1 = v/c at whichho =
ksT/h is approximately 200 cth Thus all frequencies higher than,
say, 100 cni may misbehave in classical simulations. This means
that practically all bond and bond-angle vibratiare suspect,
and even hydrogen-bonded motions as translatianébrational
H-bond vibrations are beyond the classical limibat/can we do?
Well, apart from real quantum-dynamical simulatiows can do
one of two things: (a) If we perform MD simulationsing
harmonic oscillators for bonds, we should makeeatiions to the
total internal energy) = Eun+ Epr and specific heay (and to
entropy S and free energy or G if those are calculated). The
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corrections to the energy and specific heat of edimensional
oscillator with frequency are:

U :Ud+kT(1x—1+ X J
2 e" -1

cov=co+K X g
\ v (ex _1)2

wherex = ho/KT. The classical oscillator absorbs too much energy
(KT), while the highfrequency

quantum oscillator is in its ground state at theogmint energy
level of 1/2hv. (b) We can treat the bonds (and bond angles) as
constraints in the equation of motion. The ratiopetind this is
that a quantum oscillator in its ground state rddem a
constrained bond more closely than a classicallaszi A good
practical reason for this choice is that the alfoni can use larger
time steps when the highest frequencies are remadngaractice
the time step can be made four times as large \bogwls are
constrained than when they are oscillators. GROMA®S this
option for the bonds and bond angles.

The flexibility of the latter is rather essentia #&llow for the
realistic motion and coverage of configurationacas’

2 - Electrons are in the ground state

In MD we use a conservative force field that isuaction of the
positions of atoms only. This means that the eb@otr motions
are not considered: the electrons are supposedjtstatheir
dynamics instantly when the atomic positions chaftige Born-
Oppenheimer approximatiof,and remain in their ground state.
This is really all right, almost always. But of cea, electron
transfer processes and electronically excited staten not be

2L W van Gunsteren, H Berendséfpl Phys, 1977, 34, 1311.
22 M Born, J OppenheimeAnn Phys, 1927, 84, 457.
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treated. Neither can chemical reactions be treptegerly, but
there are other reasons to shy away from reactanthe time
being.

3 - Force fields are approximate

Force fields provide the forces. They are not yeallpart of the
simulation method and their parameters can be raselified as
the need arises or knowledge improves. But the fafrthe forces
that can be used in a particular program is sultgetitmitations.

The force field that is incorporated in GROMACSlisscribed in
Chapter 4. In the present version the force fislgair-additive
(apart from long-range coulomb forces), it cannotorporate
polarizabilities, and it does not contain fine-tugniof bonded
interactions. This urges the inclusion of some tiatnons in this
list below. For the rest it is quite useful andljareliable for bio

macro-molecules in aqueous solution!

4 - The force field is pair-additive

This means that all non-bonded forces result frieensum of non-
bonded pair interactions. Non pair-additive intéats, the most
important example of which is interaction througtonaic

polarizability, are represented by effective paitgmtials. Only
average non pairadditive contributions are incaafe. This also
means that the pair interactions are not pure, tbey are not
valid for isolated pairs or for situations thatfeif appreciably
from the test systems on which the models werenpetrézed. In
fact, the effective pair potentials are not thatl Iba practice. But
the omission of polarizability also means that &tets in atoms
do not provide a dielectric constant as they shoetd example,
real liquid alkanes have a dielectric constantlighly more than
2, which reduce the long-range electrostatic imtgya between
(partial) charges. Thus the simulations will exagte the long-
range Coulomb terms. Luckily, the next item comp¢es this
effect a bit.
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5 - Long-range interactions are cutoff

In this version GROMACS always uses a cutoff radmsthe
Lennard-Jones interactidfisand sometimes for the Coulomb
interactions as well. Due to the minimum-image @ortion (only
one image of each particle in the periodic boundanmyditions is
considered for a pair interaction), the cutoff rarmgn not exceed
half the box size. That is still pretty big for dar systems, and
trouble is only expected for systems containinggbe particles.
But then truly bad things can happen, like accutrara of
charges at the cutoff boundary or very wrong emstgror such
systems you should consider using one of the imgieed long-
range electrostatic algorithms, such as particlsintavald?*

6 - Boundary conditions are unnatural

Since system size is small (even 10,000 partickesmall), a
cluster of particles will have a lot of unwanteduhdary with its
environment (vacuum). This we must avoid if we wislsimulate
a bulk system. So we use periodic boundary conditito avoid
real phase boundaries. But liquids are not cryssssomething
unnatural remains. This item is mentioned last bgeeat is the
least of the evils. For large systems the erroessanall, but for
small systems with a lot of internal spatial catien, the periodic
boundaries may enhance internal correlation. Ih ¢hae, beware
and test the influence of system size. This is @aflg important
when using lattice sums for long-range electrostatince these
are known to sometimes introduce extra ordering.

1.2.9 Minimization methods

The potential energy of a molecule is directly etated to its
geometry and to its chemical characteristics. Theimization

23 J Lennard-Jone®roceedings of the Physical Society, 1931, 43, 461.
4T Darden, D York, L PedersefhChem Phys, 1993 98, 10089.
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process consists in iterative mathematical operatia order to
optimize the structural geometry and reach the dinates set
corresponding to the energy minima.

Three problems are present in the potential endupgction
analysis:

The choice of the initial direction of optimizatiocritical
because the space is multidimensional,

The research of the minimum number of steps tohréae
nearest minima. It is important to remember thaeraf
every coordinate variation the force field has ® re-
applied for the potential energy calculation;

The choice of the mathematical method for the
determination of the reaching of the minima (coguey
criteria).

Traditional minimization methods are able to seaynly for the
nearest minima. Critical factor in this sense i® thtarting
conformation: the only way to find the absolute muam is to
make a conformational search to obtain one or akstarting
conformation(s) for the minimization.

The methods used for these processes can be diudédo
categories on the basis of the type of algorithedus

Non derivative methods: the most used is the simple
method?* based on a very light mathematical algorithm in
terms of calculation complexity. It is scarcelyi@#ént, its
application is restricted to cases where the piatieenergy
surface is extremely complex. This method acts \@rye
atom until the forces are under a certain value.
Derivative methods: as already seen, one of the
fundamental requirement for a function describinigrae
field is being continuous and differentiable in gvpoint.
In fact, from the analysis of the first and second
derivatives of these mathematical functions we lcave
information about the topology of the potential gye
surface. In this topology three main approachestexi
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Steepest descent, Conjugated gradient and Truncatet

Newton?
The Steepest descendent method searches the mingoing to
the direction of the maximum slope on the potengakrgy
surface. This method is calleldne searching and it acts by
changing the direction of search always perpenditul This is
not the best minimization algorithm and is not aately
convergent, but it can be used taking into accolat the result
will not be very close to the minimum. It can bdided as an
approaching algorithm.
The Conjugated gradient is an evolution of the joev one, it
uses the line searching method as before for thiawag
optimization, but in this case every step is stdoedvoid that the
same pathway is covered for a second time. Thisggis more
expensive because the pathway chosen at eachddkewsf the
analysis of the previous steps. The increase inigficy justifies
the increase of computational cost.
The truncated Newton method uses the gradienthimdirection
identification and a curvature function (secondidgive). This
method is used when the minimum is near the stppimint or
when the function is almost harmonic, otherwisesdjences are
possible (going far away from the minimum).
A geometrical and energetic criteria are taken axtoount when
reaching the minimum. The gradient of these catésianalysed,
when the gradient is zero the minimum is reached.
For the theoretical achievement of the convergeerea, a high
number of steps is necessary, for this reasonwewdbse to zero
is set.

%W Press, B Flannery, S Teukolski, W Vetterlifige Art of Scientific
Computing, 1988 Cambridge University Press, Cambridge, UK.
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1.2.10 Homology alignment

Homology alignment is a bioinformatic techniquettatermines
the correspondence of two or more protein chaifge Mmain
assumption is that the two chains are related.

There are different data banks and tools for thalaiity search
of the sequences (BLAST, FASTA), and other for gagrwise
alignment (LFASTA, WISE, SIM) and multiple alignnten
(Clustalw, MAP).

The instrument used for this research work is MOgna® which
can align several protein sequences at the same (timultiple
sequence alignment tool). The software is also dbleuse
information coming from the primary structure (sedary
structure prevision) to perform multiple sequenaégnment. The
information based on the structure can be also wdgeeh the
structural information are not available for aletprotein chains;
therefore MOE-align can work with mixed sets ofoimhation
about sequences and structures. The alignment eaptimized
using constrains in the structure alignment ancgusi manual
repositioning of residues.

MOE-align is the modified version of the originaligament
methodology introduced into molecular biology byedkEman
and Wunscl! In this method the alignments are computed
optimizing the base scoring function based on tmdarity of the
residues (obtained applying an aminoacid subsitituthatrix to
the residue aligned couple) and gap penalties. gemalties are
set in order to introduce and extend gaps in ompuesEe
respecting the other one. The optimized final vatudefined as
alignment score. MOE includes a matrix that deriiesctly from
the family of the aligned proteins, e.g. a mathattderives from

%8 Molecular Operating Environment versio2@06.08 Chemical Computing
Group, Montreal, Canada.
"s B Needleman, C D WunschMol Biol, 197Q 48, 443.
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the application of an evolution model to the maset correlated.
Moe-align is able to calculate alternated matrioéssimilarity
using the Needleman-Wunsch procedure as well apgaglties
for specific position. For example, MOE-align cardapt
similarity matrices and gap penalties using the@sdary structure
prevision or the real secondary structtire.
Since the Needleman-Wunsch procedure allows tigaraknt of
an arbitrary number of sequences, the calculatibasome
computationally expensive when the number of chanisigher
than four. For this reason multiple align protocats redoing the
pairwise alignment of the groups of already aligngthins.
Nevertheless, the theoretical difficulty comes frtdma scoring of
the new gaps. MOE-align perform the multiple aligmmin four
steps:
1. Pairwise initial building: the starting evalwati of the
alignment can be calculated in two different modes:

* Progressive: align the chains 1 and 2, then algnhée

result the chain 3 and so on until all the chanesadigned
 Sensible to the chain order;, more expensive in
computational terms

2. Round-robin realignment: the initial alignmewnakiation (or
the evaluation of the present alignment) is impdowdth a series
of single round-robin alignments, where every chaiextracted
from the global alignment and realigned to the cheft.
3. Random iterative refinement: the results ofittigal alignment
and of the round-robin can be sensible to the oievhich the
chains are processed. To reduce this dependereyseties of
alignment can be calculated dividing randomly thaigs in two
groups and aligned independently. If the new aligninhas a
better score it is accepted, otherwise no.
4. Structure based realignment: the chains thattagonthe
information about thein-carbons can be re-aligned taking into

28\W Kabsch, C SandeBjopolymers, 1983 22, 2577.
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account the spatial information of their structuferom the
starting evaluation the method then generates a siewarity
matrix using the relative coordinates of thel@hich results from

a multi-body overlapping. This matrix is used fbe trealignment

of the chains populated by &€only. This operation is repeated
until the Root Mean Square Distance (RMSD) of the
superimposition is no more improving. At this pdiné chains are
reintroduced as indivisible units not computed et the steps
from 1 to 3 are repeated.

1.2.11 Homology modelling

To perform the homology modelling in this work, th&OE-
homology tool was used. The tool use a comparatieeelling
procedure to build complete models with all atonfs tloe
sequence based on one or more structure template.
MOE-homology consist of three steps:

1. Initial specification of the partial geometry: an initial partial
geometry for the sequence is specified. The MOE#diogy copy
the geometry of the regions from one or more tetapthains.
The residue identity is preserved between the tetaphnd the
model and all its coordinates are copied, or jhst backbone
coordinates are used.

2. Building of intermediate model: the independent models of the
target protein structure are build up using theBoann-weighted
randomized modelling procedure used by LeVitombined with
a specialized logic for the correct treatment oé ttesidues
different from the templat®. Everyone of those intermediate
models is evaluated by the residue packing qualitgtion which

is sensible to the exposition rank of the non pelde chains and

29 M Levitt, J Mol Biol, 1992 226 507.
39T Fechteler, U Dengler, D Schombeddviol Biol, 1995 253, 114.
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to the opportunity to hydrogen bond formation. Firse list of
molecular data are collected in order to modehtig&sing atoms.
e Indels list: list of backbone fragment that allowet
inclusions in the target sequence;
* Sidechain list: list of the alternative conformatoof the
side chain belonging to residues with non modedkeans:
* Outgap list: list of backbone fragments to modsidees
which can need more exceptions of N- and C- terhmima
the template chain.
The Indel data are collected searching backbonmeets through
the high resolution chains of the protein data b@hB)** which
are well overlapping with the ending residues & é¢md of the
adding area. During this segment searching the bhdkng of
the indel regions is possible if no one segmeneagrith the
RMSD criteria®® The data on the side chain are built starting from
a large rotamers collection, generated with a syatie grouping
of the high resolution PDB data.
After the data collecttion, a number of independerddels is
created. First the loops in random order are medelFor every
loop the contact energy function analyse the listandidates
collected in the segment collecting step, takingaoount all the
atoms already modelled and all the user speciffredb@®cause are
members of the modelling environment (e.g. ligandded to the
template).
Those energies are used for choosing the candigatesated by
the Boltzmann-weighted procedure, which the coaidis are
copied into the model. Every missing atom is maklising the
same procedures. The sidechain atoms of the resighieh the
coordinates are copied from the template are medefirst,
followed by the sidechain loops. The outgaps aed sidechains
are the last to be modelled;

31 The UniProt consortiumiucleic Acids Res, 2006 36, 190.
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3. Building of the final model: The coordinates of the final model
are generated as the average of the coordinatdse ahodelled
atoms and as the coordinates of the model wittbés¢peacking
quality function.

The final procedure is to check tiReotein Report to verify the
presence ofoutliers (parameters that are outside allowable
values). Bonds length, angles, dihedral anglesaamichs contacts
are the major parameters reported inRhatein Report. In case of
outlier, restrained local minimizations can be applied for
correctionsQ angles, chirality otr carbons X angles bond agles
of the main chains, and bond length constitute latoset of
important parameter for the model quality evaluatibhey are
compared to data of statistical maps frémtein Data Bank.*?
Non-bonding forces between heavy atoms are testaelation
with the sum of their Van deer Waals interactiohso type of
outlier are not defined by limit value®’ and ® angles, which
could be simply placed in “not allowed” regions ole
Ramachandran plot and they must be corrected dtimgnodel
refinement.

1.2.12 Docking simulations

All the procedures named molecular docking include the
simulations where molecules approach each otheredito the
study of their interactions. This technique is rhaimased on the
analysis of the electrostatic and steric interagtiof the involved
species. Docking allows, for instance, the placdméa substrate
into an enzymatic active site. Therefore this tygbeanalysis is
able to provide very relevant information for tlemtification of
the most important structural elements that peranit optimal

%2R Laskowski, A Moss, S ThorntodMol Biol, 1993 231, 10409.
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interaction concerning either the receptor and lip@ndl. This
information, for instance, is useful for enginegrinew ligands
with better affinity or for the creation of plaukbhypothesis for
action mechanisms.

Docking applications concern different researclifie

* Interactions between macromolecular receptor agaht
with low molecular weight (i.e. enzyme-substrate).

* Interactions between macromolecular receptor and
macromolecular ligand (i.e. protein-protein, DNAo{&in,
DNA-DNA).

* Interaction between low molecular weight receptad a
low molecular weight ligand (i.e. inclusions).

Fundamental requirement for this technique is thewkedge of
the three-dimensional structure of the target maé&owhich has
to be highly defined to assure high quality resul®cking
usually takes place searching the best interadteaween a rigid
macromolecular target (usually a protein) and a ilmohnd
flexible ligand of limited size.

Docking can be applied on the whole macromolecialaget, but
the research of bonding is usually focused on allemand
specific area nameditte.

A lot of different docking software have been depeld like
DOCK, FlexX, Combi-DOCK, and they use different @ithms
for the scoring of the poses they calculate. Irs thiork the
software MOE was used.

The docking analysis consists in several steps:

Conformational _analysis. to search different ligand
conformations.

Placement: different poses of a single ligand conformatioe ar
generated. This application uses different placenechniques,
everyone of those with different properties. Thesethods are
deterministics and it is normal thaiutputs change from a
calculation to another.

The available methodologies are:
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* Alpha Triangle: it is the standard method. Positions are
generated by overlapping the coordinates of thantig
atoms with the coordinates of the receptorial site
represented by alpha spheres. Alpha spheres arealvir
spheres, which are generated inside receptoriakegt®c
They does not contain any atoms inside and theyiare
enough to allow the ligand placement at bond dcsan
from the protein atoms. A binding site is descrilasda set
of spheres in contact with each other. At eversatien a
ligand conformation is randomly chosen, and the
algorithm tries to overlap the ligand atoms with a
randomly chosen set of alpha spheres.

« Triangle Matcher: this method generates conformations
aligning the coordinates of the ligand atoms witte t
coordinates of the alpha sphere in a systematiemod

* Alpha PMI: it is a method that generates positions aligning
significantly ligand conformations with randomly agen
alpha spheres. This is the best method for narrow
receptorial pockets, it is a fast method and treearch
space is more strictly defined.

1. Pharmacophore filtering: it is possible to limit the freedom of
conformations generation forcing determined inteéoas in order

to satisfy an arbitrary condition to respect an newally
parmacophoric group. This set can be used as amdpfiker: all

the results that does not satisfy this conditiolh lva delete.

2. scoring: every pose generated with the placement methogolog
is subjected to ascore (scoring) which identifies the most
favourite poses. Typically, the scoring functionsghtight
hydrophobic contacts, ionic contacts and hydrogerdb.

Available methodologies are:

e London dG <coring: it is the function that calculates the
free energy of binding of the ligand in that po3&e
functional form is the sum of the following terms:
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AG=C+Eu+ Y Cpfug+ D cyfy + D AD,

h—-bonds m-lig atoms i

Where ¢ represents average gain/lose of rotational and
translational entropyEqe is the energy due to the lost flexibility
of the ligand (calculated by the topology)y, measures the
geometrical imperfections of the hydrogen bonds &ndan
assumes the values [0,is is the energy of an ideal hydrogen
bond; fy measures the imperfections of the coordinationdbon
and it can assume the values [04);is the energy of an ideal
coordination bondp; is the desolvation energy of the atanThe
difference of the desolvation energies is calcdldte the formula:

o0 o a-ffure

WhereA andB are the volumes of the protein and/or of the lthan
with the atomi belonging to the volum®; R is the solvation
diameter of the atom (taken as parameter OPLS-AA Var der
Waalsc plus 0.5 A); and; is the desolvation coefficient of the
atomi. Coefficients €, cys, Cu, G} are obtained fror#00 x-ray
crystal structures of protein-ligand complexes wadkailable
experimental pKi. Atoms are categorizedlih atom type for the
assignment of the; coefficients. Integrals are rounded using the
generalized formulas of the Born integral.

» Affinity dG Scoring: it is the function that calculates the

enthalpy at the bound free energy using the lifwaation:

G=Cy, frp +Cion Fion + Criig friig ¥ Crin Frn + Crp frp + Caa

ion "ion mlig " mlig

Wheref defines the fraction of the specific atomic cotdaand
the C coefficients measure the contribution of the tewhghe
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affinity evaluation. The individual terms are:

V1.

hb: interaction between a couple of donor-acceptdryolrogen

bonds; it is supposed that two hydroxides groueradt in the

most favourable mode.

ion: ionic interactions; the Coulombian term is used the

evaluation of interactions between charged growpsch can

contribute to rise or decrease the bond affinity.

mlig: coordination bond; interactions between

Nitrogen/Sulphur and transition metals are caledatas

coordination bonds.

hh: hydrophobic interactions; i.e. the interactionmoag

aliphatic carbons. These interactions are usuailgdrable.

hp: interactions between hydrophobic and polar atotrmsse

interactions are usually unfavourable.

aa: interactions between any atoms; these interagtiare

usually weak but favourable.

* Depth HB Scoring: this scoring is a linear combination
between two terms. The first term measures how much
deep is posed the ligand into the active site &nsl the
sum of all the atomic scores of the ligand. Theresds
roundly the fraction of the volume of a sphere ofA5
radius, this sphere is centred on the atom anddhene is
the volume occupied by the receptor atoms. Therngkco
term measures the effects of hydrogen bonds. Sxdor@
is assigned if the site is occupied by the favolerabom.
Otherwise, if it is occupied by any other ligandrat the
assigned score is -1. Concerning donor and acceptyr
all the favourable atoms within 3.5 A contributetiwia
score of +1; while all the others contribute withlascore.
Metals on receptors are treated like acceptor bth &
triplicate effect.
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1.3 GRID

The Molecular Discovery prograrfisare used to predict specific
non-covalent interactions between a molecule witbvin three-
dimensional structurddrget) and a small chemical grouprobe),
mimicking various chemical functionalities. The doyed probes
can be characterized by different nature and irglainong the
others, water, methyl group, amino nitrogen, cayboand
hydroxyl. The procedure builds a three-dimensiogad all
around the target molecule and it calculates ttexaction energy
between the target and the probe at every grid .kibe
calculation output is a three-dimensional matrix iloferaction
energies named Molecular Interaction Field (MIFheEjies are
computed basing on attractive and repulsive forcemir
combination leads to simple functions for energynima
visualization, which corresponds to a favourablen-bond
organization of atoms and molecules. This is exqa@sby the
Lennard-Jones functiof:

E, = A/d?-B/d°

Whered is the distance between the non-bonded atom couple
which potential energy of Lennard-Jongg is described by the
empirical parameters A and’B.

A huge number of target can be studied, includingymes,
nucleic acids, polysaccharides, glycoproteins, idept
membranes, crystals, drugs and a lot of other aceganmpounds.

The MIF can be used in many different ways, the tno@swious
one is its visualisation as isopotential energatidace. It can also
be used as molecular descriptor in structure-agtieorrelation
studies.

33 p Goodford,) Med Chem, 1985 28, 849.
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1.4 Protein Data Bank

As stated above, it is important to know the thidlemensional
structure of molecules under examination. Thesagcitires are a
fundamental starting point for most computatiortaldees. Their
definition plays a key role for the success of thedertaken
research. Therefore, structures solved by x-ragtalipgraphy as
well as structures solved by other techniques Hk3D-NMR
and homology modelling are generally used.

The Protein Data Bank (PDBY,that collects three-dimensional
structures coming from x-ray or NMR studies is atremely
source of data for molecular modelling. PDB is sarpgd by the
Research Collaboratory for Sructural Bioinformatics (RCSB). It
IS a no-profit consortium which is aimed to improvke
comprehension of biological systems by the studyhef three-
dimensional structures of macromolecules. Actuag635
structures are freely available.

1.5 QSAR

QSAR methods Quantitative structure-activity relationship) try
to figure out, for a compound set, a correlatiotwleen chemical-
physics properties and a generally defined activityich can be
any measurable properties of the compound undedy.stu
Generally a QSAR equation is a linear equation:

Activity=Cost +(c,R,) + (c,P,) +...c,P,)

Where the parametef are calculated for each molecule of the

% H Berman, J Westbrook, Z Feng, G Gilliland, T Bli&Weissig, |
Shindyalov, P Bourné\ucleic Acids Res, 2000 28, 235.

41



1.INTRUDUCTION

set by a computer, and the coefficiestsare calculated by a
correlation between the parameters variations la@dariations of
activity.

The correlation between structure and activity seed
mathematical expression of molecular structuret thausually
called molecular descriptor.

A lot of parameters can be used as a molecularrigesc for
instance, thédansch approacf? (defining the beginning of QSAR
paradigm) uses electronic and structural charatiesi of the
molecule, described by tleparameter.

In every QSAR the parameters choice is the firsti amost
important step. The success is strictly correlatgti the use of
appropriate molecular descriptors. Only if the @moparameters
and the activities are closely related a model ablpredict the
activity is feasible. The QSAR techniques depend tbe
assumption that each compound of the series ingeraith the
target molecule in the same way. Since the actigyends from
the affinity of the ligand for the receptor, whicha function of
the ligand structure, QSAR can be used for receptoding
studies, which is the standard QSAR application.

The main problem of QSAR models is that they areabenitio
methods: a series of experimental values are nagetsbuild the
model. Therefore the model is trained to predicedain type of
structure-activity relationship and they are noteato predict
properties of compounds with no reference to theicsiral
variability which is represented by compounds & tiraining set.
In other words is not possible to predict the aigtiof a molecule
totally different from the molecules of the traigiset. Moreover,
if a model is built with high activity molecules will not be
precise in the prediction of low activity molecubasd viceversa.
Essential requirements in order to obtain a gooAR&odel are

% H Kubinyi, R Mannhold, P Krogsgaard-Larser, H Tienman,QSAR:
Hansch Analysisand Related Approaches, 1993 VCH, Weinheim.
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the choice of an appropriate data set and a goscriggon of the
chemical properties of the molecules under examanat

The 3D-QSAR techniques (based on three dimensional
descriptors) have the advantage of considering e mefined
model of compounds compared with bidimensional wath
Information related to the spatial component of thelecule
allows to obtain more realistic systems and theecto extract
more accurate molecular description. This generaijyroves the
predictivity of the outcoming models.

1.6 Chemometrics-Multivariate analysis

Chemometrics is a science based on mathematicastatidtical
methods for the resolution of multivariate chensgatoblems. It
can be defined as the application of mathematiegisscs and
graphical methods to chemistry in order to maximite
extraction of information from data. The term muadtiate
analysis indicates an approach that considers riitaa one
variable at the same time. Multivariate analysis ased in 3D-
QSAR studies in order to summarize all the infororet which
are contained in the variables matrix. Importand amost used
techniques to perform multivariate analysis are P@Ancipal
component analysi¥)and PLS (partial least square or projection
to latent structuresy.

1.6.1 Principal components analysis (PCA)

In almost any 3D-QSAR, especially the ones basetherGRID
method, the number of molecular descriptors is Jydgh. The

%R N Carey, S Wold, J O Westgahal Chem, 1975 47, 1824.
37 A HoskuldssonJ Chemom, 1988 2, 211.
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PCA method reduces this number of original varigbleby

combining them in a series of latent variablesechlPrincipal

Components. By doing so, the method preserves ritrasic

variability of the original variables in terms ofiysical-chemical
information they contain. Moreover, this methodrnestly useful

to understand the differences among the studiedpoands and
estimate the quality of the produced molecular detgs. It is in

fact important to verify that the selected desaiptof the

involved compounds can be able to discriminate betwtwo

clearly distinct ones. For a GRID analysis the R@i&thod can be
useful to identify variables that contain similafarmation from

those that contribute differently to the descriptiof the

compounds.

Two interesting characteristics of the Principaln@ponents are
that they are orthogonal to each other, and tleer®icorrelation
between the information contained in each of thechtae second
one is that they are extracted in and order of mapce, meaning
that the first PC contains more information thag¢ gecond one
and so on.

These characteristics allow to overcome the gerlagrafations

present in the multiple linear regression methodvmich it is

important that the variables are independent orma fmother and
that the number of objects exceeds the numberrahias.

In the PCA method, the user can choose how manhé*®ants
to extract. Nevertheless this number may not be dite

generally the first five PCs contain around 90%tle model's
variance.

1.6.2 Projection on latent structures (PLS)

PLS are methods that are used to generate regrassidels. In
the regression models, the correlation between ntodecular
descriptors and the experimentally obtained bidalgactivity is
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achieved by the extraction of the Principal Compdsian the

presence of the activity data. In other words,ekigacted PCs are
not only the ones responsible for the explanatibthe maximal

variability of the system, but also the ones thHadvws the best
correlation to the experimental data. ThereforeR@s extracted
in this procedure are somewhat different to thesarfethe PCA

method in a way that they have to meet the negessihaximize

the correlation between the molecular descriptadstae activity

values of the compounds in the data set.

This multivariate statistical method is the mosised one in the
QSAR studies. Nevertheless, the predictivity of thedel is

clearly attributed to the existence of a tight etation between
the calculated and the measured properties.

1.6.3 Model validation

Once the model has been obtained, it has to beaeal in terms
of its quality and predictivity. This is usually @ in two ways:
via an internal (or cross) validation or an extéxadidation.

The cross-validation in based on reduced models dibanot
contain the entire data set which are then usegrédict the
properties of the excluded objects. The predictexpgrties are
confronted to the experimentally obtained ones, thedyoodness
of the prediction is evaluated by different indaratsuch as thée r
(correlation coefficient), the SDEP (standard deera of error
prediction) and the’{prediction correlation coefficient).
Another type of validation is the external validatiin which the
complete 3D-QSAR model is used for the predictidntlte
activity of one or more new compounds (a so catibstdset) , not
included in the initial data set. These new compguare built
and their activity is experimentally measured aachgared to the
activity predicted by the model.
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The wuse of enzymatic reactions to catalyse chemical
transformations in commercial processes, in comipetiwith
conventional chemical catalysis, is becoming insiregy
convenient and affordable to many industries inemécyears.
Biocatalytic reactions are generally more enerdicieht, have
lower cost, and produce less hazardous waste thamical
catalytic reactions. Biocatalysts are used in mas®gctors,
including the food, textile, pharmaceutical, cheshiand energy
industries.

There is still a technological gap, basically doetlte need to
understand many of the mechanisms at the basisochtalysed
reactions, that limits the diffusion of industriapplication of
biocatalysis. The most efficient strategy to fdus timitations is
probably the synergy between dry and wet labs'stigations. It
is clear that the development of new computatiomathods,
specifically thought to be complementary to the exkpental
activity, represent a greatly interesting field.

The work of this thesis is aimed at the development
computational methods for simulating enzymes umgerational
conditions simulating chemical systems in as “rdefalistic) as
possible operating environments.

The work was initially focused on a well known emayclass, the
lipases. The development of computational methagetostarted
with the analyses of the activation mechanism$ie$¢ enzymes.
A number of different lipases, extremely eterogersefrom the
structural point of view, but very similar from tmeechanism of
action and general characteristics, was taken actmunt. First
the physical-chemical properties of the enzymed$asas were
investigated with the GRID methods analysis in ortte find
common features. Afterwards lipases activation waglied by
applying different types of molecular dynamics (Médnulations.
The opportunity to investigate the conformationassbilities of
enzymes in chemically defined environments makes MD
simulations a suitable technique in order to urtdes common

47



2.AIM

activation mechanisms. Classical MD approaches vapmied
together with other strategies, such as steered avid coarse
grained force field based MD, to tackle differespacts of lipase
application to synthetic processes.

In particular, the potentiality of the MARTINI foecfield was
exploited. This particular coarse grained forc&dfigas applied to
investigations of lipases orientation at the oitevainterface as
well as to the study of lipase stability.

While MD demonstrated its potential in the inveatign of
solvent dependent enzyme behaviour and to the stdidthe
dynamics of activation/inactivation, more complerigems, like
the study of enzyme-substrate interactions, requiiféerent
computational approaches to be efficiently invedied. The study
of lipase enantio-selectivity was studied by theliaption of a
hybrid method based on the combination of both MButations
and 3D-aQSAR approach, based on chemometric asalysi
Finally, the promising results got with lipases Ipe the need to
verify the general applicability of the concept@r Fhis reason,
the same approaches were used during the investigat a
completely different enzyme, the Alkanesulfonate
monooxygenase. This enzyme was chosen becausealyses
very attractive reactions from an industrial poiot view.
Moreover enzymatic redox reactions are not welfudéd in
industrial applications, basically because of #eklof knowledge
on monooxygenase and other related enzyme classes.
Computational studies object of this thesis shoodd able to
describe how the enzyme can be affected by theowuding
environment and to predict properties like enzymabibty,
conformational changes and substrate selectivity.

The idea is providing answers to the industrial awddemic
requirements in terms of information concerning ooly the
isolated biocatalyst, but especially focusing omditbons of its
real utilization. Obviously to be really complemamnt (and
useful) to the experimental practice, computatidonals must be
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competitive in terms of time and costs, thereforgamattention
have been put on the control of computational amgbloring the
simplification of the models on the basis of theimas research
goals.
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3.LIPASES

3.1 Introduction

Lipases constitute an important group of biotecbgiaially
valuable enzymes, mainly because of the versatoitytheir
properties and ease of mass production. They meylylycerol
ester hydrolases (EC 3.1.1.3) that catalyze thedhysls of long-
chain acylglycerols. Lipases are widely diversifiea their
enzymatic properties and substrate specificity, ingakhem very
attractive for industrial applications. In the irstiial segment,
lipases and cellulases are anticipated to posbds¢ gains. It is
expected that in the next few years lipases witidhi¢ from their
versatility and continued penetration into the dgytat and
cosmetics markets. Cellulases, which share lipagessatility,
will continue to be used to emulate the stone-wagluf denim
while making substantial gains in the pulp and papeustry as
bleaching and lignin-removal agents. Lipases atidlases, like
most specialty and industrial enzymes, will inchegly be
produced via recombinant DNA technoldgy.

In fine chemistry, lipases are valued biocatalyssause they act
under mild conditions, are highly stable in orgasmivents, show
broad substrate specificity, and usually show highio- and/or
stereoselectivity in catalysis. The usefulnessauftérial lipase in
commerce and research stems from its physiologiwalphysical
properties.

Bacterial lipases are generally more stable thamalnor plant
lipases. They are active under ambient conditi@@icing the
energy cost required for high temperature and presgprocesses,
avoiding at the same time the instability of tenapere labile
reactants and products. In the industrial appbeatlipases share
the general advantages of biocatalysis over taditi synthetic
processes of the reduction of side products, miterditions,

! K E Jeager, B W Dijsktra, M T Reet&nnu Rev Microbiol, 1999 53, 315.
2 E A Snellman, E R Sullivan, R R ColwellEBS J, 2002 269, 5771.
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reduction of wastes, offering cost-effectivenesserowvith
traditional downstream processing. Moreover, threimarkable
stability in organic solvents represents a plus tfeg industrial
applicability?

The hydrolytic activity of most lipases, but nottezases, is
enhanced hugely upon contact with a lipid—wateerfate? ° a
phenomenon known as interfacial activatioh.
Three-dimensional structures of lipases coming framwide
variety of sourcéshelp to understand this property. Thus, a partial
explanation of interfacial activation comes frone thresence of
an amphiphilic flexible li*° a protein domain switching from a
so-called closed conformation (or inactive stateyimg the
active-site entrance and an open conformation ¢tivea state)
allowing full access to the inner part of the pdclkesubstrates.
Though this evidence might demonstrate a very snaptivation
mechanism, the structural basis of lipase inteafeattivation, i.e.
the distinction between lipases and esterasestriasically much
more complex, as it can be deduced from the faat tiot all
lipases with a lid domain exhibit this behavioand, conversely,
there are lipases without a lid, that show intesfaactivation®?
For these reasons, lipases can be defined pragthatias
esterases that act on long-chain acylglycerols.

® F Hasan, A A Shah, A Hameeghz Microb Technol, 2006 39, 235.

“H L Brockman, J H law, F J KézdyBiol Chem, 1973 248, 4965.

® L Sarda, P Desnuell8jochem Biophys Acta, 1958 30, 513.

® P Desnuelle, L Sarda, G Alihaugipochem Biophys Acta, 1958 37, 570.
"R VergerMethods Enzymol, 198Q 64, 340.

8 J Pleiss, M Fischer, M Peiker, C Thiele, R D SahmiMol Catal sect B,
200Q 10, 491.

° J D Schrag, M CygleMethods Enzymol, 1997, 284, 85.

YK E Jaeger, M T ReetZrends Biotechnol, 1998 16, 396.

XM Nardini, B W Dijsktra,Curr Opin Struct Biol, 1999 9, 732.

123 C Chen, L J Miercke, J Krucinski, J R Starr, d&&1%, X Wang,
Biochemistry, 1998 37, 5107.
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Lipases are widely used for industrial purposeyTdre efficient
stereoselective catalysts in the kinetic resolutiba wide variety
of chiral compound$ and are useful in transesterification,
synthesis of esters and peptides, and resolutiorracémic
mixtures to produce various optically active compasi Several
organochemical and crystallographic studies hawveiged some
insight into their enantioselectivity.On the basis of these studies,
a general rule for the enantiopreference towardgtbduction of

a secondary alcohol, and the positioning of thesde fatty acid
chain and ester bond has been propd3ed.

Lipases are, in general, highly variable in sizd #me sequence
similarity among them is limited to short spansaec! around the
active-site residues. However, the three-dimensistmactures of
lipases, in their cores, share a common fold matiwn as an
o/f hydrolase fold? Thisa/f hydrolase fold has been identified
in many other distantly or closely-related enzymes.

The generala/p hydrolase fold (Figure 3.1) consists of eight
central, mostly parallgl sheet strands of which the second strand
is antiparallel. The parall¢l3 to 8 strands are connected by
helices, packing on either side of cenfraheet. Th§ sheet has a
left-handed superhelical twist such that the sarfat the sheet
covers about half a cylinder and the first and Esands cross
each other at an angle of around 90he curvature of thg sheet
may differ significantly among the various enzymasq also, the
spatial positions of topologically equivalemthelices may vary
considerably. They differ substantially in lengtidaarchitecture,
in agreement with the large substrate diversitthese enzyme.

13 E Santaniello, P Ferraboschi, P Grisenti, A MashgcChem Rev, 1992 92,
1071.

R J Kazlauskas, AN E Weissfloch, AT Rappapo, Cuccia,J Org Chem,
1991, 56, 2656.

> M Cygler, AH GuptaJ Am Chem Soc, 1994 116, 3180.

®p L Ollis, A GoldmanProtein Eng, 1992 5 197.
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Figure 3.1: Canonicale/p fold. o Helices are indicated by cylinders and

strands are indicated by shaded harrows. The topotpcal position of the
active site residues is shown by solid circles; thaucleophile is the residue
after p strand 5, the Asp/Glu residue is aftefy strand 7, and the histidine
residue is in the loop betweefi8 and aF.

Lipases are hydrolases acting on the hydrolysiestér bonds
connecting fatty acids and glycerol. Their actiite sonsists of a
Ser-His-Asp/Glu catalytic triad. This catalyticati is similar to
that observed in serine proteases, and therefmmeds catalysis is
thought to proceed along a similar pathway. Hydsislytakes
place in two steps (Figure 3.2). It starts with atack by the
oxygen atom of the hydroxyl group of the nucleoihslerine on
the activated carbonyl carbon of the susceptilfel lester bond
(Figure 3.2). A transient tetrahedral intermediatéormed, which
Is characterized by a negative charge on the cgtlooygen atom
of the scissile ester bond and four atoms bondateacarbonyl
carbon atom arranged as a tetrahedron (Figure 3Bp
intermediate is stabilized by the helix macrodipofehelix C
(Figure 3.1), and hydrogen bonds between the negatcharged
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carbonyl oxygen atom (the “oxyanion”) and at leagb main-

chain NH of OH groups (the “oxyanion hole”). Onetbe NH

groups is from the residue just behind the nucléimpserine; the

other one is usually from the residue at the enstrahdp3.}” The

nucleophilicity of the attacking serine is enhanbgdhe catalytic
histidine, to which a proton from the serine hygdogroup is

transferred. This proton transfer is facilitated thg presence of
the catalytic acid, which precisely orients thedazole ring of the
histidine and partly neutralizes the charge thatetigps on it.

Subsequently, the proton is donated to the estggesx of the

susceptible bond, which is cleaved. At this stabe tcid

component of the substrate is esterified to thdemphilic serine

(the “covalent intermediate”), whereas the alcobhomponent
diffuses away (Figure 3.2). The next stage is t&cglation step,
in which a water molecule hydrolyzes the covalem¢rmediate.
The active-site histidine activates this water roole by drawing

a proton from it. The resulting OHon attacks the carbonyl
carbon atom of the acyl group covalently attactedhte serine
(Figure 3.2). Again, a transient negatively chargettahedral

intermediate is formed, which is stabilized by ratgions with the
oxyanion hole. The histidine donates a proton &édkygen atom
of the active serine residue, which then releades acyl

component. After diffusion of the acyl product tkazyme is

ready for another round of catalysfs™®

"R J Kazlauskadrends Biotechnol, 1994 12, 464.

8K H G Verschueren, F Seljée, H J Rozeboom, K HKRIW Dijkastra,
Nature, 1993 363, 693.

9 A M Brozozowski, L ThimNature, 1991, 351, 491.
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Figure 3.2: Reaction mechanism of lipases. [1] Birmag of lipid, activation

of nucleophilic serine residue by neighboring histine and nucleophilic
attack of the substrate’s carbonyl carbon atom by & O". [2] Transient

tetrahedral intermediate, with O stabilized by interactions with two
peptide NH groups. The histidine donates a protonat the leaving alcohol
component of the substrate. [3] The covalent interediate (“acyl enzyme”),
in which the acid component of the substrate is estified to the enzyme’s
serine residue. The incoming water molecule is agtited by the
neighboring histidine residue, and the resulting hgiroxyl ion performs a

nucleophilic attack on the carbonyl carbon atom ofthe covalent
intermediate. [4] The histidine residue donates a mpton to the oxygen
atom of the active serine residue, the ester bondetween serine and acyl
component is broken, and the acyl product is releasl.
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3.2 Choice of the lipases for the study

For a deeper investigation of enzymatic activapblenomena of
lipases we chose to study an heterogeneous groo@wibers of
this enzyme class. This way it is possible to abthfferent data
related to lipases from different taxa and genug) the aim to
have a sample as homogeneous and representapossile.

The enzymes object of this study are listed in tdide below
(Table 1.1). For the most of them the crystal dtmec was
available, at least for one of the two conformagiofor three of
them (Candida rugosa lipase; Humicola lanuginosa lipase;
Rhizomucor miehei lipase) the two conformations were both
available; for two of them Rseudomonas fluorescens lipase;
Rhizopus oryzae lipase) it was not possible to find any crystal
structure, therefore homology modeling proceduregrew
necessary.
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LIPASE TAXON
Bacillus subtilis lipase Bacteria
Burkholderia cepacia (Pseudomonas cepacia) lipase Bacteria
Candida antarctica lipase B (CalLB) Yeast
Candida rugosa lipase Yeast
l(?pe;);rei chum candidum (Botrytis geotricha; Torula geotricha) Fungus
Humicola lanuginosa (Termomyces lanuginosus, Monotospora
lanuginosa; Sepedonium lanuginosum) lipase Fungus
Pseudomonas aeruginosa lipase Bacteria
Pseudomonas fluorescens lipase Bacteria
Rhizomucor miehel (Mucor miehei) lipase Fungus
Rhizopus niveus lipase Fungus
Rhizopus oryzae lipase Fungus

Table 1.1: List of used lipases and their taxa; ilack the lipases with only
one conformation available, in blue lipases with hibh conformations
available, in red lipase structures obtained by howlogy modelling.

3.2.1Bacillus subtilis lipase

Several structures dBacillus subtilis extracellular lipase (BsL)
are deposited in the PDB. Among them, 1ISP is thetraccurate
with a resolution of 1.3 A. This structure was usedhis thesis
for all the studies concernirigacillus subtilis lipase.

BsL is encoded by the lipA gefihas a molecular weight of 19,4
kDa, which is exceptionally low for a member of thacterial
lipase family; the range is generally 30-75 kDal Bsstable even

20V Dartois, A Baulard, K Schanck, C Cols@ipchim Biophys Acta, 1992
1131, 253.
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under highly alkaline conditions (pH 12) and hasiropl activity
at pH 10; it is therefore regarded as an alkadiiptipase®* The
activities of ordinary lipases are known to be emea greatly in
the presence of their substrate lipid micéflémplying that
lipases act on their substrates at the lipid-waterface (so-called
“interfacial activation”). The enzymatic activityf 8sL, however,
does not depend on the formation of the substraieelie,
indicating that BsL possesses no inter-facial atiivm, and takes
place even at a low concentration of the substiezause of
these unique characteristics, BsL is thought to vaeely
applicable to industrial uses.

The three-dimensional structures of BsL variantvehdeen
determined by X-ray crystallography (Figure 33).

2L E Lesuisse, K Schanck, C Cols&uy J Biochem, 1993 216, 155.
2| Sarda, P Desnuell&jochim Biophys Acta, 1958 30, 513.
237 S Derewendaldv Protein Chem, 1994 45, 1.
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Figure 3.3: Structure of Bacillus subtilis lipase (PDB 1ISP) in new cartoon
representation, coloured by secondary structure; th catalytic triad is
highlighted in licorice mode: Ser in green, His iryellow and Asp in red.

They share a common topology named dffghydrolase fold*
consisting of a six to eight-stranded paraBiedheets. Th@-sheet

is connected throughu-helices, which are generally located
surrounding thg-sheet. The active site of lipase is constructed in
the C-terminal portion of thp-sheet and consists of Ser, His and
Asp (the catalytic triad). In ordinary lipases, thetive site is
covered by a hydrophobic ‘lid' consisting of one tao -

helices®® 2° in this case there is no lid, and this can be the

24D L Ollis, E Cheah, M Cygler, B Dijkstra, F Frolp® M Franken, M Harel,
S J Remington, | Silman, J Schrag, J L Sussman,&\férschueren, A
Goldman,Protein Eng, 1992 5, 197.

% AM Brzozowski, U Derewenda, Z S Derewenda, G Gl§am, D M Lawson,
J P Turkenburg, F Bjorkling, B Huge-Jensen, S A&at. Thim,Nature, 1991,
351, 491.

%6 U Derewenda, A M Brzozowski, D M Lawson, Z S Deeada,
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motivation of the absence of interfacial activatfon

3.2.2Burkolderia cepacia lipase

The lipase fromBurkolderia cepacia (Pseudomonas cepacia,
PcL) represents a widely applied biocatalyst forghhy
enantioselective resolution of chiral secondaryofladds. Its
stereopreference is determined predominantly by sihiestrate
structure, while stereoselectivity depends on atodwtails of
interactions between substrate and ligdse.

Several structure of this enzyme, in the open aométion only,
are available from PDB. 1YS1 was chosen to be us#tke study
because of its highest resolution (1.10 A).

The structure of PcL (Figure 3.4) is made up by a&tinoacid
residues (33 kDa) and shows an highly open confiiomatypical
for most bacterial lipases, which is likely to repent the active
state of the enzyme at an oil-water interface.

Biochemistry, 1992 31, 1532.

2K Kosei, K Hidemasa, S Mamoru, O Satoru, T Sakatg Cryst, 2002 D58,
1168.

8T Schulz, J Pleiss, R D SchmRtotein Sci, 2000 9, 1053.
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Figure 3.4: Structure of Bulkolderia cepacia lipase (PDB 1YS1) open
conformation in new cartoon mode coloured by secorady structure; the

catalytic triad is highlighted in licorice mode: Se in green, His in yellow
and Asp in red.

PcL is a globular enzyme with approximate dimensioh30 A x
40 A x 50 A; the comparison of its structure witie tgeneral
hydrolase fold points out an additional strandedirup with the
sixth strand, but in the opposite directfdn.

The active site Ser (Ser-His-Asp represent thelytatdriad) lies
at the bottom of a cleft in the protein and is pidaly fully
exposed to the solvent when the enzyme is in swlutilThe

2K K Kyeong, K S Hyun, H S Dong, Y H Kwang, W S Seucture, 1997 5,
173.
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entrance of the cleft has an ovoid shape and 10iA x 25 A
across and about 15 A de¥p.

3.2.3Candida antarctica lipase B

Candida antarctica lipase B (CaLB) is an efficient catalyst for
hydrolysis in water and esterification in organavents™" It is
used in many industrial applications because of high
enantioselectivity, wide range of substrates, tlarstability, and
stability in organic solvent¥. Different structures of CalLB are
available from PDB, 1TCA is the most accurate onéhva
resolution of 1.55 A; this was the structure usedall the
investigation about this enzyme.

CalLB (Figure 3.5) is a lipase with 33 kDa moleculaaight and
belongs to thea/p hydrolase fold family with a conserved
catalytic triad consisting of Ser, His, and ASp**

%03 D Schrag, Y Li1, M Cygler1, D Lang, T Burgdaddf,J Hecht, R Schmid, D
Schomburg, T J Rydel, J D Oliver, L C StricklandviDunaway, S B Larson,
J Day, A McPhersor&tructure, 1997, 5, 187.

%L E M Anderson, K M Larsson, O KirlBiocatal. Biotrnsform, 1998 16, 181.
%2 D Rotticci, J C Rotticci-Mulder, S Denman, T NariiHult, ChemBioChem,
2001 2, 766.

% J Uppenberg, M T Hansen, S Patkar, T A JoBescture, 1994 2, 293.

3 J Uppenberg, N Ohrner, M Norin, K Hult, G J KleyyteS Patkar, V
Waagen, T Anthonsen, T A Jon&sochemistry, 1995 34, 16838.
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Figure 3.5: Structure of Candida antarctica lipase B (PDB 1TCA) in new
cartoon mode coloured by secondary structure; the atalytic triad is
highlighted in licorice mode: Ser in green, His iryellow and Asp in red.

The binding pocket for the substrates consistsnoagyl-binding
pocket, a large and a medium binding pocket forgmall and
large moiety of secondary alcohols, respectivaty.cbntrast to
most lipases, CaLB has very small lid which is bigt enough to
cover the entrance to the active site and therefioeeenzyme
shows no interfacial activatioft.*°

% M Martinelle, M Holmquist, K HultBiochim Biophys Acta, 1995 1258, 272.
% P Trodler, J Pleis§MC Sruct Biol, 2008 8, 9.
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3.2.4Candida rugosa lipase

Lipase fromCandida rugosa (CrL) is a versatile biocatalyst which
catalyzes hydrolysis, alcoholysis, esterification nda
transesterification of triacylglycerols and othegydiophobic
esters. It is widely applied in a variety of bidtaological
applications as diverse as production of carboligdesters of
fatty acids, stereoselective synthesis of pharntazds and a
multitude of applications in food and flavour pretion®’
Structures of this enzyme in its open and closedacmation are
available from PDB. Structures 1CRL and 1GZ7 repméag
open and closed conformation respectively, wered usethe
study.

Candida rugosa expresses a mixture of lipase isoforms which
differ in substrate specificities. Each gene codesa 534 amino
acid residue polypeptide chain, with molecular reassf around
60 kDa (Figure 3.6

37 A Padney, S Benjamin, C R Soccol, P Nigam, N Keiely T Soccol,
Biotechnol Appl Biochem, 1999 29, 119.

% J M Mancheno, M A Pernas, M J Martinez, B Ochod, Rua, J A Hermoso,
J Mol Biol, 2003 332, 1059.
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Figure 3.6: Structure of Candida rugosa lipase a- in open (on the left) and
closed (on the right) conformation (PDB 1CRL and 1@7 respectively) in
new cartoon mode coloured by secondary structure; -b the two
conformation overlapped, the open one in green arthe closed one in red.

Like other microbial lipases, CrL is a member @& &3 hydrolase
fold family. A mobile element covers the catalysde in the
inactive form of the lipase. In the open, activenicdhe lid moves
away and makes the binding site accessible touhstste® Lid
movement is clearly showed in figure 3.6.

%9 J Schmiitt, S Brocca, R D Schmid, J Plestein Eng, 2002 15, 595.
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3.2.5Geotrichum candinum lipase

Lipases produced by the fungGeotrichum candidum belong to
the class of big lipases (approximately 60 kDahvgignificant
amino acid similarity to many esterad@&arly reports regarding
the substrate specificity @. candidum lipase (GclL) indicated its
preference for long chain fatty acitfs.

Only one structure of this enzyme, in its closedfoomation, is
available from PDB with the code 1THG (Figure 3.7).

“OM Cygler, J D Schrag, J L Sussman, M Harel, | &iteM K Gentry, B P
Doctor,Protein Sci, 1993 2, 366.

“'R G Jensen, J Sampugna, J G Guinn, D L Carpdhtekiarks,J Am Chem
SOC, 1965 42, 1029.
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Figure 3.7: Structure of Geotricum candidum lipase (PDB 1THG) closed
conformation in new cartoon mode coloured by secorady structure; the

catalytic triad is highlighted in licorice mode: Se in green, His in yellow
and Asp in red.

GclL is another member ofp hydrolase fold family, it has a big
mobile lid, that can cover the active site in thesed inactive
conformation; the catalytic triad is representedSey-His-Glu*?

3.2.6Humicola lanuginosa lipase
Structures ofHumicola lanuginosa lipase (HIL) in open and

closed conformations are available from PDB; strmeg with
codes 1DTE and 1TIB for open and closed conformatio

“2J D Schrag, M Cygled Mol Biol, 1993 239, 575.
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respectively are the most accurate ones and wexk fos all the
calculations about this protein.

HIL is an enzyme of 30 kDa and 219 amino atidehich consists
of a single, roughly spherical domain containingeatral eight-
stranded, predominately parallgb-pleated sheet and five
interconnectinga-helices, compacted to a volume of approx.
9,7x10 A® . The active site of HIL is composed of a Ser-Hip
catalytic triad* (Figure 3.8).

43 A M Brzozowski, H Savage, C S Verma, J P TurkegbhDrM Lawson, A
Svendsen, S Patkdiochemistry, 200Q 39, 15071.

4K Zhu, A Jutila, E K J Tuominen, S A Patkar, A 8deen, P K J Kinnunen,
Biochim Biophys Acta, 2001, 1547, 329.
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Figure 3.8: Structure of Humicola lanuginosa lipase a- in open (on the left)
and closed (on the right) conformation (PDB 1DTE ad 1TIB respectively)
in new cartoon mode coloured by secondary structureb- the two
conformation overlapped, the open one in green arthe closed one in red.

The coparison of the two crystal structures shdved the main
difference by the two enzyme conformations is repnéed by the
flexible lid domain.
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3.2.7Pseudomonas aeruginosa lipase

The structure ofPseudomonas aeruginosa lipase (PaL) in open
conformation is available from PDB with code 1EX%is is the
only one available for this lipase.

PaL has a nearly globular shape with approximateedsions of
35x40x50 A. Its structure consists of a “core” damahowing
the typical features of the/p hydrolase fold topology, and a
“cap” domain, with foura-helices that shape the active site cleft
(Figure 3.9).

45 p Heikinheimo, A Goldman, C Jeffries, D L Oll&ructure, 1999 7, 141.
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Figure 3.9: Structure of Pseudomonas aeruginosa lipase (PDB 1EX9) open
conformation in new cartoon mode coloured by secordy structure; the

catalytic triad is highlighted in licorice mode: Se in green, His in yellow
and Asp in red.

PaL structure is similar to the lipase structumesnf Burkolderia
glumae, Burkolderia cepacia, and Chromobacteriustogum,
which show 42% amino acid sequence identity to ¥at’. The

structural similarity is mainly localized in thereodomain, where

“°D Lang, B Hofmann, L Haalck, H J Hecht, F Spefeb) Schmid, D
Schomburg,) Mol Biol, 1996 259, 704.
“"D ALang, M L M Mannesse, G H De Haas, H M VerhBijw Dijkstra,Eur
J Biochem, 1998 254, 333.
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the secondary structure elements have an almasi stjuctural
distribution #2

3.2.8Rhizomucor miehe lipase

Rhizomucor miehei lipase (RmL) is a single chain protein
consisting of 269 aminoacids with a total molecwlaight of 29
kDa and an isoelectric point of 3.5. RmL is prolyabhe of the
most widely used fungal lipa®.The stereochemistry of the
oxyanion hole of RmL is not clear. It has been psgu, on the
basis of X-ray crystallography studies, that thgamon hole of
RmL can exist only in the open, active conformafibn

Structure of this enzyme in its open and closedaramation are
available from PDB; 4TGL for the open and 3TGL foe closed
conformation respectively are the most accuratectires for this
protein and were used for the studies (Figure 3.10)

“8 M Nardini, D A Lang, K Liebeton, K E Jaeger, B W}kBira,J Biol Chem,
200Q 275, 31219.

9B Folmer, K Holmberg, M Svenssadrangmuir, 1997, 13, 5864.

%M Norin, F Haeffner, A Achour, T Norin, K HulBrotein Sci, 1994 3, 1493.
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Figure 3.10: Structure of Rhizomucor miehei lipase a- in open (on the left)
and closed (on the right) conformation (PDB 4TGL ad 3TGL
respectively) in new cartoon mode coloured by secdary structure; b- the
two conformation overlapped, the open one in greeand the closed one in
red.

Once again the main difference between the two rapzy
conformation is well showed in figure 3.10 andepnesented by
the lid domain.
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3.2.9Rhizopus niveus lipase

The structure ofRhizopul niveus lipase (RnL) in its open
conformation is available from PDB with code 1LGhdait is the
only one available.

The mature form of the enzyme (lipase 1) is 269raracids long.
Lipase Il come from lipase | form, which contains/ot
polypeptide chains combined through non-covalent interaction.
The structure of Lipase Il (Figure 3.11) shows aidal o/p
hydrolase fold containing the so-called nucleophéibow (a
conserved lipase domain between strgdind helixo4 where is
usually located the catalytis Ser, this domain dsated deep
within the core of classical lipase structure shawefigure 3.1).
The catalytic center of this enzyme is analogouthtseof other
neutral lipases and serine proteaSes.

1 M Kono, J Funatsu, B Mikami, W Kugimiya, Y MoritdBiochem, 1996
120, 505.
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Figure 3.11: Structure of Rhizopus niveus lipase (PDB 1LGY) open
conformation in new cartoon mode coloured by secordy structure; the
catalytic triad is highlighted in licorice mode: Se in green, His in yellow
and Asp in red.

3.3 Homology modelling

In several cases only the aminoacidic sequencen @nayme is
available. In these cases three-dimensional steictan be
calculated by homology modelling. The first step tfis
procedure is the homology alignment; which is airtbfeymatic
technique that determines the correspondence betpweatein
sequences. Therefore, if the protein of unknownocsiire has a
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strong sequence correspondence (> 70%) with aiprethich
structure is known, it will be possible to buildethhomology
structure. The known structure is used as a temptatbuild up
the structure of the other enzyme. Afterwards, nexfient
processes are needed in order to relax the steuahd achieve a
structure of acceptable quality.

3.3.1Pseudomonas fluorescens lipase

The aminoacidic sequence @&kseudomonas fluorescens lipase
(PfL) is available on UniProtkB database with the code
QOPM63_PSEFL and its length is 617 aminoacids. Awdlogy
search of the aminoacid sequence was performedR&@EBF?
website. PfL is 88 % homologous fseudomonas sp. MIS30
lipase (PsL) as it can be seen in Figure 3.12.stheture of PsL
is available on PDB with the code 2Z8X. Startingnfr the
structure of PsL, used as template, a homology mofighe
structure of PfL was generated. The sequencesdit enzymes
were first aligned with the MOE align tool. Therethesidues of
the catalytic triad of PsL (Ser28, His30, Glu77)eveonstrained
to the corresponding residues of PfL in order tepkéhe spatial
geometry of the catalytic machinery. Ten homologydeis were
generated, the structure with the highest scoresetested for the
next steps. The generated structure was miniminedaaalysed
with the protein report tool which takes into aaecbthe allowed
geometrical parameters of the residues. The Pfalytat triad is
Ser 207, His 313, Asp 255. The model refinement peatormed
by total and local energy minimisation and local lecalar
dynamics simulations in order to achieve acceptpldeein report

2 The UniProt Consortiunucleic Acids Res, 2006 36, 190.
3N Harte, V Silventoinen, E Quevillon, S Robins&nKallio, X Fustero, P
Patel, P Jokinen, R Lopeducleic Acid Res, 2004 18, W3.
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parameters for all the aminoacids.

The final structure (figure 3.14) was evaluated rbgans of
Ramachandran plot (figure 3.13). Only eight ousliare present
and they are generally close to allowed regionshef plot; the

Ramachandran high score indicates the generaltyuafi the

model, in fact 87% of the residues fall in the cagion.
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Figure 3.12: Sequence alignment of PfL against Pskn green the identical

residues, in blue the similar residues and in redhie other residues.
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Figure 3.13: Ramachandran plot of the generated sticture of PfL; in
green circles the residue in the core structure, igellow circles the allowed
residues and in red crosses the outliers.
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Figure 3.14: Generated structure ofPseudomonas fluorescens lipase’s open
conformation in new cartoon mode coloured by secordy structure; the
catalytic triad is highlighted in licorice mode: Se in green, His in yellow
and Asp in red.

The structure of PfL seems to be made by two disstructural
domains. Two thirds of the enzyme is exposed bglastructured
domain made by a core @fsheets connected by random coil
parts; while the active site domain shows the tlpiff} hydrolase
fold.
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3.3.2Rhizopus oryzae lipase

In the case oRhizopus oryzae lipase (RoL), the generation of the
homology model was performed with a different sggt The
primary structure of RoL is available in the UnifB>? database
with the code Q2QFX1 RHIOR. A homology search oé th
aminoacid sequence was performed on SRS@RRibsite. RoL
is closely related t&hizopus niveus lipase but it is interesting to
note that RoL can be present in a pre-mature enayrfioam. The
mature forms of these two enzymes are 99% homogotheir
primary structure, just a two residues differereéound between
these two enzyme sequences (Figure 3.15). Thisrdiftes are
His134 of RnL which is replaced by an Asn in Rold &@l200 of
RnL which is replaced by an Ala in RoL.

In this case the three dimensional structure of Rak generated
by a simplein silico mutation of these different residues
performed on the available structure of RnL.

The PDB structure 1GLY was mutated using the mutegis
PyMol** tool and then minimized in MOE using AMBER 99 ferc
field. Therefore the generated RoL structure wadysed in order
to assure the reliability of the model. The Ramadnan plot
(Figure 3.15) shows that just four residues aresiclamed as
outliers, but they are close to the allowed regidtsne of these
outliers are mutated residues. The high score oé th
Ramachandran plot indicates the general qualitthefgenerated
structure, in fact 92% of the residues are in tre cegion.

** pyMol 0.99,Del ano cientific, Palo Alto, CA, USA.
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Figure 3.15: Sequence alignment of RoL against RnLjn green the
identical residues, in blue the similar residues ah in red the other
residues.
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Figure 3.16: Ramachandran plot of the generated sticture of RoL; in
green circles the residue in the core structure, igellow circles the allowed
residues and in red crosses the outliers.
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Figure 3.17: Generated structure of Rhizopus oryzae lipase open
conformation in new cartoon mode coloured by secordy structure; the
catalytic triad is highlighted in licorice mode: Se in green, His in yellow
and Asp in red.

The structure of RoL (Figure 3.17) is substantiatlgntical to
RnL and presents the classiaf} hydrolase fold.
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3.4 Surface analysis

A detailed surface analysis was performed on ek structures
in order to map the distribution of the hydrophiliand
hydrophobic zones of the enzymes’ surfaces.
The study of the physical-chemical properties & #nzymatic
surface can be very useful because the informadorbe used for
rationalize the experimental work. A significant nmoer of
enzyme properties is correlated to the charadiesisft its surface
and the most of them affects enormously the experial activity.
The dependency of enzyme action on polarity of omedior the
immobilization on solid supports of different cheali nature are
two representative examples of the role that capléged by the
surface analysis in the experimental practice. Aaotexample
can be the analysis and prediction of enzyme gitglak recently
reported by our group.
As described in the previous paragraphs, lipasesganerally
characterised by the tendency to be governed bgrfadial
activation. Although some differences do exist, own tracts on
their structural organization group them in a senglg ensemble
of enzymes, displaying common behaviours, desgtenanajor
structural differences among them emerge very lglear
The analysis of the protein surface can be madeadnyy different
computational strategies. The generation of the ekldar
Interaction Fields (MIFs) represents one of the tnpasverful. A
MIF is a tridimensional map of the interaction beém a given
molecule and a chemical probe, mimicking a giveteraction
capability (i.e. hydrogen bonding donor, acceptdipolar
interaction, etc.). The software GRID (version s used to
measure the non-covalent interactions betweenattyett protein
structure and two different probes:

e WATER, for the simulation of the properties of atara

%5 p Braiuca, A Buthe, C Ebert, P Linda, L Gardod8iotechnol, 2007, 2, 214.
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molecule able to accept and donate recognize hgdrog
bonds;
* DRY, to recognize non-polar areas on the enzymmacar

and describe hydrophobic interactions.

The lipases object of this study were submittethts procedure

in order to investigate and compare their surfd@acteristics.

As far asBacillus subtilis lipase is concerned, the surface analysis

of the structure shows a big hydrophobic area plaice the

correspondence of the active site of the enzymereds the rest

of the structure is prevalently hydrophilic (Figu4.8).

Figure 3.18: Surface analysis oBacillus subtilis lipase (PDB 1ISP) in
yellow the hydrophobic areas (DRY probe) of the ernyame surface and in
blue the hydrophilic ones (WATER probe).

The surface analysis of the structure Reeudomonas cepacia
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lipase shows a similar behaviour; the structurgeis/ distinctly
polarized and a large hydrophobic area is locatst gbove the
zone of the big active site of the protein (Figd9). This
picture indicates the probable behaviour of theyem® at the
interface, the active site will be oriented to tien-polar solvent.

Figure 3.19: Surface analysis oPseudomonas capacia lipase (PDB 1YS1) in
yellow the hydrophobic areas (DRY probe) of the ernytme surface and in
blue the hydrophilic ones (WATER probe).

The surface characteristics Gandida antarctica lipase B (CaLB)
are also somewhat related with the previous armlysSigure
3.20). In this case hydrophobic zones are stillceotrated in the
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active site area but are also spread on the resheofenzyme
surface.

in yellow the hydrophobic areas (DRY probe) of theenzyme surface and in
blue the hydrophilic ones (WATER probe).

In the case oCandida rugosa lipase the analysis was performed
on both structures: open and closed. The resulthefsurface
analysis of the structure in the open conformatos similar to
the results described before. On the other hand, silrface
analysis of the structure in the closed confornmai® different,
the enzyme is less hydrophobic than in the operfocomation
(Figure 3.21). This is due to the lid movement thavers the
active site of the protein and its hydrophobicity.
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Figure 3.21: Surface analysis ofCandida rugosa lipase a- in the open
conformation (PDB 1CRL); b- in the closed conformaibn (PDB 1GZ7); in
yellow the hydrophobic areas (DRY probe) of the ernytme surface and in
blue the hydrophilic ones (WATER probe).

ConcerningGeotrichum candidum lipase, the analysed structure
was the one in the closed conformation. For thissoa the
hydrophobic regions are, as expected, quite smadl mostly
located near the active site area (Figure 3.22).
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Figure 3.22: Surface analysis ofseotricum candidum lipase (PDB 1THG)
in yellow the hydrophobic areas (DRY probe) of theenzyme surface and in
blue the hydrophilic ones (WATER probe).

For Humicola lanuginosa lipase, the surface analysis of the
structure in the open conformation shows a big dphkobic area
in correspondence of the active site. On the dthed, the surface
analysis of the structure in the closed confornmais different,
the enzyme is less hydrophobic than in the operfocomation
(Figure 3.23). This is due to the lid movement thavers the
active site of the protein and its hydrophobicsiynilarly to what
observed in the case Gandida rugosa lipase.
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e | g it
Figure 3.23: Surface analysis oHumicola lanuginosa lipase a- in the open
conformation (PDB 1DTE); b- in the closed conformabn (PDB 1TIB); in
yellow the hydrophobic areas (DRY probe) of the ernytme surface and in
blue the hydrophilic ones (WATER probe).

The surface analyses allowed to point out a comfeature for
the studied lipases; all of them display a neatljapzed surface.
The active site of this enzymes is a big hydropbaioea, whereas
the rest of the enzyme surface is usually balamtesnall zones
of hydrophobic and hydrophilic character. The beatanf the non
catalytic part of the enzyme depends on the intrins
characteristics of the different lipases and onirtheatural
phylogenetic evolution. The polarization phenomemam also
explain how they act on water/oil interfaces, posihg the
catalytic part of the enzyme into the non-polar gghaThe lid
movement is able to influence the hydrophobicitytred enzyme
surface covering the active site. Even if the &c8ite is covered
by the lid some hydrophobic regions are alwayseresear the
covered part, and they probably have the role mirdy the right
movement and the positioning of the enzyme at mivexface, as
well as affecting the initial part of the interfatiactivation
process affecting in this way the lid opening moeain
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3.5 Molecular dynamics simulations

Molecular dynamics (MD) is a technique that expsorthe
conformational possibilities of the system duringnd. The
opportunity to simulate and therefore to study claxp
phenomena with high accuracy makes MD simulatiossitble
technique for investigating lipases' activationgasses.
Different variants of the basic molecular dynanpescedure can
be performed in order to perturb the system equiiiib, to change
the accuracy and consequently reduce the requiradlaion
time. The idea of MD is simulating a system to obsea
phenomenon dependent on the time evolution of ysees. The
nature of the phenomenon defines the probabilitysafiappening
in the time of the simulation. In other words th®hability of
observe a given phenomenon is a function of itsnisic nature
and of the total time simulated. A very probabler@wvill happen
many times in a single short trajectory, a rarenewen not
happen at all in a very long one.
The idea of non equilibrium MD (or steered MD) @ding an
alteration of the simulated chemical system, thminganeously
tends to a thermodynamic equilibrium, to accelethte desired
event, or to make its occurrence more probableriimciple the
concept is very simple and it is based on the atitar of one or
more parameters during the simulation (pressurdigmg forces
gradient, etc.).
Another obvious strategy to observe a slow or irbphbe
phenomenon is increasing the simulation time. Altiio letting
the system to evolve spontaneously for the necgsisae is much
more rigorous than forcing non-equilibrium by apptyforces to
the system, the computational cost is usually igddpursue this
route. The need to reduce the computational castardy be
satisfied by reducing the accuracy of the simutatMany efforts
have been spent on this concept and nowadaygpdstsble to put
simplification in the definition of the chemicalsgm at the cost
92



3.LIPASES

of a loss of accuracy, often tolerable if it does affect severely
the phenomenon of interest.

Accuracy alterations can be achieved principallanghng the
force field type. Various types of force fields cka employed
during an MD simulations, and they are classifiedtte basis of
different simulation targets they describe besbtgns, organic
molecules, DNA, etc.) or on the basis of their aacy (fine grain,
coarse grain).

Each MD type and each force field has advantaged an
disadvantages and the operator should be ableomsehthe right
simulation conditions on the basis of the systeat tias to be
simulated and on the basis of the aim that hag tachieved.

In figure 3.24 an example of the parametrizatiom oholecule of
propanol using different force fields is reported.

« fine grained force fields, such as OPLS-AAypically all
atom force fields, where molecules are actually
represented by all their atoms;

 united atom force fields, such as GROMOSgepresent
only the polar hydrogens, other hydrogens are not
explicitly simulated but they are considered togetwith
the heavy atoms they are bonded to (i.e3)CH

« coarse grained force fields, such as MARTIRitepresent
molecules with molecular building blocks, where rgve
simulated sphere can represent more than one chlemic
group (i.e. CH-CH3-CHz-).

The use of united atoms or coarse grained fordésfis possible
when the object of the study is a phenomenon rated;, or not
heavily affected by the simplification at the basithe force field

W L Jorgensen, J Triado RivelsAm Chem Soc, 1988 110, 1657.

>"W R P Scott, P H Huenenberger, | G Tironi, A E K& R Billeter, J
Fennen, A E Torda, T Huber, P Krueger, W F van @Gureg,J Phys ChemA,
1999 103, 3596.

85 J Marrink, H J Risselada, S Yefimov, D P Tielap#aH de Vries, Phys
ChemB, 2007, 111, 7812.

93



3.LIPASES

(i.e. non polar hydrogen atoms in the united atoepsesentation).
The effect of simplifications must be taken intac@ant in the
analysis step of the work, in order to assess thadity of the
model.

Different force fields

e.g. Propanol /\/OH

Fine-Grained

All-Atom

(OPLS AA)
United-Atom

(GROMOS)

Coarse-Grained
(MARTINI)

Figure 3.24: different force fields parametrization of a molecule of
propanol; hydrogens in white spheres, carbons in @n spheres and oxygen
in red spheres.

3.5.1 Classical MD simulations

Lipases’ activation phenomena are governed byidhebvement.
This kind of event has a probabilistic nature ama isimulation
protocol its observation can require several nacusds.

Lipase activations, at molecular level, have notrbaleeply
investigated yet, just few information on some d$ips are
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available from literaturd® ®° In order to investigate the nature of
the lid movements and the environmental factorsngcof it
classical MD simulations were performed.

The lid’s closure movement is exactly the opposités opening
movement but from a practical point of view it igser to
simulate the deactivation process. This is duenéofact that the
lid closure (enzyme inactivation) happens in potedia, such as
water, which is the easiest case of solvation aardrpetrization
for an MD run. All the systems were parametrizethgisthe
GROMOS force field” and all the MD simulations were
performed starting from enzymes in their open conédgion in
water environment.

3.5.1.1 Classical MD orPseudomonas cepacia lipase

PcL is is characterised by a huge lid domain fornibgd 30

aminoacids: residues from Gly116 to Leul49. Fos teiason the
simulation of its conformational change is partly interesting.
Similarly to a common door, the lid hinges are ¢ibuied by

hydrogen bonds on its ends. The first one is fikgdhydrogen
bonds formed between His114 and Ser271, and bet®Gbetl6

and Ser271. On the other hand, the second hingdues to

hydrogen bonds between Thrl50 and Ala24, and SeetsP
Asp21. This lid has an arch shape with its firdt ffeom Gly116

to Prol31) more rigid and stabilised by 2 hydrodsonds,

between Serll7 and Leul67 and between Aspl21 arib9Ih
The second half of the arch (from Thr132 to Leulid®tabilised
by just one hydrogen bond between Aspl44 and AlgqE&§ure

3.25).

P Trodler, R D Shmid, J PleisBMC Struct Biol, 2009 9, 38.
'S L Cherukuvada, A S N Seshasayee, K RaghunaBhanishetty, G
PennathurPLoS Comput Biol, 2005 28, 182.
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The simulation was performed starting from the open
conformation of the enzyme. PcL (PDB 1YS1) was jputhe
centre of an 80 X 80 X 80 Acubic system and solvated with
water. The system was first minimised and equitdmtavith a 500
ps of molecular dynamic simulation in NPT condigpruring
this equilibration step the enzyme was keep restthiin its
position.

Afterwards the restrain on the enzyme was removdi
simulation was performed for 10 ns in NPT condiiofhe
system was then minimised and equilibrated with p&Gf MD
simulation in NPT conditions. The trajectory wasalgsed
measuring the minimum distance between two resithesded on
the opposite side of the active site cleft, nam&lggl4l and
Ala247. The calculated structure was overlappedti tie starting
structure (Figure 3.26).
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A\\\,M'){ S

Figure 3.26: Superimposition of the crystal PcL (PB 1YS1) and the
structure resulting afret classical MD simulation.In the red box the lid is
highlited.

It is clearly observable a lid position variatidn.order to verify
the achievement the correct deactivation movemerGRID
analysis of the calculated structure was perfor(réglre 3.27).
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Figure 3.27: Comparison between the GRID analysis fothe crystal
structure of PcL (PDB 1YS1) and its calculated stroture after classical
MD simulation. In yellow the hydrophobic areas and in blue the
hydrophilic ones.

Lid domain movement was not enough pronounced tercthe
hydrophobicity of the active site, being the pdianf the active
site area substantially unchanged. The simulatias then not
able to reproduce a complete inactivation of theyere, despite
the suitable simulation time and the repeated tatioms. This
result demonstrates that these kinds of phenonrenach easy to
simulate and the lid of this enzyme is very strgnghbilised in
its open conformation, even if put in a polar salv&Considering
once again the probabilistic nature of the lid moeat, new
attempts to simulate the deactivation phenomenasuldhbe
achieved performing simulations longer than 10Nevertheless
simulations of more than 10 ns become extremelyersipe in
terms of computational time and this was agairstltlesis aims.
A different strategy, able to keep the necessamscigion on
classical MD approach, but with a significantly wedd
computational cost had to be pursued. The choitedfesteered
MD simulations and will be described in paragragh
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Recently a work of Pleiss and co-workers demoresdraihat the
complete closure of PcL lid requires at least 2(ha classical
MD trajectory, confirming what observed.

3.5.1.2 Classical MD orPseudomonas aeruginosa lipase

Structural comparison of PaL and PcL points outtrékisg
similarity. Nevertheless a major difference emenggy clearly. It

is given by one single domain, which is structufeg two
antiparallel sheets (Figure 3.28). This domain is located at th
opposite side of the active side entrance witheeisip the lid and

it might have a role in the activation mechanisnasSical MD
simulations were applied to the study of this aspec
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Figure 3.28: superimposition of PaL (PDB 1EX9) in lue and PcL (PDB
1YS1) in red. The main difference between the two trsictures is
highlighted in the green box.

Like in the case of PcL the lid is the biggest ambpases, arch
shaped with hinges at the ends. The first half diisgconstituted
by the hydrogen bond between Glylll and Ser236;dbmain
part is stabilised in its open conformations by rogegn bonds
between Serll2 and Leul62, and between Aspll6 aribs
The second half of the lid has a hinge formed k& higdrogen
bond between Serl46 and Asp20, and it is stabilisats open
conformation by hydrogen bonds between Ser143 ayth8 and
interactions that Asn136 establishes with GIn158 &erl55
(Figure 3.29).
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Figure 3.29: Hydrogen bonds that stabilize the lidbf PaL.

The simulation was performed starting from the open
conformation of the enzyme which is also the onlystal
structure available for this enzyme (PDB 1EX9). Ras put in
the centre of an 80 X 80 X 80°&ubic system and solvated with
water. The system was minimised and equilibrateth @i500 ps
of molecular dynamic simulation in NPT conditiomiring this
equilibration step the enzyme was keep restraindtks iposition.
Afterwards the restrain on the enzyme was removed the
system was subjected to 10 ns MD simulation in NBriditions.
The system was then minimised and equilibrated &0 ps of
MD simulation in NPT conditions.

In this case, the data analysis shows a consiggdattion of the
distance between the two edges of the active dak. dt is
possible to verify that lid closure was achievethwi 6 ns.

The GRID analysis confirms that the conformationhange is
actually an inactivation mechanism (Figure 3.30).
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Figure 3.30: Comparison between the GRID analysis fothe crystal
structure of PaL (PDB 1EX9) and its calculated strature after classical
MD simulation. In yellow the hydrophobic areas andin blue the
hydrophilic ones.

In fact the active site hydrophobicity was apprelyiaeduced at
the end of MD trajectory, confirming the quality the simulated
movement. A superimposition of the starting Paudtire with its
calculated closed conformation was performed (FE@uB1).
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Figure 3.31: Superimposition of the crystal structue of PaL (PDB 1EX9)
in blue, with the calculated closed structure of Pa, in red.

Surprisingly the superimposition shows that thefaonational

change is due to the movement of two protein dosiaihe

already mentioned lid and another domain (from 0&8u2o

Thr221) located on the opposite side of the actite cleft, just
next to the zone that differs from PcL. This cote@mechanism
appears uniqgue among lipases.

This “cooperative” lid was further analysed. ltatabilised by a
network of hydrogen bonds, similarly to the “redild domain.

The bonds are formed between Asp209 and Val258batwleen
Asp212 and Thr205 (Figure 3.32).
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Figure 3.32: Hydrogen bonds that stabilize the coagative lid of PaL.

The two lids are stabilised in their closed confations by the
establishment of hydrogen bonds between each dffigure
3.33), particularly between Leul38 and Phe214 alyd3S and
Pro210.
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Figure 3.33: Hydrogen bonds that stabilise the caldated closed
conformation of PaL.

Cooperative lids movement of PaL was compared witl
incomplete movement of PcL. This analysis found s@mmmon
behaviour among the two lipase movements. In baties the lid
movement, the “main” lid in the case of Pal, folovihe
movement of another little domain (from Asp21 ta®8 in PcL
and from Asp20 to Tyr27 in PaL). This small domaiboth cases
is constituted by B sheets. These sheets flex toward the core of
the enzyme generating the necessary space fadthel/ement.
On the other hand, the two antiparapesheets (D-domain) that
structurally distinguish PcL from PalL stabilise tipotential
second lid of PcL with supplementary hydrogen bof(feigure
3.34).
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Figure 3.34: Hidrogen bonds that stabilise the putive second lid of PcL.

The high number of weak bonds acting on this caaipey lid in

PcL stabilizes significantly its conformation, safjgently, despite
the strong homology, the lid activation of PcL r#rasted by a
single lid domain only. The stabilising effect dfet D-domain
explains the different activation time required Ilye two

enzymes. The different evolution of these cleaHylpgenetically
related lipases is nevertheless fascinating andddoa topic of
further studies in the future.

3.5.1.3 Classical MD orHumicola lanuginosa lipase

Classical MD simulations have been applied on battbpases
also, representing a different taxa in the lipam®ilfy. The HIL
was chosen for this purpose. Crystal structurabisfenzyme are
available in both open and closed conformationmastioned at
the beginning of this chapter. These structuresilshallow to
verify the quality of the simulated conformatior@ianges. As
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briefly mentioned in paragraph 3.2.6, comparing thbeen
structure of the protein with the closed one ievwdent that the
main difference is represented by the positionhef lid domain
only (Figure 3.8), without any other significanffdrence.
Differently to PcL and PalL, the lid is much smalleosmposed by
residues from Gly82 to 11e90, but only residuesnfr&er83 to
Glu87 show a remarkable difference in terms ofiappbsition in
the open and close conformations. The lid is staddlin its open
conformation by several hydrogen bonds betweenermsifit
residues of the lid and different aminoacids of learest domain
just behind it. The two most important hydrogen d®rare
between Ser85 and Asp62 and between Asn88 and AJp&2
rest of the lid is stabilized by seven other hyémgonds, making
this part of the domain basically fixed (Figure 8.3This is
particularly relevant, since not the entire domaimobile, mainly
because of these seven H-bond interactions.

Figure 3.35: hydrogen bonds that stabilize the mol# part of the lid of
HIL.

HIL (PDB 1DTE) was put, like in the other casesthe centre of
a 80 X 80 X 80 A cubic system and explicitly solvated with
water. Afterwards the system was minimised andliégaied with
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a 500 ps of molecular dynamic simulation in NPT ditans.
During this equilibration step the enzyme was kegstrained in
its position.

After equilibration the restrain on the enzyme wasoved. MD
simulation was calculated for 10 ns in NPT condiio The
system was then minimised and equilibrated by 59G{pMD
simulation in NPT conditions.

The results of the trajectory analysis show thatlith movement
is reproducible and the final achieved conformatlemonstrated
to be reliable, since during the last equilibratprase it remains
stable in the closed position. The trajectory @& siimulation was
used to investigate the minimum distance betwee@5Sand
Asp254, which showed that the lid closure takesualBons, and
the total lid movement is about 10 nm.

The analysis of the calculated closed conformagioows that the
lid is stabilized in its position by the establistmh of new
hydrogens bonds (Figure 3.36) between Ser83 and5Blisind
Arg84 that can establish interaction with Gly266.uth Cys268.

Figure 3.36: Hydrogen bonds that stabilize HIL in is closed conformations.

The calculated closed conformation was superposgd the
crystal one (Figure 3.37) in order to prove the ligpaof the
simulation result.
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Figure 3.37: Superimposition of the crystal structwue of HIL (PDB 1TIB)
and the calculated one by classical MD simulatiorin the green box the lid
domain.

The comparison proves the quality of the simulatisome

differences are observable especially in the lichdim area. These
differences are expected since lid is the most lagiart of the

protein and they are still small enough to prowe ghnality of the

simulation.

The equilibrium of the MD trajectory is clearly fled towards the
closed conformation of the enzyme, cinfirming tle@dency of

inactivation in water environment. At he end of thegectory the

lid covers the hydrophobicity of the active sitacreasing the
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polar surface of the enzyme, as demonstrated bgcauanalysis
described above. Since the simulation is calculetedhter, this is
the driving force of the deactivation process. Tless in
hydrophobicity of the surface represents an engajy for the
enzyme immersed in a polar environment, while thgeno
conformation, remark by a more hydrophobic situgtias
energetically favored in hydrophobic environment atr the
interface.

3.5.2 Steered MD simulations

The classical MD application to lipase inactivatiproved to be
able to reproduce what it is possible to indirectigrive
experimentally. Nevertheless, in one case it waspossible to
observe the complete inactivation process becausethe
computational cost needed and in the successfaetscasll at least
10 ns were necessary to be simulated. Ten ns addip classical
MD simulation in explicit solvent condition can takeveral days
of calculation time, even if performed on modermpaoters. This
makes application of classical MD scheme not paleity
intriguing and definitely too far from a high thglput
application. Therefore, in order to reduce the cotafional cost
of such studies a different scheme was designed-agailibrium
MD can accelerate the observation of lid movemehis
constantly perturbing the equilibrium of the sintath system. A
force vector was put on the lid to accelerate ithenovement and
increasing the probability of observing the phenoame

The attention was focused particularly on the faakbration and
direction, since the am was to accelerate the
activation/deactivation movement but not to infloerit too much,
nor to induce undesired structural alterations ba protein
structure. The lid’s closure movement is exactly dpposite of its
opening movement but from a practical point of viéws easier
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to simulate the deactivation process. This is dube fact that the
lid closure (enzyme inactivation) happens in potedia, such as
water, which is the easiest case of solvation ardmeterization
for an MD run. All the systems were parameterizathg the
GROMOS force field” and all the steered MD simulations were
performed starting from enzymes in their open conédion in
water environment, applying a fine tuned force twserve lid
closure mechanism.

3.5.2.1 Steered MD orPseudomonas cepacia lipase

Classical MD simulations on PcL did not permit tbserve
inactivation in water. It was obvious to test thmp@ach on this
enzyme first. New simulations on this enzyme weeefggmed
with a different protocol in order to observe thesided
phenomenon in a reduced simulation time.

The PcL’s lid was described in detail in paragr@dhl1.1, but the
description is reported again here below, for mgkime analysis
easier to follow.

This lid is similar to a common door with two wdiktinguishable
hinges, the lid hinges are constituted by hydrogends on its
ends. The first one is fixed by hydrogen bonds fmnbetween
His114 and Ser271, and between Gly 116 and Sernlthe
other hand, the second hinge is due to hydrogedsbetween
Thrl150 and Ala24, and Serl52 and Asp2l. This ligl &a arch
shape with its first half (from Gly116 to Prol31pre rigid and
stabilised by 2 hydrogen bonds, between Serll7 and67 and
between Aspl21 and Thrl69. The second half of tble @rom
Thrl32 to Leul49) is stabilised by just one hydrodgsond
between Asp144 and Alal60 (Figure 3.25).

During this steered MD simulation a force of 0.3/psh was
applied on the lid region including residues fromel#8 to
Leul34. Concerning the force direction, it was gkted starting
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from the G of Alal41 to the @ of Ala247 (Figure 3.38).

Figure 3.38: Vector force applied on PcL; on the bibom the secondary
structure of the enzyme in its open conformation (BB 1YS1), in the red
box representation of the hydrogen bonds that stabize the lid; in the
green box representation of the vector orientation.

The simulation was performed starting from the open
conformation of the enzyme. PcL (PDB 1YS1) was jputhe
centre of an 80 X 80 X 80 Acubic system and solvated with
water. The system was first minimised and equitdmtavith a 500

ps of molecular dynamic simulation in NPT condigpruring
this equilibration step the enzyme was keep restthiin its
position.

Afterwards the force was applied and the restrairth@ enzyme
was removed. A small region opposite to the lidnfrAlal to
Tyr4, was freezed in its Cartesian position dutimgsimulation to
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avoid protein rotation caused by the force. MD datian was
performed for 1.5 ns in NPT conditions. At the eof this

trajectory, the force was removed and also thezingeblock. The
system was then minimised and equilibrated with p&@f MD
simulation in NPT conditions.

Despite the simulation has been calculated seuarads, the
steered MD simulation on this enzyme was not ssfokdt was
not possible to observe a correct lid closure meisha Different
forces, changing in strength and direction wereliagpbut the
only result was a structural distortion.

The impossibility to successfully simulate the deation

mechanism of PcL defines this lipase as an ouflieompared to
the rest of the family members. As already disadissgaragraph
3.5.1.2 its structural similarity to PaL can be gwmurce of an
explanation. In fact, PalL is substantially identidaut its

activation/deactivation is a concerted conformatiochange of
two different domains, which make it apparentlyieaand faster.
PcL at the contrary, besides having a big lid, agpidy

significantly flexible, probably follow a much moreomplex
machinery.

3.5.2.2 Steered MD omHumicola lanuginosa lipase

The same steered MD protocol was applied on Hllb.akhe
availability of crystal structure of both activedamactive state of
the enzyme made the validation of the simulatiosspme. The
starting point of the study was the evaluationhef point of force
application, before proceeding with the simulatiohid

description analysis was performed again in ordeclarify the
vector force application. The lid is stabilized its open
conformation by several hydrogen bonds betweenersifit
residues of the lid and different aminoacids of learest domain
just behind it. The two most important hydrogen dsrare
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between Ser85 and Asp62 and between Asn88 and AJp&2
rest of the lid domain is stabilized by seven otingirogen bonds,
making this part of the domain basically fixed. g8 particularly
relevant, since not the entire domain is mobileintgebecause of
these seven H-bond interactions (Figure 3.35).

For these reasons, the vector was put on the feeXith region

between Ser85 and Asn88 (Figure 3.40). The vedmefhad to
be intense enough to accelerate the movement ahidiele part
of the lid but also weak enough to assure a coramct not
distorted movement. A trial and error strategy wasplied,

validating the result after each run by comparisath available
crystal structures. After several tests an accéptédrce was
identified in 0.3 nm/p’s

The force vector direction was oriented from Set®ward

Asp254 (considering the coordinates of the @ the residues)
which lie exactly on the opposite sides of thevacsite entrance.
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Asp254

Figure 3.40: Vector force applied on HIL; on the bttom the secondary
structure of the enzyme in its open conformation (BB 1DTE), in the red
box representation of the hydrogen bonds that stabize the lid mobile part;
in the green box representation of the vector oriesation.

The simulation was performed starting from the open
conformation of the enzyme (PDB 1DTE). HIL was putthe
centre of a 80 X 80 X 80 #cubic system and explicitly solvated
with water. Afterwards the system was minimised eqdilibrated
with a 500 ps of molecular dynamic simulation inTNgdnditions.
During this equilibration step the enzyme was kestrained in
its position.

After equilibration, the force was applied and tkstrain on the
enzyme was removed. Cartesian coordinates of al segibn
opposite to the lid, comprising Glul and Val2, wkept constant
during the simulation, to avoid rotation of the Wh@rotein in
reaction to the application of the force vector. Mibhulation was
calculated for 2 ns in NPT conditions.

At the end of this trajectory, the force and thet€aan constraint
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were removed. The system was then minimised andilegted
by 500 ps of MD simulation in NPT conditions.

The results of the analysis show that the lid maemmis
reproducible and the final achieved conformatiomdestrated to
be reliable, since during the last equilibratioragd it remains
stable in the closed position. The trajectory of #ieered MD
simulation was used to investigate the minimumadiicé between
Ser85 and Asp254, which showed that the lid closakes about
750 ps with the application of this specific foréar the rest of
the simulation time the lid position is quite swldven if the
vector is still acting on it (Figure 3.41). Thishaiour proves that
the force applied was strong enough to just acathey the
closure process while not causing structural distes, or other
artefacts on the system. In this case the extensfonlosure
movement, regarding its mobile part, was of aboik @listance
from the initial 19 A to about 10 A). During thests250 ps of the
simulation the measured Ser85-Asp254 distance Wightlg
increasing, despite the force. The final equililoraistep stabilized
it at around 11 A.
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Ser85 - Asp254 minimum distance

Distance (nm)
e
]
|

_
)
I

0,8 - _

| L | | L
500 1000 1500 2000
Time (ps)

Figure 3.41: Steered MD simulation of HIL analysis;minimum distance
between Ser85 and Asp254.

The calculated structure was superimposed withRb& 1TIB

structure (HIL in its closed conformation) in ordercompare the
results obtained from the simulation with the detening from

the crystal structure (Figure 3.42).
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Figure 3.42: Superimposition of the calculated stroture of HIL, in blue,
with the crystal structure of the same enzyme (PDRTIB), in red; the lid is
highlighted in the red box.

The comparison between the two structures demaestiiae good
quality of the calculated structure. The two stuoes are quite
similar. Some negligible differences are howevesible in the lid
domain where major differences could be expecteld &as the
most stressed part of the protein during the sitimra A
guantitative comparison can be achieved by the Rdean
Square Deviation (RMSD) calculations which computes
differences in terms of spatial position among stroictures. The
RMSD for the crystal HIL against the calculated oves 1.32 A.
The detailed RMSD for each residue (Figure 3.48wshthat the
most different domain between the two structures rearesented
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by the residues constituting the lid domain, wheithe rest of the
protein is almost identical. These minimal diffezesa are
expected because even if the applied force wasaetytuned a
little deformation of the stressed region is natideble. However
these differences cannot be considered as signifaréefacts they
are not evidence of bad quality of the simulatiblevertheless
particular attention has to be used during therpnétation of
steered MD simulations results.
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Figure 3.43: RMSD of HIL, The RMSD for each residus shows that the
two proteins have almost the same structure, excepor the lid domain, in
the red box, where there are some differences.

Looking more closely at the calculated conformatibims clear
that the lid is stabilized in its position by thengration of new
weak interactions, one between Ser83 and His 25@,amother
between Arg84 and both Gly266 and Cys268 (Figuh3.4
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Figure 3.44: Calculated structure of HIL in its clcsed conformations, weak
interactions that stabilised the lid in its closedorm are highlighted in the
red box.

Comparing the results obtained with the classicBl $fimulations
described before, no significant differences enskrgdese two
simulations converge substantially to the sameltsesu

The steered MD simulation produces an efficientnidvement
with a significant gain in terms of computationate.

3.5.2.2 Steered MD orCandida rugosa lipase

Steered MD was used to study CrL, applying the satraegy
used for HIL described above. Again, structures @t are
available in both open and closed conformationsnfrBeDB
(1CRL and 1GZ7 respectively). CrL has a big lid @éamformed
by residues from Glu66 to Ser94. Comparing open @oded
crystal structure there is no evidence of lid somdins
characterised by different mobility, as seen in phevious case.
The Ilid is stabilized all along its length by thrhegdrogen bonds
formed with aminoacids placed in the nearest doquanhbehind
it. These three hydrogen bonds are due to theaiction between
Glu67 and Gly295, Lys75 and Asn292, GIn83 and Glu@agure
3.45). A force of 0.3 nm/Bswas put on the lid region from Glu71
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to Ala89; this region comprises two of the threg ditabilising
hydrogen bonds.

The force direction calculation was performed cdesng the G
coordinates of Val86, which is one of the lid resd, and 1le453,
which is a residue positioned on the oppositeditiie active site
cleft (Figure 3.45).

Figure 3.45: Vector force applied on CrL; on the b&tom the secondary
structure of the enzyme in its open conformation (BB 1CRL), in the red
box representation of the hydrogen bonds that stalize the lid, aminoacids
in licorice mode; in the green box representation fathe vector orientation,
aminoacids in licorice mode.

Following the same strategy applied in the caseHMf, the
simulation was performed starting from the openfaonation of
the enzyme (PDB 1CLR). CrL was put in the centraroB0 X 80
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X 80 A® cubic system and solvated with water. The systera w
then minimised and equilibrated with a 500 ps ofleoolar
dynamic simulation in NPT conditions, with the emmy kept
restrained in its initial position.

Afterwards the force was applied and the restrairthe enzyme
was removed. A small region opposite to the lidgnfrSer94 to
Asn500, was freezed in its initial cartesian positduring the
simulation, to avoid protein rotation as a reactitm the
application of the force. MD simulation was perfeunfor 1.5 ns
in NPT conditions. At the end of this trajectordyetforce and the
Cartesian constraint were removed. The system wen t
minimised and equilibrated with 500 ps of MD simida in NPT
conditions.

The analysis of the results shows that the lid téble in its
position after the last equilibration step and rgmman its closed
conformation. The trajectory of the MD simulation asv
investigated measuring the minimum distance betwad86 and
lle453 (figure 3.46). The lid closure movement &kéout 150 ps
under the action of the force vector. After the saie is
completed, it remains stably in the closed confdionafor the
rest of the simulation, even if the applied forgestill acting on it.
As previously stated, this behaviour proves thatftirce applied
was just accelerating the closure process and wasausing
destabilization of the whole structure. In thisecéise extension of
closure lid movement was about 12 A, significarilgger than
the cases inspected above.
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Figure 3.46: Steered MD simulation of CrL analysis;minimum distance
between Val86 and 1le453.

0 |

The calculated structure was superimposed withPb& 1GZ7
structure (CrL in its closed conformation) in ordercompare the
results obtained from the simulation with the dedening from
the crystal structure (Figure 3.47).
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Figure 3.47: Superimposition of the calculated strature of CrL, in blue,
with the crystal structure of the same enzyme (PDBGZ7), in red; lid is
highlighted in the red box; friezed domain in the geen box.

The comparison between the two structures demaesttiae high
quality of the simulation. Some differences in tidedomain are
actually present, but they are due to the structiress caused by
force application. Nevertheless the calculated dahformation
was still acceptably structured. There were sompremmble
differences also in a loop on the surface of theyer® opposite to
the lid that corresponds to the freezed part dutfiregsimulation.
This loop seems to be very mobile and the diffeeedsacaused by
the freezing procedure. RMSD calculations for thestal CrL
against the calculated structure resulted into laevaf 2.74 A.
The detailed RMSD for each residue (Figure 3.48wshthat the
major differences between the two structures wepeesented by
the lid domain and by the freezed domain which thashighest
RMSD. The total RMDS value is surely affected bye th
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hyperflexibility of the freezed domain since thestref the two
structures were almost identical.
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Figure 3.48: RMSD of CrL, the RMSD for each residus shows that the
two proteins have almost the same structure, excepor the lid domain, in
the red box, and the friezed domain in the green bo

3.5.3 MD simulations using the MARTINI force field

MARTINI is a coarse grain (CG) force field. The ust CG
models in a variety of simulation techniques hasven to be a
valuable tool to reduce the time and the lengtlheschthe studied
systems. A large diversity of CG approaches is labls; they
range from qualitative, solvent-free models, thitougpre realistic
models with explicit water, to models including ohieal
specificity®™ > MARTINI force field, has also been developed in
close connection with atomistic models; howevephgosophy is
different. Instead of focusing on an accurate répction of
structural details at a particular state for a Hmesystem,
MARTINI aims for a broader range of applicationstheut the

1 M Venturoli, M M Sperotto, M Kranenburg, B Smithys Lett, 2006 437, 1.
%2 M Muller, K Kastov, M SchickPhys Lett, 2006 434, 113.
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need to re-parametrize the model each time. Itdeagned by an
extensive calibration of the chemical building IKec that
constitute the force field, using thermodynamic adas a
reference, in particular oil/water partitioning faments. The
same concept has also been applied by the widelyloged
united atoms GROMOS force fie’d.The use of a consistent
strategy for the development of compatible CG atodne level
force fields is of additional importance for itseushn multiscale
applications’

Another important feature of this CG force fielddistermined by
its simple molecule parameterization which makes MD
simulations performed with MARTINI extremely fast ierms of
computational time. This time gain is due to theslaccuracy of
the force field definition. Compared with fine graiorce fields,
MARTINI needs just a few numbers of particles tdime the
same system as briefly explained in paragraph 3.5.

The application of CG forcefield to simulate a camnfiational
process governed by a few intramolecular weak actens is
extremely challenging. The reason for that is thantitic
simplification of the atomistic description in ti&G forcefield.
Nevertheless MARTINI demonstrated to be particylarl
successful in simulating molecular events influendey the
surrounding  environment. Moreover the reduction of
computational cost would make the application @ fhrocedure
particularly appealing as a support to the expearntaigractice.

3.5.3.1 MARTINI MD simulation on Humicola lanuginosa
lipase

Considering the above mentioned limitations that application
of this simulation intrinsically possesses, it vi@gessary to focus

%3 J W Chu, G S Ayton, S Izvekov, G A Vottol Phys, 2007, 105, 167.
126



3.LIPASES

the attention to the simplest possible case sfligg.HIL enzyme
was selected since it resulted as the most suctessthe other
MD approaches. HIL was defined in the force fieting specific
tools. The enzyme was put in the centre of a cepaxe of the
same dimension of the previous cases (521080 Afterwards

the system was completely filled with water (theighé of one

water particle in MARTINI is 72 Da because it reggnts four
real water molecules). After a minimization step fhrotein was
restrained in its position and the system was dxated with 1 ns
of molecular dynamic simulation. The restrain oe frotein was
then removed, and subsequently to a new minimizattep, the
system was subjected to a 100 ns MD simulation.

The simulation trajectory was analyzed once agaasuring the
minimum distance between Ser85 and Asp254 (Figu¥@)3The

analysis of this trajectory generated by this tgpeimulation is

more complex in respect to other MD protocols bseaof the

intrinsic properties of the force field which geater simulations
with a high noise. This noise is due to the forimddf derived

system simplifications, the simulated particlesless defined and
consequently less controlled than particles of §ran force field

definitions. In other words, the number of wealerattions truly
taken into account is way lower than the ones ¢tatled by fine

grained force fields therefore the vibration of Hystem particles
results much more intense. In fact comparing tmeessimulation

performed in GROMOS and in MARTINI the average RM8D
the whole protein during the dynamics is about tivees higher
for the MARTINI system definition.
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Figure 3.49: Minimum distance between Ser85 and A%4 during the

MARTINI MD simulation.

The interpretation of the analysis shows that aenwant of about
0.5 nm seems to appear after 30 ns of simulatigtthis is not in
agreement with previous simulations, steered aadsadal MD,

during which the lid movement is completed withimd.and 7 ns
respectively. The noise level made any other cematin

impossible.

The complete analysis of the results led to theclemion that
MARTINI lacks the necessary accuracy to be appghetthe study
of such a fine conformational process.
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3.5.4 Other MD simulations using the MARTINI
force field

Understanding the factors that can influence ligagevation is as
important as gaining knowledge on the lid movemetfitsis
obvious that important information for a full conspension of the
lipase nature can be obtained by investigatingpétsaviour in its
natural operating conditions.

The operating environment can influence not onky &ativation
phenomena but also the lipase localization in thediom. As
described above, lipases are polarized enzymeshateature is
responsible for their orientation and localizatiespecially if they
are put in heterogeneous systems. A correct enzieatation
and localization is an important variable that ecessary to take
into account. For instance, polymers in the caislgavironment
can influence the orientation of the enzyme’s &cBite towards
the solvent or towards the solid phase. At watkifderface a
lipase will locate presumably in the middle of th@ phases with
the active site oriented towards the non polar @hliss perfectly
understandable that if the enzyme is too stronghpacted towards
the polymer, the active site will be less accessitul soluble
substrates or, on the other hand, if the catalgtachinery is
completely immerse in a non polar phase it canmmt an
molecules solvated in the aqueous phase.

In silico simulations of lipase orientation are significgntl
complicated from an operational point of view bessaof the time
scale for the phenomenon observation is much lothger the one
needed for observing conformational changes, bey to not
require the same precision needed for the studiethe lid
movements. For these reasons, the application dRMNI force
field appeared particularly suitable.
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3.5.4.1 MARTINI interface simulation

The generation of the interface environment stameth the
definition of a cubic space big enough to includethbthe
interface solution and the enzyme that has to Imeulsted.
Usually for a simulation of a single, medium weidipiase the
cubic space was set to 80 A X 80 A X 80 A. Afterdsarthe
enzyme was put in the system in a random positiohally the
cube was filled with all water molecules. The wateMARTINI
is parameterized as a single sphere representing \i@ter
molecules (weight of 72 Da). This cube filled ofteramolecules
was then minimised and equilibrated by a 500 psMb
simulation, during which the enzyme structure wastrained in
its original Cartesian position.

The hydrophobic phase was simulated afterwardsanectwas
chosen for the purpose. Octane molecules were adeacing
water molecules in the cube and since this solvent
parameterized as two beads, two water spheres replaced by
one octane molecule. Octane was added in the quaettessary
to replace two thirds of the water particles inesrtb have enough
space for the enzyme in each phase and to havejamaar
water/octane solution.

After the substitution (the octane molecules waraomly added
in the box) the solvent box needed to be equildatdor creating
the interface. After this step, the cube was rekmged and
subjected to MD simulation for 1 ns, an equilibvatstep during
which the lipase was restrained in its position.t#is point the
interface was ready.

Starting from this point the enzyme was free to enaud to orient
itself at the interface. Different simulations 0 hs each were
performed changing the starting position of theyemz in order to
assure that the same enzyme orientation was achistagting
from different situations. These type of studieseygerformed on
two enzymes: CalLB and PcL. These proteins werectsgle
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because PcL is one of the investigated lipases thghhighest
hydrophobic surface while CalLB represents the ojpgpsguation.
In each trajectory, for both enzymes, the simufawoved that
the interface was stable and enzymes were ablei¢otaheir

active site toward the hydrophobic phase repredebyeoctane.
The correct orientation time depends on the staniosition of
the enzyme but in all the cases it takes plackarfitst 3 ns.

After the orientation phenomena, in all the simola, enzymes
started to rotate on its axis randomly in clockwise

contraclockwise direction and changing frequentig totation
direction (figure 3.50). This observation was pautarly

intriguing, since it seems like the enzymes wergirig to found
something to eat (to catalyse). This behaviour ighlig

reproducible and it might have entropic reasonscenring

diffusion of reactants and products in and ouhefdctive site.
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Figure 3.50: Enzyme oriented at the interface; in lue the water phase, in
yellow the octane phase, in green CalLB with the dok site toward the
hydrophobic phase, the black line represents the egme axis, the red
arrow indicates the enzyme rotation.

These simulations demonstrate that the MARTINI dofield is
perfectly able to simulate enzyme orientation pinesaa,
building blocks which is parameterised with arefg@elty able to
take into account differences in terms of hydroptibhb These
features of the force field can be used in variapglications
which are based on non bonding interactions. N for taking
advantages from these types of simulation is tmarpeterization
of more complex systems, with different solventgvesal
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enzymes and functionalized polymers. The paranzetgon of

these polymers is particularly interesting becausan allow to

make predictions in terms of orientation of enzyndesing an

immobilisation procedure or in terms of proteinpaation during
a chromatography purification. The loss of accuratyhese CG
force field is not compromising information condein

intermolecular interactions and it takes strongaad&ges in terms
of calculation speed.

3.5.4.2 MARTINI polymer simulation

Nevertheless immobilization procedure, performedonder to

enhance the protein stability, should be rationgitggrammed
since the enzyme orientation is a key factor cdicbieve the best
enzymatic performances. An immobilized enzyme caulyt
improve its stability, but when the enzyme is bahde a solid

phase with a wrong orientation the accessibilityhaf active site
can be compromised. The idea was to evaluate tlssilpe

enzyme orientation during an immobilization proaeduThe

simulation of big systems with important intermalize

interaction was performed once again with the egmknt of

MARTINI force field. The first step of this proceskiwas the
polymer definition. A commercial polymer, based raethacrylic

units was selected for this simulation challenggufe 3.51).
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Figure 3.51: Simulated polymer. On the left an exaple of polymer sphere;
on the right polymer single repeated unit polymer.

The correct polymer simulation in MARTINI starts tiwvi the

polymer definition. This process is significantlgneplex because
the polymer structure represents an unusual chérmspeie for
this force field, although MARTINI is in theory gectly suitable
for its simulation. In order to select the corrbatlding block and
to faithfully reproduce the right polymer behaviar,repeatable
polymer unit of a commercial immobilization polymeas first

defined in the GROMOS force field and simulated %ons in

vacuum.

Also the polymer GROMOS definition was not an auatim
procedure, but in this case some tools such asDinedee
PRODRG?2 servéf helps during this delicate parameterization.
MARTINI particles are defined focusing particuladgtention to
the non-bounded interactions defined by energy bmmded
interactions calculated by means of Lennard-Jonetenpal

energy functiolf> There are just four particle types definition

the MARTINI force field considering the polarityaeh particle
type is differentiated is other four or five sulasdes concerning

AW Shuettelkopf, D M F van AalteActa Crystallog, 2004 D60, 1355.
% J E JonesProc R Soc Lon A, 1924 106, 463.
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the possibilities to establish hydrogen bonds @4b2).

Q P N C

sub  da d a 0 5 4 3 2 1 da d a 0 5 4 3 2 1
Q & o o o I o o o 1 I 1 I I v VvV VI VI X IX

d (e} I o] II (o] o (o] I I I I I v v VI VII .4 X

a o o 1 I o o o 1 1 1 I m v vV VI VI X IX

0 o o I A o I I m I m m IV VvV VI VI X IX
5 (o} (e} (0] I o (o] o o] o 1 I I v V VI VI vio VI

4 o o o o0 o 1 I oI O I m m IV V VI VI VI VI

3 o o o 1 o 1 I oI o I o o v Iv VvV V VI VI

2 I 1 I I o II I I I I II o puis w v v VI VII

1 I 1 I m o i I oI o o o o m v v IV V VI
N da I I I m 1 1T II I I I II I v v v VI A% ¢ VI

d I jiig I I 1 1T I I his I I I v v v VI VI VI

a 1 1 m 1m I m I I O o o m IV IV V VI VI VI

0 v v w v v v w m juss w v v v v w v v VI
C 5 v v v v v v w v v w v v v v v v v v

4 VI VI VI VI VI VI V I N V V V ¥ ¥ IN IN V Y

3 viI v vi v VI VI v v w VI VI VI v w v v v v

2 X X X IX VI VI VI VI Vv VI VI VI V VvV V IV Vv IV

1 XK X X IX VII VII VI VI VI VI VI VI VI V V IV ¥ IV

Table 1.2: Level of interaction indicates the weltlepth in the LJ potential:
O, E= 5.6 kd/moal; I, E=5.0 kd/mol; Il, E=4.5 kJ/mol; lll , E=4.0 kd/mol; 1V,
_ ) 3.5 kd/mol; V, E=3.1 kJ/mol; VI, E=2.7 kJ/mol; VII, E=2.3 kJ/mol;
VIII, E=2.0 kd/mol; IX, E=2.0 kJ/mol. The LJ parameterd E= 0.47 nm for
all interacion levels except level IX for whiché E=0.62 nm. Four different
CG sites are considered: charged (Q), polar (P), mpolar (N), and apolar
(C). Subscripts are used to further distinguish graps with different
chemical nature: 0, no hydrogen-bonding capabilitis are present; d,
groups acting as hydrogen bond donor; a, groups aicig as hydrogen bond
acceptor; da, groups with both donor and acceptor jgtions; 1-5, indicating
increasing polar affinity.

The results of the GROMOS simulation were used tsTglate

for the MARTINI definition. Each particle charadsics and

each correlation with the other particle of the @cole has to be
accurately regulated. MARTINI particle selectionsMaased on
the chemical characteristics of the molecule maietiined by the
MARTINI particle. Afterwards each bond distance,gken and

dihedral was deeply investigated by mapping the eswé

behavior during the reference GROMOS trajectore®rder to

reproduce the same behavior in the MARTINI defaoniti

This step of the work was particularly tedious hesesaeach one of
these parameter has to be defined with a try amd @pproach for
each bond, angle or dihedral. The verification lbé tcorrect

parameterization were achieved by 5 ns of MARTINDM
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simulation and the behavior of the molecule was maned with
the reference force field simulation.

The repeatable polymer unit only was correctly andpletely
parameterized in the MARTINI force field becausetioé long
definition time required, the polymer definition ®ill under
development (Figure 3.52).

Figure 3.52: Polymer definition; polymer chemical sucture on the left; on
the right MARITNI force field definition.

3.7 Conclusions

Grid method was successfully applied in the stutighemical-
physical properties and demonstrates the roleefithmovement
which is involved in lipase activation process. Capts
comprehended by MIFs applications lead to deepsagsiigation
by molecular dynamics simulations. MD simulatioasults prove
to be suitable to reproduce enzymes behaviourseré&teMD
simulations were successfully applied to simulateeterate lid's
movement. This technique reduces the computatidimak
necessary to observe enzyme activation. Difficsltia this
application are due to the delicate compromise éetwhe event
acceleration and the necessity to do not influgheenature of the
process and to avoid structural distortions. Moegdkie direction
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of the acceleration has to be carefully selecteavtmd effects in
contrast with the natural lid dynamics.

Classical MD simulations are able to simulate thame
phenomena anyhow and they must be considered émelsst
reference for those kinds of investigations. Thegvpd to be
useful in the study of lipases activation/deactomatat least when
the mechanism can be observed within a reasonaineftame.
On the other hand, the computational power reqdebte this
simulation type is at least ten times larger tharthe case of
steered MD simulation. Moreover, an accurate turohgorce
vector to be applied on the Ilid, with the aim oflueing the
energy barrier of the conformational change indiat ensure an
absolute quality of conformations and dynamic, @&ty
comparable to the classical MD scheme. It mustakert into
account, however, that the delicacy of the pararsesettings
requested by steered MD simulations requires tiongdsting to
optimize vector force regulations.

Concerning lipases, different activation/deactmasi mechanisms
were highlighted by simulation results. Huge liccteaial lipases
demonstrate complex lid movement, where more tmenpootein
domain are usually involved during the activatiangess, while
eukaryotic lipases, with a considerable higher mdbr weight,
usually have a small lid domain acting with morenge
movements governed just by a few hydrogen bondssdh
behaviours can lead to a new lipases classificatesed on lid
movement complexities.

Finally, MARTINI force field was successfully apgtl to more
complex simulations, namely in interface simulasionThis
promising force field shows all its potential wheseveral weak
bonds are involved like in division coefficient ptems or
enzymes orientation. After an initial time consuqirpart
necessary for system parameterization, simulati@s®d on this
force field result very fast. The loss of accuradye to the
intrinsic characteristics of the force field is &ated by a huge
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gain in terms of computational time. NevertheleSs\RTINI
demonstratd to be inappropriate to simulate phenanfeely
governed by few weak interactions, such as actimétiactivation
mechanisms. Applications of MARTINI force field astrongly
suggested where the simulation of the problem amtsequire
high accuracy like intermolecular events investayet while for
intermolecular studies a fine grain force fieldelilGROMOS
represents a better choice.

3.8 Experimental section

The protein structures used for this study wergenatd from the
Protein Data Bank. Initial structures were pregdan pymol by
removing the crystallographic water molecules anagas
molecules eventually present (usually N-acetylgbaenine) in the
pdb file. Hydrogen atoms were added in dependendbe force
field characteristics.

Homology modelling

Aminoacid sequences of the enzymes generated byolbggn
modelling were taken from UniProtKB database. Hawgwl
search was performed on SRS@EBI server by usingtBla
algorithm® Chain alignment were performed with the align
algorithm of the MOE program by using the Blosum &@ino
acid substitution matrix with a tree-based metfod.

The construction of the three-dimensional models varied out
with the MOE homology modelling module calculatiri

s F Altschul, W Gish, W Miller, E W Myers, D J lipan,J Mol Biol, 199Q
215,403.
7S Henikoff, J G HenikoffProc Nat Acad Sci U SA, 1992 89, 10915.
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intermediate models for each enzyme. The obtainadtares
were ranked by the structure quality Z score ofNi@E and one
model for each enzyme was chosen on the basiseoZ thcore.
The quality of the generated models was assessed b
Ramachandran plot.

Final structures were parametrised in AMBER94 fdietl®® and
refined with the program MOE by energy minimisasipmuising
both steepest descendent and conjugated gradgaritiins, and
molecular dynamics simulations in NVT conditions.

Surface analysis

Matrices of interaction energies (MIFs) were caitedl by using
the GRID methods with WATER and DRY probes. Forheac
structure the calculation was performed simulaéirgyid with 0.5

A knots distance. The calculated MIFs were visealizvith the
program Gview setting -4.00 kcal for WATER intefans and -
0.25 kcal for DRY interactions.

Classical MD simulations

All the steered molecular dynamics simulations waeeformed
using the software GROMACS with the GROMOS96 53a6d
field.

Protein structures were implemented in the foretfin gro file
format by using the automatic tool of the GROMAGStware
which also add the necessary hydrogens. Proteins swvated
with explicit water in virtual cubic boxes of 512nf All the

%W D Cornell, P Cieplak, C | Bayly, | R Gould, K Merz, D M Ferguson, D
C Spellmeyer, T Fox, J W Caldwell, P A KollmahAm Chem Soc. 1998 117,
5179.
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dynamics were performed in a NPT environment sitmgdathe
temperature of 300 K and keeping the pressure aonst
(Berendsen-thermostat and pressfitegut-off for electrostatic
interaction was setted at 1.4 nm and the limit thee van der
Waals interactions setted at 1.4 nm. Only for thaimmzation
procedures the PME algoritifn(Particle Mesh Ewald and not a
simple cut-off) was used for the calculation of #lectrostatic
interactions setting the limit at 1.0 nm and usbah steepest
descendent and conjugated gradient algorithms arfdrming a
steepest descendent step every 100 conjugatedegrasiiep.
Minimization were performed until the maximum foreceas
smaller than 10 kJ/mol-nm or at least for 1000 ssteystems
were minimized every molecular dynamics calculation
Molecular dynamics analysis were performed with GRS
tools; distances measurements were calculated ugsingndist
which computes the minimum distance between twinlues and
using g_rms which computes the RMSD between twacsires;
the results were visualized using Grace software.

Steered MD simulations

All the steered molecular dynamics simulations waeeformed
using the software GROMACS with the GROMOS96 53a6d
field.

Protein structures were implemented in the foretlfin gro file
format by using the automatic tool of the GROMAGStware
which also add the necessary hydrogens. Proteins swvated
with explicit water in virtual cubic boxes of 512nh All the
dynamics were performed in a NPT environment sitmgdathe
temperature of 300 K and keeping the pressure aonst
(Berendsen-thermostat and pressftegut-off for electrostatic

% H J C Berendsen, J P M Postma, A DiNola, J R Ha&kem Phys, 1984
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interaction was setted at 1.4 nm and the limit tfeg van der
Waals interactions setted at 1.4 nm. Only for thaimmzation
procedures the PME algoritifn(Particle Mesh Ewald and not a
simple cut-off) was used for the calculation of #lectrostatic
interactions setting the limit at 1.0 nm and usbah steepest
descendent and conjugated gradient algorithms arfdrming a
steepest descendent step every 100 conjugatedegtrasiiep.
Minimization were performed until the maximum foreceas
smaller than 10 kJ/mol-nm or at least for 1000 sst&ystems
were minimized every molecular dynamics calculatiborces
intensity were selected by a try and error appro&uhections
were calculated considering thea Gcoordinates of the two
residues for each enzyme.

Molecular dynamics analysis were performed with GRS
tools; distances measurements were calculated ugsingndist
which computes the minimum distance between twinlues and
using g_rms which computes the RMSD between twacsires;
the results were visualized using Grace software.

MD using the MARTINI force field

Molecular dynamics simulations were performed usitige
software GROMACS with the MARTINI force field.

Protein structures were implemented in the foretfin gro file
format by using the necessary scripts availablé¢henMARTINI
web sité’ and the DSSP progrdfmfor the necessary secondary
structure definition. Proteins were solvated wikipleit water in
virtual cubic boxes of 512 ninAll the dynamics were performed
in a NPT environment simulating the temperatur8@ K and

81, 3684.
0P Ewald,Ann Phys, 1921, 369, 253.
" http://md.chem.rug.nl/cgmartini/index.php/home.
2K Wolfgang, C SandeBiopolymers, 1983 22, 2577.
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keeping the pressure constant (Berendsen-thermoatat

pressure§? cut-off for electrostatic interaction was settedlat

nm, the limit for the van der Waals interactioniest at 1.4 nm
and the time step for integration set to 4 fs (lguhis value is

set to 2 fs). Minimization procedures were perfalnusing cut-

off for electrostatic interactions setting the linat 1.4 nm and
using steepest descendent algorithm. Minimizatiorerew
performed until the maximum force was smaller tha@

kJ/mol-nm or at least for 1000 steps. Systems waremized

every molecular dynamics calculation.
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4. SOLVENT STABILITY

4.1 Introduction

The possibilities to perform enzymatic transformas in pure
(neat) organic solvent is an accepted and applregepty of
several enzyme cladsMoreover the use of organic solvents in
biocatalysis applications is a fundamental requeenthat can be
due to different factors like substrate solubilag well as the
reaction typé.

Usually enzymes show a more stable behaviour i puganic
solvent than in water-organic mixtureén these kind of mixtures
water acts as a molecular lubricant while in neftent enzymes
result very rigid* Therefore is plausible that in organic media
enzymes have the naturally trend to unfold butthetnecessary
flexibility to do it.°

The stability of an enzyme is affected by many dest such as
temperature, pH, oxidative stress, the solventdibm of metal
ions or co-factors, and the presence of surfactdris effect of
organic solvents is important since the presenceuoh solvents
is often essential when applying enzymes for thadgpetion of
fine chemical$.

It is often assumed that enzymes with improvedntia¢rstability
also become more resistant to other denaturingr@cHowever,
this correlation is not absolute, especially noewht comes to
denaturation processes which do not, or to a nertent, depend

! AM Klibanov, Nature, 2001, 409, 241.
2V G H Eijsink, S Gaseidnes, T V Borchert, B vam @irg, Biomolecular
Engineering, 2005 22, 21.
% S LapanjePhysicochemical Aspects of Protein Denaturation, 1978 Wiley,
New York.
4 J ARupley, G CareriAdv Protein Chem, 1991, 41, 37.
® AJ Straathof, S Panke, A Schm@yrr Opin Biotechnol, 2002 13, 548.
®V G H Eijsink, S Gaseidnes, T V Borchert, B vam @airg, Biomolecular
Engineering, 2005 22, 21.
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4. SOLVENT STABILITY

on folding stability!

There is still a lack of knowledge concerning thetbrs that can
influence enzyme stability, especially in aqueotgaaqic

mixtures. Nevertheless there is a clear evidenoatabe need of
a predicting tool, or at least of a set of rulesspeed up the
process design when dealing with aqueous-solvemg golvent,
or multiphasic systems. The application of hybridleaular

modelling and pure experimental studies could digtsaed light

on this matter.

From the computational point of view MD simulatiorsin

represent a suitable tool for investigation of emeystability,

although the simulation of a complex chemical syst&an push
the computational cost too further for a really laggle tool.

Nevertheless, as deeply described in chapter 3seograined
force field based MD, more precisely MARTINI fortield based
MD, demonstrated to be valuable in the simulatibripmses in
bi-phasic systems, while reducing significantly tbalculation

time.

It must be underlined that enzyme stability is amptex

phenomenon. Instability can be well representedhgyloss of
tertiary structure, but unfolding usually happengamany tens of
nanosecond, also in the most disadvantageous org]it
therefore it is necessary to increase significatttly simulation
time. MARTINI has a strong parameterization andingsin case
of proteins and it is reasonably cheap in termsashputational
resources. For that reasons it seems an ideal dardior the
development of a computational scheme for predjcenzyme
stability.

'S D’Amico, J C Marx, C Gerday, G FellérBiol Chem, 2003 278, 7891.
145
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4.2 General strategy

Stability of lipases to alcohol is of particularterest. Being
hydrolases, the reaction they catalyse usuallyyresl alcohol, or
uses alcohol to synthesize an ester. A remarkablaber of
industrial applications, especially in the food ustty and in the
biodiesel production, would benefit from a ratiormgdproach to
the improvement of lipase stability to alcohol. Exmental
measurements can be time consuming and significaastly,
therefore a support tool for predicting solventsity would be
of great utility for the experimental practice.
This is why the stability of CaLB in water/propanolixtures was
taken as a case study.
Enzyme rigidity, as explained in the introductioboge, is
supposed to be strictly related with enzyme stigbitructural
flexibility is a feature that can be easily simaethtand measured
by analysing the outcome of extended MD simulatiohke
rigidity of a given enzyme can be measured simuggtifor a
sufficiently long time, the protein in operationanditions and
subsequently calculating the Root Mean Square MDeuia
(RMSD) of the structure. This is a qualitative paeder,
obviously affected by the force field parameteiaat
Nevertheless, as soon as a set of simulationsleéslated under
the same protocol and using the same force fiblel,structural
RMSD of the protein can represent a powerful sajrenzyme
stability. For that reason, performing simulatioms different
agueous-organic mixtures and extracting RMSD forchea
condition, makes possible to obtain estimationsthef relative
enzyme stability in the different conditions, a®isas the force
field has an appropriate parameterization for tlystesn of
interest.
In order to transform these qualitative values inb@ quantitative
estimations, RMSD data were correlated with thedted activity
of the enzyme measured after experimental incubatiohe same
146
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conditions. Regression between the two sets of ea#dbles the
calculations of enzymes stability models, that Gad practical
application in the set up of biocatalysed synthptaxesses.

4.3 RMSD calculations

Calculations of RMSD were performed analysing tbecome of
each MD simulation performed in different condisonThe

extensive simulations of different aqueous-orgamigtures are
the typical cases where the MARTINI force fieltepresents a
first choice. MARTINI force field guarantees minimu
computational cost and it is particularly suitalfde simulating

different solvents and solutions.

The simulation space was defined as a 512 cuhe which has in
its geometrical centre the protein already definatb the

MARTINI force field. The remaining volume was fitewith all

water molecules. It is important to remember thatew in

MARTINI is parametrized as a single sphere whicpresents
four real water molecules, for this reason a MARIT Mater

sphere weight is 72 Da. After a minimisation stie@ $ystem was
minimised with a 1 ns MD simulation during whichetenzyme
was restrained in its position.

The organic fraction was simulated using proparyopanol

molecules were added replacing water moleculekarctibe; this
solvent is parametrized as one spheres also, tbus Water

molecules were replaced by one propanol molecutgdPol was
added in different molar fractions depending on thesired

agueous-organic mixture concentration taking intooant. The
replaced water fraction was calculated considetimgynature of
water sphere: for example a solution formed by Hlewbeads

8 S J Marrink, H J Risselada, S Yefimov, D P Tielam#aH de Vries, Phys
ChemB, 2007, 111, 7812-7824.
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and 10 propanol beads represents a solution of 2@ ptopanol
because each water sphere simulate four water nietecAfter
the substitution (the propanol molecules were rarigo
positioned in the box) the solvent needs to belibgaied for the
homogeneous solution generation. Therefore the acub® re-
minimised and subjected to MD simulation for 1 Bsiring this
equilibration step the lipase was restrained aiaits position. At
this point the solution is ready.

Afterwards, the restrain on the enzyme was remauved each
solution system was subjected to extended MD sitioula

4.4 CaLB RMSD calculation

A first stability model was generated on the enzy@adB. 65 to
100 ns MD simulations of CaLB in different watedpanol
solutions were performed and global structural RMSRs
measured during the trajectory. The data (Figuke ghow that in
all the simulations RMSD value reaches a plateater af
approximately 40-50 ns and this value is strongdpahdent on
the concentration of propanol. The simulations wdpced
remarkably well the expected decrease of stabiith the
increase of propanol concentration in the mixti@. instance in
50% propanol the enzyme reaches a 2nm RMSD, irelets
3nm in 100% propanol. Obviously those values atiices of real
protein denaturation. At the contrary, the RMSDuealof the
100% water simulation is about 0.7 nm, perfectlgnpatible with
a completely and correctly folded structure.
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Figure 4.1: RMSD calculation of CalLB in different water/propanol
simulations; the percentage indicates the propanauantity.

4.5 Stability model

Commercial preparation of native lipase (LipozymalB-L,
purchased from Novozyme) was previously subjeaeal dialysis
procedure in order to eliminate all the undesirethgounds that
can potentially interfere with activity assay suah preserver or
stabilizer; the final preparation was solved in Kpifer 0.1 M pH
7.0. Afterwards the dialyzed protein solution waaracterized in
terms of protein content and specific activity; san detail the
protein solution concentration was 13.11 mg/mL wattspecific
activity of 385.28 U/mg.

Different solution of water/propanol mixtures wepeepared in
order to study the enzyme stability. Each stabiligst was
performed in a final volume of 5 mL of the desiredlvent
mixture using 65.55 pg of enzyme at constant teatpsx of 30
°C. Enzyme activity assay were performed at difieregme for
each solvent mixture tested.

A general qualitative agreement is evident compgaritme
experimental measurement with the results of thedutulations.
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The experimental data (Figure 4.2) show that tkedtal activity
decreases with the increase of the propanol coratent. In pure
water the protein retains more than 80 % of itsvagtafter 1500
minutes, while residual activity decreases to 2@o#the 100 %
propanol condition.

120,00

Residual activity (%)
| V/
[ }

20,00 1& ’\#\_—/

- - Tim:a(amin) - - -
Figure 4.2: Experimental CalLB stability in different water/propanol
mixtures, residual activity expressed as percentagén blue roundes 0 %
propanol, in violet crossess 25 % propanol, in redquares 50 % propanol,
in green triangles 75 % propanol and in charcoal hombus 100 %
propanol.

The regression of the average RMSD achieved afieng! of
simulation and the residual activity after 1500 ates allowed to
find out a linear correlation (with a correlationefficient R of
0.96) between the two sets of data. The outconumggit equation
represents a simple yet useful stability model yFeg4.3) for
CalLB. The impressive correlation between the expental data
and the simulations demonstrates the effectivenessthe
computational approach for predicting such a comple
mechanism.
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Figure 4.3: CalB stability model, on top left the gaight line equation with
its relative R? value.

4.6 Conclusions

These models prove that the RMSD can be used asapter to
evaluate the enzyme stability in different solveranditions.
These stability models can be easily generatedrigrlipase with
just two information needed: the protein structiard the
possibility to experimentally measure residuahaigtiin different
conditions.

With the availability of these kind of models itlihe possible to
select in advance the suitable solvent mixturergter to have a
sufficiently high enzyme activity and perhaps toemmdustrial
requirements.

The scheme demonstrated its potential in the ch€aloB, but it
will be applied to other enzymes in the prospeegtedk, to assess
the general applicability of the concept.

Another possible step in this direction will be tbentification of
structural parameters that can be directly usedessriptors of
enzyme rigidity, but for that purpose several stepsthe
comprehension of structural mechanisms of proteldirig still
appear necessary.
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4.7 Experimental section

MD simulations

All the molecular dynamics simulations were perfechusing the
software GROMACS with the MARTINI force field.

Protein structures were implemented in the foretlfin gro file
format by using the necessary scripts availablé¢henMARTINI
web sit€ and the DSSP progrdfhfor the necessary secondary
structure definition. Proteins were solvated wikipleit water in
virtual cubic boxes of 512 ninAll the dynamics were performed
in a NPT environment simulating the temperatur8@ K and
keeping the pressure constant (Berendsen-thermoatat
pressure}! cut-off for electrostatic interaction was settedlat
nm, the limit for the van der Waals interactioniest at 1.4 nm
and the time step for integration set to 4 fs (lguhis value is
set to 2 fs). Minimization procedures were perfalnusing cut-
off for electrostatic interactions setting the linat 1.4 nm and
using steepest descendent algorithm. Minimizatiorerew
performed until the maximum force was smaller tha@
kJ/mol-nm or at least for 1000 steps. Systems waremized
before every molecular dynamics calculation. RMSrev
calculated with the GROMACS tool g_rms.

® http://md.chem.rug.nl/cgmartini/index.php/home.

19K Wolfgang, C SandeBiopolymers, 1983 22, 2577.

1'H J C Berendsen, J P M Postma, A DiNola, J R Ha&kem Phys, 1984
81, 3684.
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Dialysis

2 mL of commercial enzyme preparation Lipozyme CdLB
purchased from novozyme, was diluted in Kpi bufiedl M pH
7.0 to a final volume of 10 mL. The preparation itaen put in a
dialysis membrane (14 kDa pore size), and dialyzedus Kpi
buffer 0.01 M pH 7.0. The procedure was perforrmd2? hours
with renewer of the washing buffer every 8 hours.

Protein determination

The protein content of Lypozyme CalLB-L was detemdirby
using bicinchoninic acid kit
(SIGMA) - Pierce method, using BSA as standardeginot

Activity assay

The assay is based on the hydrolysis of glycelputyrate into
butyric acid. 30 mL of an emulsified solution 0.7of glyceryl

tributyrate was added with 50 pL of dialyzed enzysotution at
constant temperature of 30 °C. The butyric aciddpoed by the
enzymatic hydrolysis was measured by reaction WidOH 0.1
M. The reaction was followed during time. One atfivunit

corresponds to the amount of enzyme that hydrolggesol of

glyceryl tributyrate in one minute at 30 °C.
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5.STATISTICAL ANALYSIS

5.1 Introduction

Different molecular dynamics strategies were desctiin the
previous chapters. Important information concernpaential
MD applications on the study of enzymes activaton stability
were already gained. Although in many cases thelsgoé
reaching a quantitative estimation of the desinexp@rties and of
keeping the computational cost as low as possillee been
achieved, there are other cases where MD still shetrong
limitations. The investigation of catalytic propes, such as
enzyme selectivity, are certainly one of those salsethe study of
enzyme-substrate interactions MD surely represinatseference
for conformational analysis, but it still is unséictory in the
generation of robust quantitative predictions of zyene
(enantio)selectivity, even when applying very dethisimulation
schemes, such as free energy perturbation. Very pleam
approaches can give practical indications, but tlaeg too
computationally expensive and their outcome cansofally be
considered more that a qualitative evaluation ayere kinetics.
For that reasons the need for completely diffesgyroaches is
emerging.

In the present chapter an original protocol basethe concept of
3D-QSAR (three-dimensional Quantitative Structuictiity
Relationships) is described. The idea comprisesctimebination
of molecular modelling techniques, molecular dezors
calculation and statistical regression to a set avhilable
experimental data by means of multivariate stassti

Once againCandida antarctica lipase B (CalLB) was taken as a
case study. Despite its extensive application argk mumber of
publications based on it, its peculiar enantiogelig is still very
hard to be predicted quantitativélyThis makes it the perfect

! R J Kazlauskas, AN E Weissfloch, A T Rappapo#, Cuccia,J Org Chem,
1991, 56, 2656.
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candidate for the development of the concept.

The CalLB active site is located in a deep and iveligt small
cavity if compared to the total size of the enzymbe binding
site of the enzyme has a funnel shape and it danées to drive
the substrate in the active site assuring the cbmwéentation.
Like all the lipases, CaLB presents a catalytie sibnstituted by
the aminoacidic triad Serl05-His224-Asp187. The csdled
catalytic machinery is completed by the hoxyanide éThr40,
GIn106) which makes possible tetrahedral interntedi@rl)
formation. The spatial geometry of the hoxyaniote shakes
possible the formation of three hydrogen bonds téhcarbonilic
oxygen of the substrates, which is negatively obcrop the TI.
The CaLB lid corresponds to a litilehelix formed by few amino
acids. Therefore it can just partially limit thetige site access, as
a matter of fact CaLB does not show interfaciaivation? CalB
enantioselectivity also depends on its particutdiva site, which
is composed by two distinct subsite: the acylic ara the
alcholic/aminic one (Figure 5.1).

2 M Skiot, L De Maria, L Chatterijee, A SvendserA Batkar, P R Ostergaard, J
Brask,ChemBioChem, 2009 10, 520.
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acyl side _ alcohol side
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Figure 5.1: CalLB schematic division of the activeite in the two distinct
subsite.

These two subsites receive different moieties & shibstrate.
Moreover a stereospecific pocket (Thr42, Ser 4p104) which
is involved in the enantiomer discrimination dodsoaexist
(Figure 5.2)"
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Acylic chain Acylic chain j
)(0' )(o
(o) 0 H (0] o H
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Ser105 \ )Thr42 Ser105 Thr42
Trpl104 Trp104

Figure 5.2: Schematic CalLB active site with the remsentation of the
stereospecific pocket, and different enantiomer oentation during the
catalysis, L is the large substituent and M the m&dm one.

5.2 General Strategy

Is generally accepted that the enantioselectivégethds on the
interactions that a given molecule established veibzyme’s
active site" Therefore, a promising approach is representetidy
calculation and comparison of the interactionsh#siaed by a set
of different substrates.

The idea is taking a number of substrates, calaglatheir
conformations in the enzyme active site, discaslghzyme and
focus the analysis on the comparison of the sulestradhe use of
a set of experimental measurements and multivaaiaédysis for
the regression of the structural differences amitvegcompound
of the set will finally allow the generation of aathematical
model for the prediction of the desired enzyme tkingroperty.

In this perspective a molecular descriptor ableidentify the
interaction capabilities of the compounds is nemgssMIF
(Molecular Interaction Field), obtained by GRID bysss,
contains an entire set of information based on ititeraction
possibilities of a molecule. If MIFs of two moleesl differ in a
particular space region it should be possible evoti to identify

158



5.STATISTICAL ANALYSIS

this difference as the source of different kinetlmg enzyme
action. Moreover this should guide to focus thelgtaf enzyme-
substrate interactions in specific areas, sheddigigt on the
molecular basis of substrate (enantio)recogniti@i. course,
spatial orientation and conformation of compounifiscé heavily
the corresponding MIF. Therefore it is of basic aripnce to pay
the necessary attention to conformational analgsid spatial
alignment of the molecules in the data set. It Heeen
demonstrated that MIF based 3D-QSAR models carxtrersely
predictive in the case of penicillin amidase.

When developing a 3D-QSAR model, the first stepaliways
choosing the data set. The set of compounds usedreference
will affect enormously the final outcome. The tiam set was
chosen combining seven racemic amines and tweleemia
alcohols and their corresponding experimentally suezd values
of enantiometic ratio (E) in the CalLB catalysed thgsis
reaction? > ° (Table 5.1).

% P Braiuca, A Buthe, C Ebert, P Linda, L Gardo&di; Synth Catal, 2006 348,
773.

“ L E Iglesias, V M Sanchez, F Rebolledo, V Gofetrahedron: Asimmetry,
1997, 8, 2675.

® K A Skupinska, E J McEchern, | R Baird, R T Ske®jJ Bridger,) Org
Chem, 2003 68, 3546.

® J Ottosson, L Fransson, K HURrotein Sci, 2002 11, 1462.
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o

BR'=CH,CH, 9R'=CH, 10R'=CH, 11R'=CH,
R’= npro R=npro  R'=iPro R=1Bu

12R'=CH, 13R'=CH,
Ri=CH8r R'=CHBr

NH, NH, HN HN b
(O/L“ !m’ @}‘cm (:fcm TR WO w
" 15 1% 17
3 4 5

1R=H

QL QL. OS~foo /oS-

N 1 19
6 7
Alcohol Donor E [F.r.#
Amine Donor E /ErtM g Octanoyl acetate 340 (R)
9 Octanoyl acetate 8 (R]
1 Ethyl acetate 110 (R) 10 Octanoyl acetate 76(0 :R)
2 Methyl methoxyacetate 232 (R) 1 Octanoyl acetate 430 (R)
3 Ethyl acetate 66 (R) 12 Octanoyl acctate 100 (R)
4 Ethyl acetate > 100 (R) 13 Octanoyl acetate 370 (R)
H Ethyl acetate 32(R) 4 Octanoyl acetate 10 (R)
6 Ethyl acetate 24 (R) 15 Octanoyl acetate 7(8)
7 Ethyl acetate 120 (R) 16 Octanoyl acetate 16(R)
17 Octanoyl acetate 62 (R)
I*l F.r.=fast reacting enantiomer. 18 Octanoyl acetate 13 (SR)
19 Octanoyl acetate 9 (5.5

' Er. =fast reacting cnantiomer.
Table 5.1: Data set of the resolution of amines otfne left and alcohols on
the right.

The choice fell on these reactions among the nunseezamples
reported in the literature, because they meet theessary
requirements in terms of molecular diversity anddties range
and homogeneity of distribution, crucial for thengeation of a
consistent 3D-QSAR modélThe distribution of enantiomeric
ratio values throughout the data set is well baddrend structural
diversity of nucleophiles is significant. Some uiffit cases are
included, such as nucleophiles bearing halogentisutiosn in the
medium-sized chain, which are not resolved by CakeBause of
polarity effects’

In a general 3D-QSAR model there is the biunivocal
correspondence of each compound of the data shtavigiven

" P Braiuca, L Knapic, V Ferrario, C Ebert, L Garsipsdv Synth Catal, 2009
351, 1293.
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“activity”. When facing the prediction of enantidsetivity, the

“activity” is represented by E values that are mmips of a
couple of compound, not of each single moleculeerétfore it

was Qot possible to apply the same scheme uselteirtdse of
PGA.

The novelty of the concept was the generation wéel class of
MIF-based molecular descriptors, melting the infation of two

enantiomers into a single molecular entity,makirgggible the
biunivocal association with a E value. The accosfphient of this
task was achieved with the calculation of a secgaderation
MIF, the Differential MIF (DMIF). It is basically he

mathematical difference between the MIFs of the éwantiomers
of each couple, calculated by a simple matrix @dbiton. The
DMIF represents a sort of molecular hybrid, a \d@ttwmolecule
comprising all the information of each enantiomeume. In

particular it is very useful because it amplifigs definition the
structural differences of the two enantiomers.

In fact, if a given variable of the MIF carries th@&me information
for both enantiomers (the same value of interactioergy for the
two enantiomers), the corresponding DMIF value Wwdlzero. At
the contrary if the variable has a different valioe the two

enantiomer, the generated DMIF variable will bebag as the
difference between the original MIFs values. Tharefthe DMIF
assumes null values in the zones where the stasctiwo

enantiomer are identical and it assumes high valle=re there
are significant differences. This is very importdrgcause big
structural differences indicate different interan8 with the
enzyme active site.

161



5.STATISTICAL ANALYSIS

5.3 Active conformers calculations

The structures of the compounds of the data se¢ wenually
generated and minimized in the AMBER 99 force flalding the
software MOE>

The first and the most delicate step of this ingesion involved
the calculation and the assessment of the tetrahietiermediates
for each acylation reaction by molecular modelliaghniques.
For this purpose, the corresponding esters and emmigere
docked into the active site of the lipase and tbst lkonformers
were chosen on the basis of the results of theidgakigorithm
scoring function (London dG) as well as by evahmtithe
geometric compatibility with the initiation of theatalytic
mechanism. Different criteria were taken into acttoduring the
structural compatibility assessment: |) the cormgéntation of
the acylic and nucleophilic portion of the conformeside the
hydrophilic’/hydrophobic pocket of the active sikig;the distance
of the catalytic Ser105 from the carbonyl carborihef substrate,
which must be compatible with the nucleophilic elttalll) the
correct orientation of the carbonyl oxygen towdand Thr40 and
GIn106 that constitute the oxyanion hole. The tetdaal
intermediates were then simulated by forming a lemtabond
between the hydroxy group of the catalytic seriSer{05) and
the carbonyl carbon of the acylated substrate, tésiglting in the
corresponding oxyanions.

After the formation of the tetrahedral intermedsatee obtained
systems were minimised and each enzyme-substratpleo was
subjected to 300 ps of molecular dynamic simulatismg the
software MOE (NVT conditions at the temperature860 K and
implicit water solvation), in which only amino acigesidues
within a 10 A radius sphere from the catalytic ser{Ser105)

8 J Wang, P Cieplak, P A Kollmad Comp Chem, 200Q 21, 1049.
°® MOE 2006.08 Chemcomp, Montreal, Canada.
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were allowed to move. The rest of the protein waptk
constrained. The simulations generated energyestadninplexes
within the first few tens of ps of the simulations.

The simulation during time of enzyme-substrate dengs allows
a complex evaluation of the interaction that occusing
substrate stabilization in the active site. Morepitevas possible
to investigate the space and the conformationadven of the
substrates and of the enzyme either. The compabetween the
enantiomeric couples allows to identify the mairuaiural basis
of CaLB enantioselectivity.For instance, in the case of amides
with high E values, important structural differessgere observed
between the Tls of the fast- and the slow-reactimgntiomers. As
shown in Figure 5.3 for substrafle the Tl of the fast-reacting
enantiomer is embraced inside the hydrophilic pbokethe right
hand portion of the active site (the so-called laftic sub-site).

Serl0o5
His224 '

7/ W

Figure 5.3: Initial (ed) and final (yellow) conformation of the slow-
reacting (S), on the left, and the fast-reacting (R nantiomer, on the right,
of substrate 1.

On the other hand, the TI of the slow-reacting &ioarer remains
at the outer region of the active site which makes second
nucleophilic attack unfeasible. Another evidentcdminating
factor is illustrated in 5.4, which represents thegcome of the
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MD based conformational search of the two enantiemaf
substrateS.

Hydrophobic
pocket

o

Hydrophilic
.Pocket

Figure 5.4: Energy minima conformations of the fastreacting (blue) and
the slow-reacting (yellow) enantiomers for the acwgltion of compound 8
obtained by MD simulations. The different orientation of the oxyanions (in
red) is clearly visible: only the fast-reacting enatiomer is stabilized

through the formation of hydrogen bonds (dashed lies) with Thr 40 and
GIn 106.

In the case of the slow-reacting enantiomer, theimim energy
conformer is not able to perfectly place the oxganin the
oxyanionic hole, with a consequent energy destaiibn as
compared to the fast-reacting enantiomer where iligialy

hydrogen bonds take place between the oxyaniontl@dhr40
and GIn106 residues of the oxyanion hole. In tlasecthe MD
causes the evolution of the slow-reacting enantioiowards an
unproductive conformation, as defined by the dateised for the
docking scoring. This means that the initiatiortleé reaction for
that enantiomer is unfavorable and consequentlyEthalues is
very high. Although this leads to the comparisonpadductive
and unproductive conformations in the QSAR, thisnuhtic
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conformational difference is certainly correlatedtlie high E, so
that both the productive and unproductive confoemewust be
included in the modél.

5.4 DMIFs calculation

The outcome of every MD simulation was carefullalgsed and
conformers with the lowest potential energy (aswated by MD
algorithm for the whole unconstrained part of thgstem,
therefore within the active site region) were seldcas the best
simulations of the different Tls and they were uded the
construction of the 3D-QSAR model. The enzyme sabest
complexes were superimposed by overlaying the yatatriad
and the oxyanion hole of all selected configuraiomhis was
necessary because after the MD simulations the eSiart
coordinates of the systems were perturbed, althotigh
conformational changes of the active site residuese always
negligible. The protein structures were discardésr éhe removal
of the covalent bond between the substrates andcataytic
serine, while the overall geometry of the substcategformers was
kept unaltered, to generate a so-called “supermt@g&cwhich
consisted in all the 38 active conformers (19 epargric
couples), both R and S. GRID analysis was thefopeed by
setting the dimensions of the grid to contain b# tonformers
and each of them was analyzed separately (14 A & 221 A,
knots every 1 A). In order to take into account tinest important
non-covalent interactions, two probes with divenseysico-
chemical properties were used in the calculatiothefmolecular
interaction fields, namely the WATER and the DRYolpe. The
WATER probe describes and quantifies the dipolaeractions
and the hydrogen bond formation, whereas the DR&begr
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considers all the hydrophobic interactidfis.The DMIF
calculation was performed in a matrix differentjitocedure
where each variable of the MIF of the slow-reactamantiomer
was mathematically subtracted from the correspandariable of
the MIF of the fast-reacting enantiomer (Figure)5.5

—  0.00 kcal/mol — -0.55 kcal/mol — - 0.55 kcal/mol
—  -1.23 kcal/mol —  -3.54 kcal/mol +2.31 kcal/mol

——  -5.45 kcal/mol ——  -5.45 kcal/mol ——  0.00 kcal/mol
-0.05 kcal/mol 0.00 kcal/mol -0.05 kcal/mol

1 ¥ 1
yi
| g | @0
Fastreacting Slow reacting
enantiomer v enantiomer — DMIF
MIF MIF

Figure 5.5: The procedure used for the calculatiomf the DMIFs taking as
example the case of interaction energies betweenethivater probe and the
two enantiomers of compound 16. The mathematical filerence between
matrices was calculated to generate a single “diffential matrix”.

It must be noted that the redundancy of the infdilonacontained
in the calculated MIFs was cut by operating a “megovalues

197 Pleiss, Enzymes in Lipid Modificatiowley-VCH Verlag, Weinheim, 2005
85.
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pretreatment”: all the positive/unfavourable intti@n energies
were set to zero, because every cluster of posiaviables (nodes
of the MIFs grid) has a corresponding cluster afatee variables
that contains information that is identical frone thtatistical point
of view. This procedure led to the quantitative legation of the
differences in interactions between the two enamtic and both
polar and hydrophobic regions of the active sitensequently, as
explained before, DMIFs present null values in the
correspondence of areas where the enantiomerdigistatentical
interactions with the active site, whereas highohlie values
indicate that the enantiomers establish differenteraction
patterns with the enzynfe.

5.5 Generation of the mathematical model

The energy values contained in the “differentialtnoas” of the
DMIFs were statistically analyzed to generate BlLiBodels able
to correlate the quantitative differences betwedme ttwo
enantiomers with the experimental E values. Theeethr
dimensional DMIFs are unfolded to form the so ahllei-
dimensional X-matrix, where each row corresponds ato
enantiomeric couple and each column to a MIF graten
matching a specific three-dimensional position. EEaolumn of
the X-matrix (containing the values of the DMIF® an X
variable and the enantiomeric ratio E is the Y alale (or the
“dependent” variable). As a matter of fact, molecuhteraction
fields describe the steric and electrostatic priogeiof substrates
by sampling the interaction energies at all pregfigridpoints.
The multitude of gridpoints and, therefore, the rgig of
variables present in a DMIF can be extremely higénein the
case of small molecules. Moreover, some of thesmblas are

11 3 Ottosson, L Fransson, K HURrotein Sci, 2002 11, 1462-1471.
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more informative than others. Although the procedof DMIF
calculation halved the number of objects, the numbé
independent X variables was still unvaried andnitoanted to
24,950 for each couple of enantiomers. Therefdre,first stage
in the statistical analysis was the choice of thestmmportant
variables and the discarding of the insignificant aedundant
ones. For this purpose the GOL'Rrogram was used. GOLPE is
a software package largely used for the constmctithe
validation and the interpretation of 3D-QSAR models is
particularly adequate for models with large numh#rsariables
since it has a variety of tools for their selecti@nce the DMIFs
were calculated, all those variables having veny labsolute
values were discarded due to their negligible doution to the
quantification of the differences in enzyme-enanmio
interactions. Then, variables with a standard dmnaclose to
zero were discarded as well because of their sweliation
through all of the DMIFs, that makes them useless i
discriminating the objects in the data set. A lastion was
performed on the remaining active variables by gisire “block
unscaled weights” algorithm that attributes diffeareveights to all
blocks of variables giving them the same initiaportance in the
model without modifying the variable scale. Thittda step was
necessary because the polar interaction energeesigmificantly
higher in absolute value than the hydrophobic atgon energies,
therefore the statistical analysis would overestmaheir
importance in the model. Finally, the standard GBlgrocedure
was applied on these pre-treated data, by empldiim@-optimal
pre-selection and the FFD variable selection atlyori which
conserved only 568 active variabfdsThe multivariate statistical
analysis was performed on 16 of the initial 19 comms, by
performing the PLS regression and five principamponents

12 GOLPE4.5, Multivariate Infometric Analysis srl, Perugia, Italy.
133 Raza, L Fransson, K HuRrotein Sci, 2001, 10, 329-338.
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were calculated. Three compounds, fulfilling thguieement of
having small, medium and high E values, were rangamnosen
and excluded from the training set. The predigtiat the model
was evaluated by means of the leave-one-out (LOM@¥se
validation method as well as by performing an exdéewalidation
using the GOLPE PLS external prediction on thedlm@mpounds
not included in the training set (Table 5.2).

Compound  Experimental E value  Predicted E by LOO
1 110 50
2 232 98
3 66 46
4 100 80
5 32 42
6 24 35
7 120 67
10 760 326
11 430 253
12 100 60
13 370 146
14 10 8
15 7 11
16 1.6 13
18 13 7
19 90 73

Table 5.2: Comparison between the measured experim&l E values and
the values calculated by the model in the LOO (lea+one-out) cross-
validation procedure applied on the training set.

The predictive correlation coefficient 3q provides the
guantitative evaluation of the consistency of thedel. The best

o value for the model is 0.76 on the third principamponent
and 99 percent of the variance of the model isarpt by the
first two principal components (expressed by theretation
coefficient f). Although the mathematical model was constructed
on the basis of an experimental data set with addbstribution
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of E values, the algorithm proved to be quite priae and robust
as illustrated in (Figure 5.6).

-0.32  -0.03

-120 -0.91 -0.62

Experimental E value (-log scale)
-238 208 -1.79 -1.50
T

-2.67

-2.96

L i L L 1 L L L 1 L 1
-2.88 -2.60 -2.33 -2.05 -1.77 -1.50 -1.22 -0.94 -0.67 -0.39 -0.11

Predicted E value (-log scale)

Figure 5.6: Predictivity of the model in terms of &perimental versus
predicted E values.

The worst predictions are represented by compodsdsnd 18

that are, however, characterized by extremely lowakies (1.6
and 1.3. respectively). Because of these two comgi®the model
appears to be more predictive towards compoundsddngher
E values. It is an intrinsic property of any QSARdrl to be
more robust for the compounds in the middle ofativity range,
simply because this zone is usually more populdtesdertheless,
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in all cases the model is able to identify cornettie fast-reacting
enantiomer and, more importantly, to recognize eéhocsuples of
enantiomers characterized by poor enantiodiscrinona (for
substratesl6 and 18 the calculated E values are < 15 in both
cases). The external validation was performed ogetadditional
compounds & 17, 9) not originally included in the training set
that were chosen due to their low, intermediateldagh E values,
respectively. For every compound the complete mhoee was
repeated, as described above, in order to gen#ratenolecular
descriptors (DMIFs). Their E values were then predi by
applying the generated 3D-QSAR model. As it carséen from
Table 5.3, although the model predicts with goodcision the
ability of the enzyme to enantiodiscriminate wittancouple of
enantiomers (predictivity expressed &s §.78), in the case of
compound the E value is underestimated.

Compound Experimental E E calculated by the
value model

8 340 105

17 62 46

9 8 8

Table 5.3: External validation of the calculated PIS model (q2=0.78)
towards compounds not included in the training set.

This underestimation was observed also for compeando, 11,
13 and it might suggest that the variables crucial dtvuctural
discrimination for substrates having low E values different as
compared to variables describing substrates wigh Eivalues. In
other words, the 3D-QSAR model is trained on theihaf a
pattern of interactions which are actually diffdras compared to
those taking place in the case of substrates vigth B values, and
this might limit the predictivity of the PLS modet. should be
noted that in the case of compouradand13 the underestimation
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given by the model could be ascribed to the presesfcthe
halogen substituent, whose polar character mighimeasured
with insufficient precision by the WATER probe. Evhough this
probe can adequately estimate polar interactioas &me not
correlated to hydrogen bonding, the halogen atonghtrmot be
described comprehensively by the force field pataneation of
the WATER probe. Therefore, a second model, spadiyi trained
for the prediction of high E values, was calculatedorder to
refine the quantitative predictivity of E valuesr fdhose
enantiomers that are efficiently enantiodiscrimagiatby the
enzyme. The new data set was constructed by settngalue of
E= 50 as a threshold since E values lower thanos@spond to
enantiomers poorly enantiodiscriminated (examplese a
compounds3, 5, 6, 15 in Table 5.4). Indeed, the predictivity of
this second model improved’&g0.88) and, as expected, the same
model was less efficient in predicting the E valfmscopules of
enantiomers that are poorly enantiodiscriminated.
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Compound  Experimental E value Predicted E by LOO
1 110 114
2 232 218
4 100 134
7 120 156
8 340 340
10 760 480
11 430 360
12 100 112
13 370 275
19 90 130

Table 5.4: Data set used for the calculation of theecond model and for its
validation in terms of predicted E values by the L@ (leave-one-out) cross-
validation procedure (q2=0.88).

This second “specialized” model is based on a tangenber of
variables as compared to the first general modtB (Bstead of
568 of the general model) and its increased priedictsuggests
that the variables involved in the two models anbssantially
different, not only quantitatively. It must be ndt¢hat each
variable corresponds to a specific grid point, ¢f@e to a
specific Cartesian coordinate in the active siteéhef enzyme. To
understand the differences between the two modeldeeper
detail, each single variable was analysed andasstipn in the
space refolded. The two models share nearly 25#%eo¥ariables
(125 variables), while they differ for the resttbém. A detail of
the analysed space with the spatial position duided variables
is represented in Figure 5.7. It is evident thathe first general
model the crucial variables are scattered througllo& active
site, whereas in the second “specialized” model thecial

interactions are concentrated in the oxyanion fraold in the
alcoholic subsite (central and the right-hand pathe molecule).
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Second model

-\

» Sad) b
5 !

Figure 5.7: Representation of variables utilized fothe construction of the
first general predictive model (left) and the secamh “specialized” model
(right). Substrate 8 is shown in both images, as aexample.

The analysis confirms what emerged from the conébional
analysis: for substrates characterized by high lgevéhe slow-
reacting enantiomer either cannot place the oxyamio the
oxyanionic hole or it cannot place the alcoholicietypinside the
corresponding subsite. As a rule of thumb, wherimgavith the
prediction for a new substrate, the first generabdat should be
used to obtain an initial classification of the @alL
enantiodiscriminating potential. If the first modaedicts a high
E value, the second specialized model should bel use
obtaining a more refined quantitative prediction.

5.6 Conclusion

The combination of molecular modelling with multilse

statistics constitutes a powerful tool for predigtiand also
interpreting the enantioselectivity of biocatalystee remarkable
flexibility of this “hybrid” computational tool mads it adaptable
to the solution of different problems as well ashe investigation
of the molecular basis of enantiodiscrimination. d&finition, the
success of any 3D-QSAR strategy depends stronglythen
experimental data set used for the training of rireghematical
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model. Moreover, the generation of the PLS modalihe relies
on the selection of the most informative variabdéshe whole
data set. This statistical procedure is of fundaalemportance
and constitutes one of the bases of the QSAR paradi

5.7 Experimental section

The protein structure used for this study was eeéd from the
Protein Data Bank (1TCA). This initial structuresyaretreated in
MOE?® by removing the crystallographic water moleculed awo
molecules of NAG (N-acetylglucosamine) presenthi& pdb file.
Hydrogen atoms were added and their position wasnged
with an energy minimization procedure in the AmliSerf@rce
field** in its MOE implementation. Subsequently a minirtiza
of the side chains was performed keeping the baukkaioms
fixed. The substrates were built, minimized anchtbecked into
the active site of CaLB by means of the DOCKING miledof
MOE. The docking was performed on a 10 A radiusctet! area
surrounding the active site. The force field usedthe docking
was MMFF94x*® the charges of substrate atoms were calculated
at the QM PM3 semi-empirical level, by means of MW@PAC7
program. The initial positions of the substratesenmanually set
in order to meet the criteria previously reportdébr each
substrate, the conformation presenting the higlsestre and
fulfilling the structural requirements for the iaiion of the
enzymatic catalysis, was chosen. Construction dirahedral
Intermediates All tetrahedral intermediates wergdked bonding
the hydroxy oxygen of the serine residue (Ser 18%) the
reactive carbonyl carbon of the substrate. Thisbaaratom
changes to a tetrahedral sp3-hybridized configomafihe partial

4 3 Wang, P Cieplak, P A Kollma Comp Chem, 200Q 21, 1049.
5T A Halgren,J Comp Chem, 1996 17, 490.
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charges and geometry of this chemical speciessfibstrate and

the serine) were calculated by an ab initio algonit based on

DFT-TZVB, by Turbomole€® In the molecular mechanics
calculations, the standard MMFF94x atom types weesl for the

atoms of the tetrahedral intermediates, while blendths, angles

and torsions on tetrahedral carbon were constradiméde values

obtained by the ab initio optimization.

Molecular Dynamics

The molecular dynamics simulations were performethgi the
DYNAMICS module of MOE. All the dynamics were pemfoed
in an NVT environment simulating the temperature of
approximately 300 K. In order to reduce the calicofatime, the
attention was focused on the relevant part of gstesn: all the
atoms of the substrate and the protein residudsnndgt sphere of
10 _ radius, centered on the catalytic serine (Egnivere allowed
to move, all the rest of the system was kept camstd. An
integration time of 2 fs was used and a frame eftthjectory was
saved every 10 fs. Each substrate conformationechdsr the
construction of the data set for the QSAR analys&s the one
characterized by the lowest potential energy ouliothe frames
saved in the dynamics database. All enzyme stregtanosen by
these criteria were superimposed with the databdsever
superpose implementation. The active conformerse wibian
extracted.

' TURBOMOLE 5, Cosmologic, Leverkusen, Germany.
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GRID

The GRID analysis was performed on every constitwénthe
data set. The chosen dimensions of the cage wefeXl24 A X
21 A with NPLA (number of grid planes per Angstrpsgt to 2
while the probes used were DRY probe and WATER @r@mnce
the MIFs have been calculated, all the unfavoratieractions
were set to zero. For the DMIFs calculation a dpealgorithm
was constructed which performs the matrix diffei@mirocedure
for the subtraction of the two MIFs.

GOLPE

The pretreatment section of GOLPE was used to perfihe

variable selection. All the variables having an diie value
lower than 0.1 for the water probe and 0.03 fordheprobe were
set to zero and those with standard deviation sg tean 0.2 for
the water probe and 0.06 for the dry probe wereadied. The
pretreatment was eventually completed with the lblooscaled
weight application. Both PLS models with 5 prindipamponents
were computed and validated with the LOO (leave-au#

method. The prediction ability of the general modak tested on

a test set by using the PLS predictions modulehef GOLPE
program.
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6.1 Introduction

In the previous chapters several different comparat
techniques for the study of lipases were repofiée. most of the
work object of this thesis was based on molecujarachics and
on calculation of molecular descriptors and stiahstanalysis.
Several different simulation schemes and applioatioave been
described, all together representing a powerfubsevols for the
study of lipases from many different points of vid\evertheless,
although in principle the approaches should haveege
applicability, the limitation of application to Bses only cannot
assess this important aspect. For that reasonaimbination of
MD for testing the dynamics of enzyme action and@BAR for
constructing quantitative predicting models of eneyselectivity
was applied to a completely different enzyme.

The alcansulfonate monooxigenase is an enzyme reiéttively
unknown properties, extremely different, both simually and
from the point of view of the mechanism of actitircatalyses an
extremely different reaction and it is a cofactepdndent
enzyme.

6.1.1 The alcansulfonate monooxygenase

In bacteria sulfur is mainly assimilated from inangc sulfate via
the cysteine biosynthetic pathway. In nature, whbeelevels of
inorganic sulfate may be low, bacteria have to ralg
organosulfur compounds such as sulfate estersansates and
sulfonates as sulfur sources. Under conditions offa®
starvation, Escherichia coli synthesizes the TauABCD and
SSuEADCB proteins, which cover the full range otake and
desulfonation activities for growth with taurinedaa variety of
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aliphatic sulfonates as sole sources of sulpt8ulfite liberated
inside the cells from taurine and alkanesulfonatgses as sulfur
for cell growth.

SsuD is an FMNktdependent monooxygenase, which catalyzes
the oxygenolytic cleavage of the C-S bond of l+a#lsulfonates
by monooxygenation leading to the release of threesponding
aldehyde and sulfite. Catalysis is absolutely ddpah upon
oxygen and reduced FMN, the latter of which is pted by the
associated NAD(P)H:FMN oxidoreductase S$uisuD or SsuD-
like enzymes showing high sequence identititooli SsuD, and
whose function in sulfur-scavenging from varyingngas of
organosulfur compounds was assessed are founBaanlus
subtilis®  Pseudomonas  straind§ and  Corynebacterium
glutamicum® Elucidating the detailed catalytic mechanism of
SsuD is of interest as it will allow shedding light the unique
role in C-S bond cleavage of this among microorgasi
widespread enzyme.

The 3-dimensional structure of SsuD was solved shpa TIM-
barrel fold as structural core and the locatiothefactive site was
proposed at the end of thp-barrel based on biochemical
observation$. This fold, which is adopted by many enzymes for
flavin binding has been found in all members of the luciferase
family whose structure have been sold so far. lenage LuxAB®

1 J R van der Ploeg, E Eichhorn, T Leising@&view Arch Microbiol, 2001,
176, 1.

2 E Eichhorn, J R van der Ploeg, T LeisingeBjol Chem, 1999 274, 26639.
% J R van der Ploeg, N J Cummings, T Leisinger lor@rtonMicrobiology,
1998 144, 2555.

4 A Kahnert, P J Vermeij, C Wietek, P James, T Irgjsi,J Bacteriol, 200Q
182, 2869.

® D J Koch, C Ruckert, D A Rey, A Mix, A Puhler, &liiowski, Appl Environ
Microbiol, 2005 71, 6104.

® E Eichhorn, C A Davey, D F Sargent, T Leisinged, Richmond,) Mol Biol,
2002 324, 457.

"G K Farber, G A Petskdrends Biochem Sci, 199Q 15, 228.
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long-chain alkane monooxygenase LatB,-dependenty® N°
methylenetetrahydromethanopterin reductase Mend Foq
dependent secondary alcohol dehydrogenase Adf from
methanogenicArchaea.'® All use reduced flavin or the flavin
analogue I as a cosubstrate and show high structural siryilari
The striking homology between SsuD, luciferase dratlA
translates into highly conserved amino acid resdaraong these
proteins where the SsuD active site has been pedpdasuD’s
Cysb4, His228, Arg297 and Tyr331 find their coupsets in
luciferase at Cys106, His44, Arg291 and Tyrll0, nehieis44
mutations produced inactive luciferdseThe reactive thiol of
Cys106 was observed in the crystal structure afdracse-bound
FMN to project directly towards position C(4a) ohet
isoalloxazine ring, the site of flavin oxygenati3riThey also find
their counterparts in LadA at Cysl4, His311 and68yrwhere
activity was completely abolished when mutating 3% and
Tyr6F as well as in Cys14 mutants of which were unable t
produce the dimeric assembly required for enzymattvity.
SsuD enzymes involved in sulfur scavenging fromaonggulfur
sources are synthesized under sulfate-starvatiodittons; they
show a very low content in sulfur-containing amamds. Cys54
of E. coli SsuD is remarkably conserved, suggesting that this
amino acid may play an important role in cataly$
alkanesulfonate desulfonation. Labeling of Cys5&suD led to
inactive enzyme, but the role of this residue wasatucidated.

8 L Li, X Liu, W Yang, F Xu, W Wang, L Feng, M Baatin, L Wang, Z Raq]
Mol Biol, 2008 376, 453.
° S Shima, E Warkentin, W Grabarse, M Sordel, M WjdR K Thauer, U
Ermler,J Mol Biol, 200Q 300, 935.
195 W Aufhammer, E Warkentin, H Berk, S Shima, Riailier, U Ermler,
Structure, 2004 12, 361.
X A J Fisher, T B Thompson, J B Thoden, T O BaldwiRayment,) Biol
Chem, 1996 271, 21956.
127 T Campbell, A Weichsel, W R Montfort, T O BaldwiBiochemistry, 2009,
48, 6085.
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Very recently Carpenteret al.'® established by means of

mutagenesis studies that Cys54 may be directlyndiractly
involved in stabilizing the C(4a)-hydroperoxyflavintermediate
formed during catalysis through hydrogen-bondirtgriactions.

6.2 Enzyme structure

The initial characterization of SsuD did not addrése question
of the enzyme’s reaction mechanism. Also, inteoastibetween
the enzyme and its substrates were not elucidateth whe crystal
structure of the enzyme was solved: no crystalsemmtyme-
susbstrate complexes were obtained. However, manjes have
been conducted with this enzyme by means of bioatam
mutagenesis and spectrometry technigques to geghinsnto
enzyme-substrate interactions.

The work presented here aims at shedding light hen SsuD
interactions with cofactor and substrates, its msighificant
structural elements, either static or dynamic, meiteng its
substrate specificity at molecular level. Moreovke information
gathered by molecular docking, molecular dynamiod analysis
of molecular interaction fields were used for buifgla QSAR
modef* for the quantitative prediction of SsuD substrate
selectivity.

The lack of knowledge about the enzyme action deoutar level
required a structural comparison with other membéithe same
enzyme family. The presence of preserved aminoacittee same
spatial positions among the active sites of thactires means
that these residues can play an important roleh@& dénzyme's
activity and selectivity.

13 R A Carpenter, X Zhan, H R ElliBjochim Biophys Acta, 201Q 1804, 97.
4P Braiuca, L Boscarol, C Ebert, P Linda, L Garilo&dv Synth Catal, 2006
348, 773.
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The structure of SsuD was compared with the strastof highly
homologous enzymes not only based on their sequentlkarity,
but also in terms of tertiary structure.

The crystal structure of SsuD was taken from thetetn Data
Bank (PDBJ° where it is available since July 2002 under theyen
code 1m41 and having a resolution of 2.3 A.

In the asymmetric unit, SsuD appears as a homordsadunit A
and B); each subunit consists of a single domain,egght-
strandedo/p-barrel motif. This fold classifies SsuD as a membe
of the big f/a)s TIM-barrel family (Figure 1§.

Figure 6.1: Secondary structure of SsuD; subunit An silver and subunit B
in charcoal.

5 H Berman, J Westbrook, Z Feng, G Gilliland, T Bt eissig, |
Shindyalov, P Bourné\ucleic Acids Res, 200Q 28, 235.
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SsuD is an FMNktdependent enzyme, but in the 1m41 PDB
structure there is no co-crystallised reduced FMifactor. The
following members of thep(a)s TIM-barrel structures were used
for the comparison:

e Bacterial luciferase (PDB 1luc);

e Long-chain alkane monooxygenase (LadA) co-cryskadli
with FMN (PDB 3b90);

e Methylenetetrahydromethanopterin reductase (Mer) co
crystallised with a different cofactor, namely.§(PDB
1269).

The first two enzymes, bacterial luciferase and A,adire
classified as FMN/FMNE monooxygenases and are members of
the same family along with SsuD. Therefore theyspneably
share a similar catalytic mechanism, since they akare a
homologous aminoacidic organization within the\sesite™

In particular, the structures 1luc, 3b90 and 1mAawsed after
superimposition three highly conserved residudsisaa Trp and
an Arg (His 11, Trp 196 and Arg 127 fur SsuD; Hi 4rp 194
and Arg 107 for bacterial luciferase; and His 3lrp, 348 and Arg
157 for LadA). It was clear that the spatial pasitiof the Arg
residue is highly conserved, whereas more diveegrman be
seen in the cases of His and Trp (Figure 2).
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o
B

Trp
His

Figure 6.2: Superimposition of the most preservedesidues, His, Trp and
Arg in the active site area among the compared statures: grey balls and
sticks for SsuD, charcoal balls and sticks for baetial luciferase and silver
sticks for LadA.

The alkalinity of the Arg residue plays an impottaole in the
stabilization of the phosphate group of the Fidfactor. As a
matter of fact, Mer lacks this residue, probablg do a different
and bulkier cofactor, which steric hindrance isodstacle for the
presence of such a residue in this position.

A Trp residue is located in the middle of the aetsites of all
three enzymes and creates a hydrophobic pocketctoranodate
the substrates. Moreover, observing the Trp postia LadA and
in Mer, it appears evident that its indolic rincalstizes the
cofactor by interacting with its isoalloxazine frite ring.
Concerning the role of SsuD's His a valuable exilan was
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found in a previous publication on Bacterial lucifge whose His

44 was proven to be the crucial amino&titbr the catalytic

activity, responsible for the substrate stabil@atin the active

site. Moreover, its distance from FMNKeems to be sufficient
for theaccommodation of substrates.

The spatial variability of this His residue amohg superimposed
enzymes is due to the different substrate spetyifgpectrum of

the enzymes.

6.3 Surface analysis

In order to map the physical chemical propertiesdedailed
GRID'® analysis of the enzyme surface was performed. €Thre
different probe types were used: WATER probe wtdelscribes
and quantifies the dipolar interactions and therbgen bond
formation, DRY probe which describes all the hydroiic
interactions and OS, sulphone/sulphoxide probegsszny for the
specific substrate affinity of SsuD.

Looking at the enzyme surface, the prevalence afrdphilic
regions is in agreement with the cytosolic origintlee protein;
nevertheless small hydrophobic regions are premshispread all
over the surface. A bigger hydrophobic area is tkxtaat the
entrance of the active site, which might have thecfion of
facilitating the substrate entrance in the catalgite and of
reducingthe entropic penalty caused by the expulsion ofewat
generated during catalysis (Figure 3).

16 p G Goodford) Med Chem, 1985 28, 849.
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Active site

Figure 6.3: Isopotential surfaces calculated by th&RID analysis of SsuD,
the hydrophilic areas are displayed in grey crosse(-0,7 kcal/mol) while
the hydrophobic ones are visualized in charcoal sdl surface (-2,5
kcal/mal).

The molecular interaction fields generated by GRiDQhe inner
part of the active site are characterised by tlesgarce of a big
hydrophobic zone, which is mostly due to Trp 196isTresult
indicates the existence of significant and widesg@rearea,
characterised by a neat hydrophobicity, mainly @u&rp, that has
a major role in cofactor stabilization (Figure 4).
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Figure 6.4: An insight of the active site of SsuDThe hydrophobic zone
(grey surface) around Trp 196 is clearly visible.
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The substrates of alkanesulfonate monooxygenaseDjSare
aliphatic sulphonic acids, the probe OS was theeeissed in
order to simulate the HSOgroup of the substrate. Alkaline
residues show high affinity for this probe and sitice active site
contains a few of them, an unambiguous bindingtpwosior the
substrate was not recognisable with this procedbigure 5).
Besides this finding does not give a conclusivedence for
formulating a hypothesis about the substrate bmdim still
represents valuable information.

188



6.ALKANESULFONATE MONOOXYGENASE

Areas with affinity for the OS probe are highlighted by the gray surfaces.

6.4 Cofactor interaction

The following step of the SsuD analysis was theudation of the
interaction with the cofactor. This was made by kilog'’ and
molecular dynamic$ of the enzyme-substrate complex.

As previously stated, SsuD is a homo-dimer in thgranetric
unit, and in its crystal structure two active siées present, one in
each subunit. A detailed analysis pointed out thay show a
different conformation: the active site of subufiseems to be
more closed than the active site of subunit B.

T Lengauer, M Rarey Mgurr Opin Struc Boil, 1996 6, 402.
8B J Alder, T E Wainwright) Chem Phys, 1959 31, 459.
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Subunit A Subunit B
Figure 6.6: Active site of SsuD, closed conformatiofor Subunit A on the
left and open for Subunit B on the right. The residie Asp interacts with the
residue Arg in the closed conformation of Subunit Aand with the residue
Glu in the open conformation of Subunit B.

The conformational differences are mainly due ®ititeractions
of three aminoacids: Arg 297, Asp 111 and Glu 2y 297 can
establish ionic interactions with both acidic resd (Asp 111 and
Glu 21), switching the active site conformationnfralosed to
open state and vice-versa. As a matter of factetieo different
states suggest the existence of a dynamic switcimaghanism
ruled by Arg 297 conformational changes (Figure Ndpreover,
the enzyme-cofactor interaction may be affectethim/switch.
The cofactor was docked in both active sites (sitl#uand B). A
large number of diverse poses were generated arglemant
difference between the two active sites (beingwo different
states) emerged. Therefore an unambiguous posedarofactor
was not determinable with the sole docking simatati By
looking at the scoring function (London d&as well as at the

¥ MOE 2006.08 Chemcomp, Montreal, Canada.
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potential energies of the different conformatiohsyas clear that
the overall interactions between FMN and the actite of
subunit A (closed conformation) were more favousatiian the
interactions with the open form of subunit B.

A further scoring criterion was necessary for scneg@ the
calculated cofactor conformations. The three-diroeras

coordinates of LadA co-crystallized FMN was used this

purpose. This way it was possible to univocallyeselone
conformation satisfying the energy based scorimgtion and the
structural requirements derived from the superintjpos with

LadA. Nevertheless, the obtained structure hadga potential
energy due to its unrefined position, an energyimmsation was
therefore necessary.

6.5 Molecular dynamic simulation of active
site conformational changes

The enzyme-cofactor interactions were further sddiby
subjecting the enzyme-cofactor complex to ns-scatdecular
dynamics simulations.

The enzyme-cofactor minimized complex, with FMNgtesent in
the active site of subunit A only, was explicitlglgated in water
and re-minimized using the PMEalgorithm implemented in
GROMACS! with GROMOS-96 53&6 force field. The
generated system was used as input for 20 ns niatestynamics
simulation.

20U Essmann, L Perera, M L Berkowitz, T Darden, H lle G Pedersed,
Chem Phys, 1995 103, 8577.
2L H J C Berendsen, D van der Spoel, R van Dru@emp Phys Comm, 1995
91, 43.
2. C Oostenbrink, A Villa, A E Mark, W F van Gunsteré Comput Chem,
2004 25, 1656.
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The study of the active site conformational chawgs performed
by analysing the dynamics trajectories focusingrenmovement
of the Arg 297 residue. The initial distance betwéeg 297 and
Asp 111 is about 7 A; this distance decreases gdutime
simulation and reaches equilibrium at the distante A in
approximately 10 ns, after which it remains stdblethe rest of
the time.

This movement is due to the presence of FMIitat perturbs the
system, which takes approximately 10 ns to reachmew
equilibrium state. The ionic interactions betweeg 297 and Asp
111 prevent the expulsion of the cofactor; while tistance
between Arg 297 and Glu 21 is variable during thire period of
the simulation fluctuating between 12 and 3 A (Fégu).

3 T T

Distance (nmj
e

Distance (nmi
i

e

MICHY 15000
Time (ps)

Figure 6.7: Evaluation of the minimal distances bateen Arg 297, Asp 111
and Glu 21 during the 20 ns molecular dynamics simation of Subunit A.

The results of the simulation of subunit B show @pposite
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phenomenon: the distance between Arg 297 and A%pislhbot
stable and fluctuates between 5 and 12 A, on tmrany the
distance between Arg 297 and Glu 21 is stable Atd2iring the
entire simulation (Figure 8).
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Figure 6.8: Evaluation of the distances between Arg97, Asp 111 and Glu
21 during the 20 ns molecular dynamics simulationfdSubunit B.

This simulation showed that the presence of theaatof
influences the progressive stabilization toward® tblosed
conformation of the active site, while the emptye siemains
stable in the open state.

After this simulation the cofactor was removed freobunit A
and the system was submitted to another MD sinmratp verify
whether the hypothesized dynamic switch does exlste
mechanism was not observed after 20 ns, but inagabe
simulation time to 100 ns the dynamic switch of A97 was
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noticeable. In this simulation after approximat2ly ns Arg 297
breaks its interaction with Asp 111 and establisims hydrogen
bonds with Glu 21, the distance between these teg)dues
gradually changes from the initial 15 A to a fimétance of 3 A
(Figure 9).

These simulations confirm that Arg 297, Asp 111 &id 21 are
important residues for the enzymatic activity besathey are
responsible for cofactor entrapment. A dynamic oonftional
change of the active site, switching from a cloedn open state,
due to Arg 297 was also demonstrated. The presenE&NH,
undoubtedlystabilizes the active site in the closed conforamti
while on the other hand the empty active site exgetically more
stable in its open conformation and therefore asibks for
cofactor accommodation. Nevertheless the openiogja
mechanism is necessary for substrate access anactmof
regeneration.
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Figure 6.9: Evaluation of the minimal distance betwen Arg264 and Glu21
during 100 ns MD simulation of subunit A after cofator removal.

6.6 Substrate interactions and selectivity

After having obtained the enzyme-cofactor compled &aving
understood its major structural features and dyondmwahaviour, it
was possible to study the interaction with subsgatSsuD
catalyses the oxidation of aliphatic sulphonated #rough its
specificity seems to be pretty narrow towards ldingar alkyl
compounds, it can accept a significantly diverse sé
compounds. A set of substrates was taken from itamature?
molecular docking and molecular dynamics were uldthe
calculation of their complexes with the enzyme amslibsequent
quantitative structure activity relationship (QSA&)proach was
applied to the system for generating a predictivedeh of the
substrate specificity.

The substrates used in this part of the study aneir t
corresponding experimentally measured/Ky are reported in
table 1. The data set meets the necessary requitemeterms of
structural diversity, /Ky range and homogeneity of distribution,
which are crucial for the generation of a consis@8AR model.
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Table 6.1: Data set of the 3D-QSAR model.
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The starting point for the determination of the Studites' active
conformers was the equilibrated enzyme-cofactor pitemn
structure after 20 ns dynamics simulation. The sates were
docked into the same active site and the critenigHe screening
of the generated poses was based on the molecutagtion
fields calculated by GRID, especially based on O8be and
described above.

Despite several different interaction regions weoited out by
the OS probe, this information was of outstandmgartance for
the docking scoring step.

The scoring of the docked conformations of the sabess was
based on three criteria:

1) Position of the sulphonic group in the areas detethby
OS probe molecular interaction field and correct
orientation towards the alkaline side chain of His

i) The geometric compatibility with a possible catalyt
mechanism, namely the distance between the sulphoni
group and the FMNHKHbonded oxygen molecule involved
in the catalysis;

iii) The docking algorithm energy based scoring clion

(London dG)*®

Following this scheme one single conformation fackesubstrate
was chosen and the system was subjected to enengyization
and molecular dynamics for a more detailed confdional
analysis. In particular, each system was solvatiéd awvater shell
and energy minimized using PMEalgorithm by GROMACS'
and GROMOS-96 53346 force field. Subsequently a 300 ps
molecular dynamics simulation for each enzyme-satest
complex was carried out.

The outcome of every MD simulation was carefullalgsed and
the substrate conformers with the lowest potergrargy were
selected and subsequently used for the construcfitime QSAR
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model. The GRID independent descriptors (GRIND)
implemented in the software ALMOND were used, since this
procedure is alignment independent and permitsvtadaerrors
coming from superimposition of substrates, commbastacle in
3D-QSAR.

GRIND starts from the molecular interaction fieldsIFs),
obtained with the GRID approach, pointing out regiavhere the
molecule can produce energetically favourable auons with
its environment, simulated by the probes. Then thethod
transforms these MIFs in a relatively small numbkrariables,
namely an ensemble of vectors coupling points & MIFs
(representing favourable interactions) at differedistances,
having the highest possible energy. The vector joan points
belonging to the same MIF, or to different MIFs.iSThvay the
variables are grouped in blocks generally calledetograms and
specifically auto-correlograms when the vectora jmoints within
a single MIF, cross-correlogram when they join p®ibelonging
to different MIFs. In other words, the GRIND deptors are
auto- and cross-correlation vectors that join tHé&'&points with
the highest energy products.

Four probes with different physico-chemical progsrtvere used
in the calculation of the molecular interactionldee namely the
WATER, the DRY, the Cat+ and the TIP probe. The \WRT
probe describes and quantifies the dipolar intemastand the
hydrogen bond formation, the DRY probe considers tla¢
hydrophobic interactions, the Ca++ probe takes adoount the
interactions with charged groups, for instance #wdphonic
group, and the TIP probe generates a MIF that i&tlgt
dependent on the shape of the molecule. Those fooies
generated totally 10 correlograms, four auto-cogedms and six

23 M Pastor, G Cruciani, | McLay, S Pickett, S ClemehMed Chem, 200Q
43, 3233.
24 ALMOND 3.3.Q Molecular Discovery Ltd, Perugia, Italy.
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cross-correlograms (all possible couples), cornedpg to 600
independent variables (vectors).

The energy values contained in the matrices of @RIND
descriptors were statistically analysed to geneRit&° models
able to correlate the molecular descriptors with ¢éxperimental
KcalKm Values.

The first model included all 600 variables, butgtedictivity was
low. In order to improve the consistence of theaggated model, a
variable selection process was necessary. All #&ov blocks
containing insufficient information in terms of siate
discrimination (vector blocks with standard dewaticlose to
zero) were discarded. In this operation all themsccoming from
the Cat++ probe were deleted; probably because #&ie- @robe
generates high interaction values only in corredpane of the
sulphonic group which is present in every objedhefdata set.
Then we applied the FFD variable selection algorthwhich
conserved only 136 active variables. The final Rid@lysis was
performed only on 10 of the initial 11 compoundse @ompound
(5) with average k/Ku value was excluded from the training set
due to its outlier behaviour. Five principal compots were
calculated.

The model was validated by means of the leave-ongidOO)
cross-validation procedure (Table 2). The predectoorrelation
coefficient () which provides the quantitative evaluation of the
consistency of the model was as high as 0.719 enthird
principal component whereas 71 percent of the magaof the
model was explained by the first three principahponents and
showed an’rof 0.976 on the third PC.

The predictivity of the model was satisfactory, wing a good
quality of prediction especially for the moleculgng in the

% F |ldiko, J FriedmariTechnometrics, 1993 35, 109.
%6 G Cruciani, S Clementi, M Baroni, Theory Methodsl @pplicationsH Ed.
ESCOM: Leiden, 1993 551.
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medium to high part of the.l/Ku range (see Table 2 and Figure
10). The performances of the model slightly de@safr the
molecules having low &/Ky, simply because that zone of the
plot is less populated. This means that in primcthe predictivity
of the model could be even higher than measuretheyLOO
procedure.

Experimental” Predicted keadKw by
Compound Kca Km LOO
(min*pM™) (min*pM™)
1 6,7 49
2 6,1 6,3
3 6,0 3,9
4 4,6 3,5
6 3,2 3,6
7 2,7 3,2
8 1,8 1,4
9 1,1 0,6
10 0,6 1,3
11 0,4 1,2

Table 6.2: Comparison of the measured experimentd{ /Ky values and
the k./Ky predicted by LOO cross-validation procedure appliedon the
data set.
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Substrate selectivity QSAR
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Figure 6.10: Predictivity of the model in terms ofexperimental versus
predicted k.,/Ky; values expressed in p (-Log) scale.

The interpretation of a QSAR model based on GRINBcdptors
can sometimes be a difficult task. The advantagehafing
alignment free mathematical description of the datacauses the
loss of the direct connection between molecule'entbal
characteristics and their absolute position in @atesian space,
making the comparison of the different moleculeshef data set
particularly difficult. Nevertheless it is still peible to get
important information from the analysis of the mkslgariables
having the highest statistical weight; this is Igeimighly
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correlated with the activity of interest. The arsady of the
correlograms and the PLS weights profile plot igjadat utility in
this perspective.

Statistics point out that among all the originafiaible blocks,
only those coming from DRY and TIP probes MIFs were
informative.
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Figure 6.11: Auto- and cross-correlograms of the mbes DRY and TIP;
each single point corresponds to a vector correlaewith a measured
activity, high activity values in red, low in blue.

The correlograms show that the GRIND descriptoes able to
separate the active compounds from the inactive @figure 11).
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The DRY-DRY auto-correlogram generates vectors vathall
module (the product of MIFs original variables dnoects) for
low activity (blue points) and vectors with big muel for highly
active molecules (red points). The same trendasgrved also for
the DRY-TIP cross-correlogram. The TIP-TIP autoretmgram
discriminates among the activities in a differeydt similar way.
The discrimination is 'horizontal’, with the actismpounds
having a broader ensemble of vectors whereas thetive
compounds show narrower correlograms. In other sjotte
substrates having a high. KKy generate longer vectors than the
compounds characterized by low#y. This is associated with
the length and shape of the molecules. TIP prokeribéng long
linear alkyl chains usually generates two strortgraction zones
at the ends of the chain, while with globular omgbex shaped
structures it generates several different zonaesmarthe molecule.
In this latter case the average distances amorgg thenes are
significantly shorter, thus generating an ensemtileshorter
vectors.

The comparison of two molecules, lying on the ojtposide of
the activity graph (Figure 10), is useful to undsng how a
chemical meaning can be extracted from the stadistnodel.
Highlighting the vectors having the major contribatto the PLS
in both the DRY and TIP MIFs demonstrates how ts¢ridution
of hydrophobicity and the shape of the substratetheir active
conformation are the key elements for interpretati@omparing
for instance moleculé and9 (Figure 12), it appears clearly that
extended linear conformations, presenting  sigmifica
hydrophobicity in their central parts are necesgarydisplaying
high k.o/Km. Compoundl is substantially linear and hydrophobic,
the vectors corresponding to the highest PLS wesighte
extremely similar and they univocally connect thve £nds of the
molecule. The DRY auto-correlogram is made by a plem
network of relatively short vectors, connecting thgtensive
central hydrophobic zone of the compound. On therdband, the
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shape of compound® shows a slightly globular charact
affecting significantly the ensemble of vectorstbé TIP aut-
correlograms, as it can be seenfigure 11. The hydrophob
character is still present, but it is unhomogenbodsstributed
and the molecule is remarkably shorter than comgd, altering
the network of vectors of the DRY auto+relogram

The TIP representation is correlated with siiape of the activ
site cleft, which is long and narrow, and the DRYnesentation i
correlated to the interactions that the substrstibishes with th
isoalloxazine ring of the cofactor.

Figure 6.12: ALMOND vectors for the autocorrelograms of the DRY
probe on top and for the TIP probe on bottom; compand 1 on the left,
compound 9 on the right.

Besides being an instrument for the predictionlkéesulfonat:
monooxygenase substrate specificity, the modelofieguideline
describing the physicohemical characteristics necessary
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being accepted by this enzyme. In this contexait lbe used as a
reference for reaction engineering.

6.7 Conclusions

Molecular simulation methods have been appliecheostudy of
SsuD action at molecular level, shedding light @nghaspects of
enzyme-substrate interaction mechanisms. The enzftowed a
two-states dynamic mechanism, switching betweeopam and a
closed conformation of its active site. The present FMNH,
cofactor stabilizes the closed state, while the tgngative site
showed to be energetically more stable in the ogiate. This
mechanism has never been observed before andnitsidn is
clearly the regulation of substrates access andactmf
regeneration.
The role of some residues, already pointed ouekevant for the
enzyme’s catalytic activity, has been confirmed aladified. For
instance, Arg 297, Asp 111 and Glu 2 govern theadynal
switch between the open and closed conformatiohdewlis 44
and Trp 196, on the other hand, are crucial fobikting the
sulphonic group of the substrates and the cofaegpectively.
The conformational analysis of a set of substratésknown
kcalKm, performed by MD simulations was used for the
generation of a 3D-QSAR model for the prediction SuD
substrate specificity. The Grid INdependent Desorgp(GRIND)
and Partial Least Squares (PLS) have been useduflating up
the model, which demonstrated to be statisticabipust and
predictive. The interpretation of the 3D-QSAR modelped in
pointing out the most relevant structural charasties correlated
with enzyme specificity. The distribution of hydiabicity and
the shape of the substrates in their active cordton showed to
be essential in this aspect. Substrates whoseeaotinformation
Is elongated, with a neat and defined polar part,esponding to
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the sulphonic group, linked to a long and narrovdrbphobic

structure are those showing the highegikw. On the contrary,
the globular character of the hydrophobic parth&f substrate is
inversely proportional to enzyme substrate spatyfic

The model can be used to predict SsuD selectioiyatds new
compounds, thus representing a helpful tool for shpport in

developing synthetic processes involving this ernzym

The results achieved during the studies on Alkdf@sate

monoxygenase prove that the computational methgddo
previously employed on lipases can be successapllied on

other enzymatic systems with equal success. Madealynamics
simulations demonstrated once again their highcieficy in

conformational sampling, while hybrid approachesawied by

the synergic application of MD simulations, molerulescriptors
calculation and multivariate statistics lead to tjeneration of
very powerful quantitative predictive models.

6.8 Experimental section

The protein structures used for this study wergenatd from the
Protein Data Bank (Id:1m41 for SsuD, 1lluc for baete
luciferase, 3b90 for LadA and 1z69 for Mer). Theasdial
structures were pretreated in MOE by removing the
crystallographic water molecules present in the fddbHydrogen
atoms were added and their positions were optimizéd an
energy minimization procedure in the Amber99 fofiedd in its
MOE implementation. Subsequently a minimizationtloé side
chains was performed keeping the backbone atored.fix
Superimpositions of protein structures was perfarrasing the
MOE Superpose tool fixing the spatial position bk tmost
preserved residues (His, Trp, Arg) in all the supposed
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structures. The alignment was performed using tlosumn3G’
matrix.

GRID

The GRID analysis was performed on the SsuD prot#ioosing
a cage big enough to include the whole protein. gie nodes
were set every 0.5 A. The probes used for the klon of the
molecular interaction fields were DRY (hydrophobpcobe),
WATER (H,O probe) and OS (sulphonic acid mimic probe).

Docking

The Docking procedure was performed using the dagckiodule
of MOE.

Concerning FMNH, the procedure was performed on a 10 A
radius selected area surrounding the active stesnt from the
coordinates of active His, Trp and Arg residuese Tdrce field
used for the docking was MMFF94x, the partial ckargf the
atoms were calculated at the PM3 semi-empirical/dwy means
of the MOPAC7 program and the different poses vpdaieed with
the alpha PMI method and scored by means of theldordG
scoring function. The final FMNiHpose was finally located by
evaluation of the scoring function (London dG) ah& pose
similarity with the FMN co-crystallized in the PD&ructure of
LadA (PDB 3b90).

The docking simulations of the substrates wereopertd in the
same way considering a 12 A radius selected amawsuling the
FMN; the initial positions of the substrates weranmally set in
order to meet the three different criteria: i) $wpic group

27 5 Henicoff, J F HenicofPNAS, 1992 89, 10915.
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located in a OS probe interacting area; ii) sulphogroup

distance from FMNH iii) London dG scoring function. The
substrate molecules were inserted by building @aclecule with

the MOE builder tool and subsequently minimizedr Each

substrate, the conformation presenting the higlsestre and
fulfilling the structural requirements for the imiion of the

enzymatic catalysis was chosen.

Molecular dynamics

The molecular dynamics simulations were performethgi the
software GROMACS with the GROMOS-96 53a6 forcedfidlhe
SsuD pdb crystal structure was implemented in tineef field in
gro file format by using the automatic tool of ttlROMACS
software which also add the necessary hydrogerespidtein was
solvated with explicit water in a virtual box of 3B nn¥. All the
dynamics were performed in a NPT environment sitmgdathe
temperature of 300 K and keeping the pressure aonst
(Berendsen-thermostat and pressure), cut-off factedstatic
interaction was setted at 1.4 nm and the limit tfee van der
Waals interactions setted at 1.4 nm. Only for thaimmzation
procedures the PME algorithm (Particle Mesh Ewald aot a
simple cut-off) was used for the calculation of #lectrostatic
interactions setting the limit at 1.0 nm. The FMNHEnd the
substrate molecules were parametrised in the GROBKDS3a6
force field by using the Dundee PRODRG?2 séfvand manually
refined in order to meet the correct force fieldimgon. The
reduced FMN and the substrate molecules were migradded in
the gro file taking the coordinate from the dockiegults. The
system was previously minimized with 1000 step t¢fep
descendent algorithm before every molecular dynsmic
calculation.
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Molecular dynamics analysis were performed with GITS
tools; distances measurements were calculated ugsingndist
and computing the minimum distance between twauves; the
results were visualized using Grace software.

Each substrate conformation chosen for the cortsiruof the
data set for the QSAR analysis was the one chaizsteby the
lowest potential energy out of all the frames sawedthe
dynamics trajectories.

Almond

Four different probes were used for the Almond wect
generation, namely DRY (hydrophobic probe), WATER,Q

probe), Ca++ (charged probe) and TIP (shape probegse
probes generated in total ten correlograms (foto-aarrelograms
and six cross-correlograms) corresponding to 600abies

(vectors).

All the vectors generated from the data coming fribim Ca++
probe were discarded (standard deviation closerim)z

Variables selection was performed by using the Fdorithm

keeping the uncertain variables, 136 variables veeteve after
this operation. One compoung) with average k/Kyu value was
excluded from the training set (outlier behaviour).

PLS models with 5 principal components were congudad

validated by LOO (leave-one-out) method. QSAR galbest
predictivity model is expressed in terms of expermtal versus
predicted (on three principal component/Ky with values
expressed in p (-Log) scale.
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7.CONCLUSIONS

Great advantages of biocatalytic processes in ioalatvith

classical chemical approaches have been universaibgpted
during the last few years. More and more biocatabpplications
are now commonly employed in industrial processes.

A comprehensive knowledge about the enzyme ofastas a key
factor for the improvement and expansion of bidgaia

processes, nevertheless several aspects of engymeatviour, as
well as new enzyme activities, have not been coralyle
investigated yet.

The classical experimental trial and error approaebds to be
reviewed in order to maximise the information gdirfeom any
experimental attempt and rationalize at moleculevel the
enzyme behaviour.

New strategies based on molecular modelling teclasighave
been developed during the last ten years. Molecdjeramics
simulations (MD) are able to investigate enzymeabedurs at
molecular level. The principal limitation of thisomputational
methodology is its inefficiency for simulations eeding complex
phenomena. In these cases a different statistogabach is more
recommended and it can be used to extract relaaéormation

from any experimental test and create a predictiodel.

All these techniques represent the bases for threla@ment of
new hybrid approaches for enzyme and biocatalytidzsed
procedures.

This idea was applied to one of the most impor@amd used
enzyme classes, the lipases. Several lipases wesstigated
looking at their crystal structure and studying ithsurface
properties in order to find some common featuresnduthe

lipase activation process. This process dependb@movement
of a protein domain called lid which covers theiactite when
the enzyme is in its inactive conformation and wgdes a
conformational change, exposing the active site mnadking it

accessible for the substrate in the enzyme’s activéormation.
This phenomenon concerning the lid movements cérsglipases
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was investigated by performing molecular dynamiasutations.

Different molecular dynamics simulation technigwesre used,
starting from classical MD simulations, steered Iihulations
which reduce the computational time required tousate the
desired event and finally coarse grained MD simaret with the
MARTINI force field. Classical MD simulations demstrated to
be able to simulate correctly the process of lipasgvation.

Steered MD simulations effectively reduced the cotagponal

time needed for the study of these phenomena. Nwless,
results obtained by steered MD simulations neelet@arefully
analysed because of the slight movement distodaused by the
method itself.

Different concepts were acquired during the workto$ thesis,
not only from the methodological point of view. @enning

lipases, it was observed that small bacterial épasre usually
characterised by a huge lid which is affected byamplex

movement that involves more than one protein domaim the

other hand, other eukaryotic lipases with a coestsmolecular
weight usually have a small lid and its movemergaserned just
by the breaking and the formation of few hydrogends. These
lid movement features can be used for a new typdipake

classification. Moreover the force that drives thesnformational
changes has to be found in the media charactaribBcause in
polar environments the protein hinders the hydroptity of its

active site in order to minimise the unfavouraliteiactions that
would be established between the solvent and tbeipractive
site.

MARTINI demonstrated to lack the necessary accuraoy
simulate a fine event like the lid movement. On ttleer hand
MARTINI was successfully applied in the simulatioh enzyme
orientation at the interface and more generallprdaved to be
suitable for the simulation of big system in ortestudy enzyme
orientation.

The intrinsic characteristics of MARTINI make ititable for the
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estimation of the average molecular vibrations ofeazyme in
different water-solvent mixtures which were perfedrin order to
study enzyme stability in different conditions. Té@mmbination of
these computed vibrations with experimental dataentzyme
residual activity after incubation in the same wak@vent
mixtures that were parametrised in silico led ® gleneration of a
predictive model. This was performed for fGandida antarctica
lipase B.

Another important enzyme characteristic given bg #nzyme
selectivity was investigated during this work. Irrder to
guantitatively describe this feature a statistaggbroach based on
3D-QSAR was performed on the same enzyme. Thisistedsin
the development of a new class of molecular desgspnamely
differential Molecular Interaction Field. The intsic properties of
these newly developed descriptors is the abilitgéscribe two
objects simultaneously and can therefore be appésdthe
descriptors for the characterization of the enaelrectivity of an
enzyme.

To test the general applicability of the computagioapproaches
developed for the study of lipases, they were lynedsted on a
completely different and relatively unknown enzymeorder to
prove the universality of these methods. MD simafet to study
the dynamics of enzyme activation/inactivation,vasl as 3D-
QSAR approach to study the substrate selectivityrewe
successfully applied to Alkanesulfonate monooxygena

This enzyme is different from the other studiedyemes in terms
of its classification, mechanism of action as veslthe necessity
of a cofactor involved in the catalytic processe™dpplication of
the previously established techniques proved tadegjuate in this
case study as well. Different interesting notiohew the enzyme
properties were highlighted during the study. lisvegen that the
enzyme undergoes a conformational change in the
presence/absence of the cofactor given by a mofienparticular
structural domain. With the aid of molecular dockiand MD
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based approaches the correct substrate collocatisde the
active site was comprehended. Nevertheless, for eapeat
understanding of the enzyme substrate recogniabmolecular
level, a 3D-QSAR methodology was applied. The coictéd
model proved to be consistent for the descriptibthe desired

properties as well as predictive for the enzymeedility
estimation.
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