
Rend. Istit. Mat. Univ. Trieste
Vol. XXXVII, 127–140 (2005)

On a Quasilinear Parabolic System

Modelling the Diffusion

of Radioactive Isotopes

E. Comparini, C. Pescatore and M. Ughi (∗)

Dedicated to the memory of Fabio Rossi, with deep affection

Summary. - We consider a model for the diffusion of N species
of isotopes of the same element in a medium, consisting in a
parabolic quasilinear system, with Dirichlet boundary condition,
in the general hypothesis that the diffusion coefficients possibly
are all different. We prove existence and uniqueness of classi-
cal solution in the physically relevant assumption that the total
concentration of the element is positive and bounded.

1. Introduction

We will consider a model proposed in [8] for the diffusion of N species
of isotopes of the same element in a medium and based on the as-
sumption that the flux of the i component Ji is given by

Ji = −

(

D̃i∇ci + Di
ci

c
∇c

)

, i = 1, ..., N (1)
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with

c =
N

∑

i=1

ci. (2)

In the above constitutive law, the coefficients D̃i are the usual
parabolic diffusion coefficients, which account for the interaction of
the i-component with the surrounding medium, while the coefficients
Di are related to the interaction among the isotopes. We assume that
the coefficients D̃i and Di are positive constants.

The main idea is that each component feels the gradient of the

total element concentration in a relative percentage
ci

c
, because the

isotopes are chemically indistinguishable. For details of the original
physical model see [8]. A similar model is presented in [3].

In the case of radioactive isotopes, we have to take into account
the radioactive decay law, which for spacially homogeneous distribu-
tions is a linear ODE system

dC

dt
= ΛC, C ∈ RN , (3)

with Λ a suitable N × N constant matrix.

An important example is the couple U238(c1), U234(c2) for which
the decay law is











dc1

dt
= −λ1c1,

dc2

dt
= λ1c1 − λ2c2,

(4)

with 0 < λ1 << λ2.

The model is relevant in various physical applications, among
which let us mention the distribution of radionuclides in the ground
water around a deep repository for used nuclear fuel, whose study is
an essential requirement for future safety analysis, see e.g. [6].

In the paper [4] we have studied some qualitative properties of
the solution in the physically relevant assumption that the diffusion
coefficients D̃i are much smaller than the Di, thus showing the ap-
pearance of a “hyperbolic” behaviour for the ci, quite interesting for
the applications. Here we will consider the general case of positive
diffusion coefficients, possibly all different.
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We will prove the existence and uniqueness of classical solution
of the resulting system with Dirichlet boundary conditions in the
physically relevant assumption that

K ≥ ci ≥ k > 0, i = 1, ..., N, (5)

k,K constant.

2. Statement of the problem

Let Ω be a bounded domain of Rn with regular boundary ∂Ω, the
model problem is























∂ci

∂t
= −divJi +

N
∑

j=1

λijcj , in Ω × (0, T ),

ci|∂Ω = fi, in ∂Ω × (0, T ),

ci(x, 0) = ci0(x) in Ω,

(6)

for i = 1, ..., N , with Ji given by (1), (2).
The assumptions on the boundary-initial data are the physical

one (5) plus smoothness, that is, denoting by Γ the parabolic bound-
ary ∂Ω × [0, T ] ∪ Ω × {t = 0}

Hp A) ci|Γ smooth, ci|Γ satisfies (5) for i = 1, ..., N .

As for the matrix Λ we have to assume that either it is zero,
(for stable isotopes such as the couple (Cl37, Cl35)), or it models a
radiactive decay, (such as the couple (U238, U234) we mentioned in
the introduction).

Therefore it is natural to require a positive property for the so-
lution of the ODE initial value problem







dC(t)

dt
= ΛC(t), C = (c1, ..., cN )

C(0) = C0, C0 = (c10, ..., cN0),
(7)

namely

Hp B) Λ is a constant matrix such that ∀C0 ∈ R
N , there exists a

unique bounded solution C(t;C0) for t ∈ (0,+∞) and if
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(i) if ci0 ≥ 0 then ci(t) ≥ 0, for i = 1, ..., N ;

(ii) if for some i, ci0 > 0 then ci(t) > 0, for any t > 0.

Assumption B) implies that, if C0 6= 0 and (i) holds, then

c(t) =
N

∑

i=1

ci(t) > 0, t > 0.

Remark 2.1.

Actually for radiactive isotopes there often exists a so called “sec-
ular equilibrium”, i.e. an asymptotically stable positive equilibrium

for the ratios
ci

cj
. For the couple U238, U234 it is

U238

U234
=̃18 000. In this

situation we should add to assumption B) the following

Hp B’) Λ has N real negative eigenvalues, the eigenvector of the
largest one has all components of the same sign.

Since it is relevant to consider the total concentration c, we will
consider the problem obtained from (6) substituting to the N-th
equation the sum of all the equations, setting

cN = c −

N−1
∑

i=1

ci.

Then denoting by

C = (c1, ..., cN−1, c) ∈ R
N , (8)

we can write the problem in the following way, using the notations
of [2]:























∂C

∂t
=

n
∑

j,k=1

∂

∂xj

(

Ajk(C)
∂C

∂xk

)

+ Λ̃C, inΩ × (0, T )

C|∂Ω = f, in∂Ω × (0, T )

C(x, 0) = C0(x) inΩ,

(9)

where Ajk, j, k = 1, ..., n are a family of real matrices N × N given
by

Ajk(C) = A(C)δjk, j, k = 1, ..., n (10)
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δjk is the Kronecker symbol, and A(C) is the N × N real matrix
0

B

B

B

B

B

B

B

B

@

D̃1 0 . . . 0 D1
c1

c

0 D̃2 . . . 0 D2
c2

c

...
...

. . .
...

...

0 0 . . . D̃N−1 DN−1
cN−1

c

D̃1−D̃N D̃2−D̃N . . . D̃N−1−D̃N D̃N +DN +
P

N−1
i=1 (Di−DN ) ci

c

1

C

C

C

C

C

C

C

C

A

(11)

The matrix Λ̃ is derived in obvious way from Λ:













λ11 − λ1N . . . λ1N

λ21 − λ2N . . . λ2N

...
. . .

...
∑N

m=1(λm1 − λmN ) . . .
∑N

m=1 λmN













(12)

and
{

f = (f1, . . . fN−1,
∑N

i=1 fi),

C0 = (c10, . . . c(N−1) 0,
∑N

i=1 ci0).
(13)

Since we are interested in the physical assumptions, the boundary
value cannot be zero, so we reduce to the homogeneous Dirichlet
problem in the usual way, see also [2], Sect.11, that is we extend
smoothly f in the interior, let us denote the extention by f̃ , and
arrive for u = C − f̃ to the following problem for u






















∂u

∂t
=

n
∑

j,k=1

∂

∂xj

(

Ãjk

∂u

∂xk

)

+ F (u, ∂u, x, t), inΩ × (0, T )

u|∂Ω = 0, in∂Ω × (0, T )

u(x, 0) = C0 − f̃(x, 0) inΩ,

(14)
where











Ãjk = A(u + f̃)δik,

F = Λ̃u +
∑n

jk=1

∂

∂xj

(

Ãjk
∂f̃

∂xk

)

+ Λ̃f̃ −
∂f̃

∂t
.

(15)

Since F is affine in ∂u, the principal part of the operator, see the
first of (15), is in “separated divergence form” in the sense of [2] and
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we have Dirichlet boundary conditions, we can apply the results of
[1], [2], provided we prove a “normal ellipticity condition” (see [2]
p.151 and [1] p.219, 220) which in this case (see Theorem 4.4 of [2])
reduces to prove that

“all the eigenvalues of the matrix A have positive real part′′. (16)

Let us remark that for our problem the “normal ellipticity condi-
tion” corresponds to the original definition of parabolic system by
Petrovskii (see [9]) (see Def. 1,2 Cap. VII, Sect.8 of [7]), and that
in space dimension one a simpler proof of Theorem 4.4 of [2] can be
found in [7], p.624.

We will prove in the next Section 3 the “normal ellipticity condi-
tion” on A, however we want to stress here that our operator (15) is
not “strongly elliptic”, that is it does not satisfy the condition (see
[2], (10) of Sect.1, [7], Def.7 Cap. VII, Sect.8)

N
∑

i,j=1

Aijξiξj > 0, ∀ξ ∈ R
N \ {0}, (17)

in all the domain of interest (see (5)).
In order to see this, it is sufficient to consider the special, but

physically relevant, case in which

D̃i = D̃, Di = D, i = 1, ..., N. (18)

In fact in this case the matrix A is upper triangular and has N−1
eigenvalues equal to D̃ and one eigenvalue equal to D̃ + D, so it is
“normal elliptic”, but a straightforward calculation shows that (17)
does not hold for all the interesting range of D̃,D and for ci satisfying
(5). In particular, one can see that for N = 2 the condition (17) does
not hold for any D̃ positive, but only for sufficiently large D̃ (remark
that the matrix A is not symmetric).

3. Normal ellipticity condition

In view of assumption (5) and of the definition of A, let us define

r = (r1, ..rN−1) ∈ R
N−1, ri =

ci

c
. (19)
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We will consider the coefficients of the matrix A defined by (10), as
functions of r, affine in r, in the open domain

G =

{

r ∈ R
N−1 : ri > 0, i = 1, ..., N − 1,

N−1
∑

j=1

rj < 1

}

⊂ R
N−1.

(20)
We will assume, without loss of generality, the order

D̃N ≤ D̃N−1 ≤ ... ≤ D̃1. (21)

Let us list first some simple cases, however of interest in the
applications.

case 1. Di = D, D̃i = D̃, i = 1, ..., N

We have already seen in Sect.2 that we have an eigenvalue D̃

with algebraic multiplicity N − 1 and an eigenvalue D̃ + D.

case 2. D̃i = D̃, i = 1, ..., N

Again A is upper triangular, D̃ is an eigenvalue with multiplic-
ity N − 1 and the last one is ANN (r)

case 3. Di = D, i = 1, ..., N

Then in the matrix A the term ANN = D̃ + D is constant.

Let us remark that for ANN we have

D̃N + min
i

Di ≤ ANN (r) ≤ D̃N + max
i

Di, r ∈ G. (22)

Since ANN is affine in r and (22) holds in G, we have that

G ⊂ G̃ = {r ∈ R
N−1 : ANN > 0}, (23)

actually G is bounded away from ∂G̃.
We will now prove the following

Lemma 3.1. The matrix A has, in G, N real positive bounded eigen-
values, say λi, i = 1, ..., N and

0 < D̃N ≤ λ1 ≤ D̃N−1 ≤ ... ≤ λN−1 ≤ D̃1 ≤ λN ≤ D̃1 + max
i

Di.
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Proof. Let us consider first the case of D̃i all different.
Then the eigenvalues of A are 6= D̃i, i = 1, ..., N − 1. In fact,

assume the contrary, i.e. one eigenvalue is D̃i for some i, and look
at the eigenvector equation (A − D̃i Id) v = 0, that is:











(D̃j − D̃i)vj + DjrjvN = 0, j 6= i,N,

DirivN = 0,
∑N−1

j=1 (D̃j − D̃N )vj + (ANN − D̃i)vN = 0.

(24)

Since r ∈ G, ri > 0 hence vN = 0, therefore vj = 0 for j 6= i, and
from the last row vi = 0 (recall that we are assuming that the D̃i

are all different). So v = 0 and we get a contradiction.

Multiplying the i-th row for −
(D̃i − D̃N )

D̃i − λ
and summing it to the

N-th row, for i = 1, ..., N − 1, we get

det(A − λId) = det















D̃1−λ 0 . . . 0 D1r1

0 D̃2−λ . . . 0 D2r2

...
...

. . .
...

...

0 0 . . . D̃N−1−λ DN−1rN−1

0 0 . . . 0 −g(λ; r)















= −(D̃1 − λ)...(D̃N−1 − λ)g(λ; r) (25)

where g(λ; r) is given by

g(λ; r) =
N−1
∑

i=1

(D̃i − D̃N )Diri

D̃i − λ
+ λ − ANN (r). (26)

Since λ 6= D̃i, i 6= N , the eigenvalues are the zeros of g(λ; r).
We have:

dg

dλ
=

N−1
∑

i=1

(D̃i − D̃N )Diri

(D̃i − λ)2
+ 1 > 1, (27)

for all r in G.
For any i 6= N we have ∀ri > 0, r ∈ R

N−1











limλ→D̃−

i

g(λ; r) = +∞,

limλ→D̃+
i

g(λ; r) = −∞,

limλ→+∞ g(λ; r) = +∞.

(28)
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Therefore there exists a unique zero in each interval (D̃i+1, D̃i), i =
1, N − 2, and (D̃1,+∞).

As for the smallest eigenvalue, consider for r ∈ G

g(D̃N ; r) =

N−1
∑

i=1

Diri + D̃N −

(

D̃N + DN +

N−1
∑

i=1

(Di − DN )ri

)

= −DN

(

1 −

N−1
∑

i=1

ri

)

< 0. (29)

Therefore, the smallest eigenvalue is > D̃N , since (28) holds for
i = N − 1 and g is increasing.

To prove the upper bound for the eigenvalues we simply show
that

g(D̃1 + max
i

Di; r) ≥ 0 ∀r ∈ G. (30)

Therefore we have proved the Lemma in G with the strict inequalities
in the case of D̃i all different.

As we already remarked if all the D̃i are equal the Lemma is true
in G (see (22)), so we are left with two situations

(i) there exists one index i, 1 < i ≤ N − 1, such that D̃i = D̃N ,

(ii) there exist two indeces i, j, 1 ≤ i < j ≤ N − 1, such that
D̃i = D̃j ,

In case (i) all the columns with index i are zero but for the i-th
element, therefore we have N−i eigenvalues equal to D̃N and we can
reduce to a matrix of order i× i of the same form of A (suppressing
rows and columns of index i, ...,N − 1) to which we can apply again
the Lemma.

In case (ii) a direct examination either of the characteristic equa-
tion or of the system (A−λId)v = 0 shows that A has j−i eigenvalues
D̃i and we can reduce to a matrix (N − (j − i)) × (N − (j − i)) of
the same form of A and repeat the initial argument, thus concluding
the proof.
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Remark 3.2. In the realistic assumption on the diffusion coeffi-
cients, we have that

D̃N + min
i

Di > D̃1.

Then we have that

g(D̃N + min
i

Di; r) ≤ 0 ∀r ∈ G.

Therefore we have in this case that the largest eigenvalue λN is such
that in G

D̃1 < D̃N + min
i

Di ≤ λN ≤ D̃N + max
i

Di.

In other words the first N−1 eigenvalues are of the order of D̃i, while
the last one is of the order D̃i+Di, i.e. larger than the previous ones.

Consider now the boundary of G, we have the following:

Lemma 3.3. On the boundary ∂G A still has N real positive eigen-
values and:

D̃N ≤ min
i

λi < max
i

λi ≤ D̃1 + max
i

Di, ∀r ∈ ∂G. (31)

Let us remark in particular that, looking at (29), we have

min
i

λi = D̃N if r :

N−1
∑

i=1

ri = 1. (32)

Hence also if the D̃i are different, if the smallest one is reduced to
zero, the problem degenerates.

Proof. Let us consider only the case of all D̃i different, since, as we
have seen previously, we can always reduce to such a case in a smaller
dimension than N.

If r ∈ {r ∈ R
N−1 : ri > 0,

∑N−1
i=1 ri = 1}, then the same proof of

Lemma 3.1 holds and hence its assertion with the strict inequalities
but for the first one, i.e. λ1 = D̃N (see (29).
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If r ∈ Γi = {r ∈ R
N−1 : ri = 0, rj ≥ 0,

∑N−1
j=1 ri ≤ 1}, then,

looking at matrix (A − λId), we have that λ = D̃i is an eigenvalue
and we can reduce the problem to the minor i, i of A, say Ai,i.

If all the rj, j 6= i are positive, we can apply directly Lemma 3.1
to Ai,i. If some other rj = 0, then we have that the corresponding D̃j

are eigenvalues and reduce again the problem, repeating the present
argument.

Let us remark that in the origin r = 0 the matrix A is lower
triangular and the eigenvalues are D̃N−1, ..., D̃1, D̃N + DN , the last
one is the largest one in the “physical” assumption on D̃i,Di. Let
us also remark that there are points in ∂G in which the eigenvalues
have algebraic multiplicity 2.

Remark 3.4. Since the elements of A are affine in r ∈ R
N−1, we

can write A(r), given any r0 ∈ R
N−1:

A(r) = A(r0) + T,

where the matrix T , N × N , is:












0 . . . 0 D1(r1 − r10)

...
. . .

...
...

0 . . . 0 D(N−1)(r(N−1) − r(N−1) 0)

0 . . . 0
∑N−1

i=1 (Di − DN )(ri − ri0)













. (33)

Then we have:
‖T‖ ≤ max

i
Di‖r − r0‖. (34)

Since the spectrum of A is continuous, uniformly for ‖r − r0‖ <

1, (see [5], Thm. 5.14, Cap.II, Sect. 1.2, 1.7, 5.7, Cap.II) and
Lemmas 3.1, 3.3 hold, we have that, strictly: G ⊂ Gne = {r ∈ R

N−1:
eigenvalues of A have positive real part}.

Let us also remark that when N = 2 one can easily determine
Gne, since

Gne = {r ∈ R : TrA > 0,detA > 0},

and TrA, detA are affine in r. Moreover we have:
{

TrA ≥ D̃1 + D̃2 + mini Di,

detA ≥ D̃1D̃2 + min(D̃1D2, D̃2D1),
(35)
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for r ∈ [0, 1] = G.

4. Existence and uniqueness

The result of Sect.3, Lemmas 3.1, 3.3, Remark 3.4, allows us to apply
the existence and uniqueness theorem of [2], see Corollary 9.3, p.57,
which gives a classical solution in a given interval [0, T ).

More regularity on the data, f ∈ C∞, gives a C∞ solution, see
Corollary 9.4 of [2], but one can consider less regular initial datum,
see Theorem 9.2 of [2].

We can then repeat the argument in [2], p.18, to show that C is
bounded away from the boundary of

G̃ = {C ∈ R
N : ci > 0, i = 1, ..., N, } ⊂ R

N

and we can use then Theorem 2 of [1] to get global existence.
In fact once we have a classical solution, we can rewrite the equa-

tion for ci as a linear parabolic equation, namely

∂ci

∂t
= D̃i∆ci + b · ∇ci + aci, i = 1, ..., N (36)

with b ∈ R
N , a function of x, t.

Then by the maximum principle we have that in the assumption
A), ci > 0 in Ω × [0, T ] for any T > 0, and bounded.

We have thus proved the following

Theorem 4.1. In assumptions A) and B) there exists a unique clas-
sical solution of problem (6) for any T > 0.

Actually, from the results of Sect.3, see Remark 3.4, we can
weaken assumption A), assuming instead the following:

Hp A’) ci|Γ smooth, K ≥ ci|Γ ≥ 0 for i = 1, ..., N and such that
∑N

i=1 ci|Γ ≥ k > 0 .

Remark 4.2.

With the same method one can deal with the Neumann boundary
value problem, that is

Ji · ν = gi, in ∂Ω × (0, T ), i = 1, ..., N, (37)
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where ν is the exterior normal to ∂Ω, Ji given by (1). Moreover one
can also treat the case of mixed Dirichlet and Neumann boundary
condition as in [2], p.14, introducing, with the notations of Sect.2,
the boundary operator

B(C)C = δ

( n
∑

j,k=1

Ajkνj
∂C

∂xk

)

+ (1 − δ)C, (38)

with either δ = 0 (Dirichlet condition) or δ = 1 (Neumann condi-
tion). In fact Theorem 4.2 of [2], p.32, holds also in this situation.

Let us make some comments on the special cases 1. and 2. of
Sect.3, because of their relevance in the applications.

case 1. (Di = D, D̃i = D̃, i = 1, ..., N)

If Λ = 0 (stable isotopes) the system (9) is actually decoupled,
since one can solve first the equation for c, which is a heat
equation with diffusion coefficient equal to (D̃ + D). Then the
equations for each ci are linear parabolic equations (see (6))
with a much less diffusion coefficient D̃. If Λ 6= 0 (radioactive
isotopes) the system (9) is still coupled. However, looking at
the equation for the total concentration c, we can see that c has
a purely diffusive behaviour, while the single specie’s concen-
trations have a lower diffusion coefficient and a possibly strong
gradient term, thus exibiting a behaviour close to a “hyperbolic
one (see also [4]), in agreement with physical observations, see
[8].

case 2. D̃i = D̃, i = 1, ..., N

Also if Λ = 0 the system (9) is not decoupled since the diffusion
coefficient for c is ANN which depends on c1, ..., cN−1, c (see
(10)). However the equation for c is

∂c

∂t
= div (ANN∇c), (39)

with uniform bounds on ANN (see (23)), which gives good
information on the qualitative behaviour of the total concen-
tration c.

Moreover, also if Λ 6= 0, one can apply the stronger results of
[1] for triangular matrixes A (Theorem 3).



140 E. COMPARINI, C. PESCATORE AND M. UGHI

Acknowledgments

The authors wish to thank Prof. Sandro Logar for his helpful sug-
gestions and comments.

References

[1] H. Amann, Dynamic theory of quasilinear parabolic systems. III.
Global existence, Math. Z. 202 (1989), 219–250.

[2] H. Amann, Dynamic theory of quasilinear parabolic systems. II.
Reaction-diffusion systems, Diff. and Int. Eq. 3, no. 1 (1990), 13–75.

[3] H.F. Bremer and E.l. Cussler, Diffusion in the ternary system
d-tartaric acid, c-tartaric acid, water at 25oC, AIChE Journal, 16,
no. 9 (1980), 832–838.

[4] E. Comparini, R. Dal Passo, C. Pescatore and M. Ughi, On
a model for the codiffusion of isotopes: an hyperbolic approach, to
appear (2007).

[5] T. Kato, Perturbation theory for linear operators, Series of Com-
prehensive Studies in Math 132, Springer-Verlag, Nwe York, U.S.A.
(1976).

[6] KASAM, nuclear waste: state-of-the-art report 2004, chapter 5,
Swedish Government Official Reports Series, SOU 2004:67, Stock-
holm, Sweden (2004).

[7] L.A. Ladyzenskaja, V.A. Solonnikov and N.N. Ural’ceva,
Linear and quasilinear equations of parabolic type, AMS Providence,
U.S.A. (1968).

[8] C. Pescatore, Discordance in understanding of isotope solute diffu-
sion and elements for resolution, in Proceedings of the OECD/NEA
“Radionuclide retention in geological media”, Oskarsham, Sweden, 7–
9 May (2001), 247-255.

[9] I.G. Petrovskii, On the Cauchy problem for systems of linear par-
tial differential equations in a domain of nonanalytic functions, Bjull.
Moskow. Gos. Univ. Ser. A. 1, no. 7 (1938), 1–72.

Received October 31, 2007.


