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Abstract

The chemistry of carbon dioxide has recently become of great interest both for

technological and environmental issues. Indeed, carbon dioxide is one of the most

problematic greenhouse gases and is also a fundamental ingredient for the indus-

trial catalytic organic synthesis of many compounds like, for example, methanol.

Recent investigations have shown that, while the common industrial process for

methanol synthesis is carried out on Cu catalysts, Ni-Cu model catalysts show a

particularly high efficiency. In order to understand the origin of such increase in

the catalyst activity, a thorough characterization of the CO2 -Ni interaction and

the atomic-scale description of the hydrogenation process are mandatory. This

thesis is focused on the study of the adsorption and activation of carbon dioxide

mainly on pure Ni(110) surface and of its reactions with atomic and molecular

hydrogen by means of accurate quantum mechanical first principles numerical

simulations. The interaction of the CO2 molecule with the surface is charac-

terized in terms of adsorption geometries, energetics, vibrational and electronic

properties, including charge transfer, core-level shifts and scanning tunneling mi-

croscopy images, obtained from electronic structure calculations and compared

with original experimental results achieved mainly by the Surface Structure and

Reactivity Group active at the TASC laboratory. A consistent picture of CO2

chemisorption on Ni(110) is provided on the basis of the newly available infor-

mation, yielding a deeper insight into the previously existing spectroscopic and

theoretical data. We find that CO2 molecule can be chemisorbed in different,

almost energetically equivalent adsorption configurations on a Ni(110) surface,
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with high charge transfer from the substrate. The molecule, that in gas phase is

linear and unreactive, is chemisorbed in a bent and activated state on the nickel

surface and can react with the hydrogen. The atomic-scale investigation sheds

light also on the long-standing debate on the actual reaction path followed by

the reactants. Different hydrogenation channels have been explored to determine

the reaction network: using molecular hydrogen, only a Langmuir-Hinshelwood

process (both reactants are adsorbed) is possible, resulting in the production

of formate which is just a ’dead-end’ molecule; with atomic hydrogen, instead,

the reaction proceeds also through parallel Eley-Rideal channels (only one of the

molecules adsorbs and the other one reacts with it directly from the gas phase,

without adsorbing), where hydrogen-assisted C-O bond cleavage in CO2 yields

CO already at low temperature.
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Chapter 1

Introduction

The adsorption of CO2 on different metal surfaces has been the subject of several

theoretical and experimental investigations. It is known that, in addition to a

physisorbed state, CO2 is also chemisorbed on Ni(110) under ultra high UHV

conditions, while this is not the case for other metal surfaces, where alkali metal

co-adsorption is necessary to promote the formation of a chemical bond [1, 2] The

case of CO2/Ni(110) has been revisited in [3, 4] where chemisorption sites and

geometries have been identified with respect to those previously known [2, 5, 1, 6].

However, before the work of this thesis, many aspects of CO2 interaction with the

metal were not still fully understood and required further investigations. Con-

cerning the knowledge of the interaction of CO2 with Ni(110) surface , we can

state that:

- Direct experimental observation of the geometry of the chemisorbed molecule

was lacking, since the CO2 overlayer did not show any ordering, thus precluding

the use of conventional structural methods based on diffraction.

- The nature of the CO2 bond with Ni was unknown, a part from a large elec-

tron charge transfer occurring from the metal to the molecule, accompanied by

2



CHAPTER 1. INTRODUCTION 3

molecule bending and weak binding.

The first aim of this thesis, is to further shed light on the chemisorption

geometries and energies of CO2 on Ni(110), comparing not only vibrational

properties and adsorption energies with experimental HREELS and TPD spectra,

but also simulated images with experimental low-T STM images. The purpose

is to obtain a detailed characterization of the adsorption geometries by direct

observation and the best estimate of the energies corresponding to the different

adsorbed states.

The second aspect of chemisorbed CO2 concerns its chemical reactivity. Hy-

drogenation of carbon dioxide is a key reaction for methanol and, generally, or-

ganic synthesis. Methanol is industrially obtained mainly using Cu-based cata-

lysts in a CO + H2 + CO2 stream. Isotope studies indicated that CO2 is the

carbon and oxygen source [7, 8]. However, very little is known about the mi-

croscopic mechanisms of the CO2 hydrogenation. Recently, a theoretical study

about the CO, H2 and CO2 chemistry at the Cu(111) surface has appeared [9]

indicating a high (about 1 eV) hydrogenation barrier for CO2 on Cu(111). At

high pressure the H2 + CO2 reaction on Ni can be used for CO2 conversion into

hydrocarbons, methane being the major product [10]. A Ni-Cu alloy has been

shown to be a more active catalyst for methanol synthesis at Ni sites than at

Cu ones [11, 12, 13]: this is why, in this thesis, we focus on the H- CO2 -Ni

interaction.

Under standard conditions in industrial catalysis [14] as well as upon hydro-

gen and CO2 co-adsorption on Ni(110) under UHV conditions, formate has been

identified as a stable intermediate [1]. A recent work [15] combining experimental

and theoretical investigations based on energetics and vibrational properties con-
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firmed this finding, giving further details about the atomic-scale mechanism of

CO2 activation and first hydrogenation on Ni(110). At low T, CO2 is negatively

charged and is chemically bonded mainly via the carbon atom. The molecule

receives electronic charge from the metal, bends, and binds to the surface in a

’V’ configuration with the carbon atom. When adsorbed H approaches CO2 ,

the H- CO2 complex flips and binds to the surface with the two oxygen atoms

and H binds to the carbon atom, thus yielding the formate. The resulting energy

barrier for its hydrogenation is relatively small, 0.43 eV. The presence of hydro-

gen steers the reaction in the desired direction and prevents the formation of CO

which, in analogy to what reported for the catalytic system at high pressure, is

unreactive. This is the key point of CO2 + H chemistry on Ni(110), since the

charge transfer from the metal to the molecule yields an activated state which is

reactive with hydrogen via an induced flip of the complex. This process is quite

different with respect to the case of Cu(111) [9], where hydrogen reacts with

the CO2 molecule which remains linear and not activated due to the very weak

metal-CO2 interaction. These investigations have considerably improved the un-

derstanding of mechanisms of the first hydrogenation reaction and have clearly

indicated the formation of formate but the subsequent hydrogenation steps of

CO2 and the stability of possible intermediates have not yet been analyzed. The

aim of this thesis concerning the reactivity of chemisorbed CO2 on Ni(110) is

therefore to improve our knowledge concerning the complete reaction path during

catalytic hydrogenation on Ni(110) and investigate whether formate is a stable

intermediate or just a spectator to the reaction path.

The standard approach to this system, by means of UHV-based surface science

techniques and a beam of molecular hydrogen, is therefore affected by the well
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recognized ’pressure gap’ problem. Indeed, atomic hydrogen has not yet been

used as a reactant under UHV conditions to study this reaction. The atomic gas

phase hydrogen has kinetic energy larger than the adsorbed one (at least 2.6 eV,

that is the adsorption energy of H on Ni(110)) so considering atomic hydrogen

we can mimic higher pressure condition and explore new reaction paths. For this

reason in this thesis we also studied the reaction taking place between adsorbed

CO2 and atomic hydrogen approaching the molecule from the vacuum and not

from the surface.

This thesis is organized as follows: in the first chapter we briefly discuss about

theoretical methods used in simulations. The second and the third chapters

contain benchmark calculations about geometrical end electronic properties of

the gas phase CO2 molecule (neutral and charged) and clean Ni(110) surface.

In the fourth chapter we discuss the adsorption of CO2 on Ni(110) surface.

We start with the results about adsorption geometries and energies. After the

analysis of the electronic structure of the CO2 /Ni(110) system,we report the

result of a study of STM images comparing several simulated images with the

experimental ones. In this chapter we will also discuss vibrational properties,

activation and diffusion energy barriers of the adsorbed CO2 , comparing our

results with those of TPD, XPS and HREELS experiments. The fifth chapter

is devoted to the study of the hydrogenation of the chemisorbed CO2 activated

species. We present the results of our simulations for two kinds of reactions: those

that occur between coadsorbed H and CO2 and those that take place between

gas phase hydrogen and adsorbed CO2 . We construct a reasonable reaction

network comparing the results of our simulations with the experimental results.

The last chapter contains the conclusions.



Chapter 2

Theoretical methods

In this chapter theoretical concepts which are the basis of ab-initio methods, used

to study catalytic processes, are introduced. In particular, all quantities which

allow to identify and characterize catalysts, reactants, products and the reaction

pathways have been calculated in this work on the basis of Density Functional

Theory, as implemented in the Quantum Espresso package [16]. Therefore, in

this chapter the basic ideas of Born-Oppenheimer approximation and DFT are

presented, together with the use of plane waves to represent electron wavefunctions

and density, and ultrasoft pseudopotentials techniques needed to deal with core

electrons. Finally, a description of thermally activated processes and Nudged

Elastic Band (NEB) method, used to calculate reaction barriers, is presented.

2.1 Ab initio electronic structure calculations

Our electronic structure calculation are based on the Born-Oppenheimer approx-

imation for the separation of the electronic and ionic degrees of freedom and the

density-functional theory for the solution of the electronic problem. The approach

6
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chosen has the advantage that interatomic interactions are evaluated in a fully

ab initio framework with no adjustable parameters, i.e., no empirical atom-atom

potential is used.

2.1.1 The Born-Oppenheimer approximation

The study of a physical system made of M ions and N electrons requires the

solution of the Schrödinger equation:

HΨ = WΨ (2.1)

with:

H = −
N∑

i=1

~2

2me

∇2
ri
−

M∑
j=1

~2

2Mj

∇2
Rj
−

N∑
i=1

M∑
j=1

e2Zj

|ri −Rj|
+
∑
i<j

e2

|ri − rj|
+
∑
i<j

e2ZiZj

|Ri −Rj|
(2.2)

where W and Ψ ≡ Ψ({Rj}, {ri}) are the total energy and the eigenstate of the

full system, respectively, me and Mj are the electronic and ionic masses, −e and

eZj are the electronic and ionic charges, ri (i = 1, ..., N) and Rj (j = 1, ...,M)

are the electronic and ionic coordinates. The first two terms in eq. 2.2 are the

electronic and ionic kinetic energies, respectively, while the other terms represent

the electrostatic interaction between electrons and ions, electrons and electrons,

and ions and ions, respectively. Some approximation is needed to solve eq. 2.2 to

find the ground state energy, W0, and wavefunction, Ψ0. The Born-Oppenheimer

approximation allows to disentangle the ionic and electronic degrees of freedom.

This approximation takes into account the fact that the ionic masses are much

larger than the electronic one (me/Mj < 10−3), and therefore the time scale of

ionic dynamics is much longer than the electronic one. The ionic kinetic energy

can thus be neglected when studying the electronic motion, and one can first
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solve the problem of N interacting electrons, considering fixed ions acting as an

external potential. The last term in eq. 2.2 becomes a constant at fixed ionic

coordinates Rj , and one has to solve an electronic hamiltonian, where ionic

positions are present as parameters. The approximation consists in writing the

wavefunction Ψ(R, r) in the factorized form:

Ψ(R, r) = Φ(R)ψR(R) (2.3)

where the electronic wavefunction ψ depends parametrically on the ionic posi-

tions, and in neglecting the non-adiabatic terms which arise from the ionic kinetic

operator acting on the electronic wavefunction. The Schrödinger equation 2.1

then factorizes into two separate equations for the ions and the electrons:(
−

M∑
j=1

~2

2Mj

∇2
Rj

+ E(R)

)
Φ(R) = EΦ(R), (2.4)(

−
N∑

i=1

~2

2me

∇2
ri

+ Vel−el + Vel−I + VI−I

)
ψR(r) = E(R)ψR(r), (2.5)

where we have abbreviated with Vel−el,Vel−I and VI−I the third, fourth, and

fifth term in Eq. 2.2, respectively. Equations 2.4 and 2.5 are coupled via the term

E(R), which acts as a potential term in the ions hamiltonian and is determined

by the solution of the electronic problem at fixed ionic positions. The stationary

points of the effective potential E(R) constitute what is known as the Born-

Oppenheimer potential energy surface (PES), and determine the initial and final

states of chemical reactions (local minima), as well as the transition states (saddle

points) that separate the reactants from the products. All the efforts to solve and

understand, by quantum mechanics first principles, the chemistry of reactions are

about finding electronic energies and sampling in the best way the PES. Once the

PES has been evaluated, Eq.2.4 can be solved either quantum-mechanically or
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approximated by its classical counterpart MIR̈I = FI , with the forces FI given

by the Hellmann-Feynman theorem:

FI = −∂E(R)

∂RI

= −
〈
ψR(r)

∣∣∣∣∂Hel(R)

∂RI

∣∣∣∣ψR(r)

〉
(2.6)

where Hel(R) is the operator on the left in Eq. 2.5. Thanks to the simplification

provided by the Born-Oppenheimer separation of the degrees of freedom, the

major difficulty is connected to the solution of the electronic equation 2.5.

This, however, is still a formidable task because of the electron-electron in-

teraction: ψR(r) depends on the coordinates of all the electrons and cannot be

factorized in single-particle contributions. A solution is provided by density-

functional theory.

2.1.2 Density-Functional Theory

Density Functional Theory proposes a way to simplify the solution of the elec-

tronic problem, and the basic idea has been formulated by Hohenberg and Kohn

in 1964 [17]. In the study of a many-electron problem, DFT avoids the cal-

culation of the ground state wavefunction, which depends on the 3N electronic

coordinates, and it shows that the ground state energy of a system of N interact-

ing electrons can be expressed as a functional of the electron ground state density

n(r):

n(r) = 〈ψ0(r1, ..., rN)|
N∑

i=1

δ(r− ri)|ψ0(r1, ..., rN)〉 (2.7)

where ψ0 is the ground state wavefunction. Dealing with the density n(r) is

simpler than ψ0, since it is a function only of the three spatial coordinates. Let’s
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write the electronic hamiltonian as:

Hel = Te + Vee + Vext (2.8)

where Te is the electronic kinetic energy, Vee is the electron-electron Coulomb

interaction, and Vext the external potential. Here we neglect the electrostatic

interaction between ions, which is a constant at fixed ionic coordinates, and can

be added to the total energy once the electronic problem is solved. Hohenberg

and Kohn have demonstrated that not only the electron density in the ground

state is uniquely determined by the external potential Vext, but also the converse

is true: the external potential Vext is uniquely determined by n(r), a part from

an arbitrary constant potential. Since the external potential and N (which is

simply the integral of the electronic density over the space) fully characterize

the hamiltonian, it follows that n(r) determines also the electron ground state

wavefunction ψ0. The total energy E of the electronic system can thus be written

as:

E[n] = F [n] +

∫
vext(r)n(r) dr (2.9)

F [n] is an universal functional of n(r), which does not depend on the external

potential, and it is given by:

F [n] = 〈ψ0[n]|T + Vee|ψ0[n]〉 (2.10)

where ψ0[n] is the electron ground state wavefunction corresponding to n(r). The

last term in eq. 2.9, is the electronic interaction with the external potential Vext,

and its expression comes from the definition of the electron density in eq. 2.7,
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and the fact that Vext can be written as:

Vext(r1, ..., rN) =
N∑
i

∫
vext(r) δ(r− ri)dr (2.11)

vext(r) = −
M∑
j

e2Zj

|r−Rj|
. (2.12)

The ground state density of the system is the one which minimizes E[n], and

it can be shown that the minimum of E[n] is the ground state energy of the

system. According to this theory, once the functional F [n] and the expression

of the external potential are known, the exact ground state energy and density

can be found. Unfortunately the exact expression of F [n] is not known, and

approximations are needed. A useful approximation has been proposed by Kohn

and Sham in 1965 [18] , and their idea is that one can write F [n] as a sum of well

defined terms and a ’smaller’ term which is unknown, not explicitly known, but

which can be approximated. In particular:

F [n] = T0[n] + EH [n] + Eex[n] (2.13)

where T0[n] is the kinetic energy of an auxiliary system of non-interacting elec-

trons, having the same density of the real system, EH [n] is the Hartree energy

due to the classical interaction between electrons:

EH [n] =
e2

2

∫
n(r)n(r′)|
|r− r′|

drdr′ (2.14)

and Exc[n] is the exchange-correlation energy, which is the unknown part of F [n].

The density of the auxiliary system of non-interacting electrons can be written

in terms of one-particle orbitals φi:

n(r) =
N∑
i

|φi(r)|2 (2.15)
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The solution of the Schrödinger equation 2.5 for the system of N electrons is

reduced to the minimization of the total energy functional E[n] with respect to

n(r) under the condition
∫
n(r)dr = N .This lead to the Kohn and Sham single

particle equation:(
− ~2

2me

∇2 + vext(r) + VH(r) + µxc(r)

)
φi(r) = εiφi(r) (2.16)

where:

VH(r) = e2
∫

n(r′)

|r− r′|
dr′ (2.17)

µxc(r) =
δEex[n]

δn(r)
, (2.18)

The application of DFT to a real system requires an approximation for the

exchange-correlation energy Exc[n] and its functional derivative µxc(r). The sim-

plest approximation is the so called local-density approximation (LDA) which

assumes that the exchange-correlation energy per particle is locally equal to the

one of an ideal uniform electron gas with the density equal to the density of the

real system in the point considered:

ELDA
xc [n(r)] =

∫
εhom
xc [n(r)]n(r) dr (2.19)

where εhom
xc [n(r)] is the exchange-correlation energy per particle of the uniform

electron gas. The exchange-correlation potential µxc(r) as defined in eq. 2.18

becomes:

µLDA
xc (r) =

δELDA
xc [n(r)]

δn(r)
=

d

dn

(
εhom
xc (n)n

)
|n=n(r) (2.20)

The use of LDA approximation for the exchange-correlation functional gives

good results for structural properties of systems where the electron density changes

slowly, and to describe ionic, covalent and metallic bonds. However, binding en-

ergies are usually overestimated by LDA, in particular for systems where weaker
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bonds are present. Another class of approximations for the exchange-correlation

functional is the Generalized Gradient Approximation (GGA), where it is as-

sumed that Exc depends not only on the electron density, but also on the local

gradient of the electron density:

EGGA
xc [n, |∇n|] =

∫
Fxc[n, |∇n|] dr (2.21)

2.2 Thermally activated processes and Nudged

Elastic Band

DFT is a theory of the electronic ground state for a given atomic configurations

which is not necessarily the ground state for the ionic subsystem. Therefore, the

properties of the system that is far from equilibrium can also be studied under

the constraint imposed by the adiabatic approximation . This is typically done

in the molecular dynamics simulations (see for example reference [19]). However,

the activated processes in which the system undergoes a transition from one

local minimum to another one across an energy barrier are extremely difficult

to study by means of standard molecular dynamics. Processes with a relatively

low activation energy of 0.5 eV would require years of computer time to simulate

classical trajectory of the system in order for a single transition event to be

expected to occur (Fig.2.1).

This problem can be overcome and satisfactory estimates of the transition

rates can be obtained by using the transition state theory (TST) [20]. In addition

to the adiabatic approximation TST relies on two assumptions: (i) the transition

rates are slow enough and a Boltzmann distribution describes the reactant state;

and (ii) the initial and final states can be separated in the configurational space



CHAPTER 2. THEORETICAL METHODS 14

Figure 2.1: A one dimensional picture of a thermally activated process. For low

temperatures the trajectory is concentrated near initial and final state and the

transition is a rare event.

by a D-1 dimensional surface (D is the number of degrees of freedom) in such

a way that the trajectory going from one state to the other crosses this surface

only once. Since the temperatures range of interest, when considering condensed

matter systems, lays typically far below the melting temperature, the harmonic

approximation to TST (hTST) can be used for studying diffusion or reactions at

crystal surfaces. This simplifies the problem which becomes that of finding the

saddle point (transition state) along the minimal energy path (MEP) connecting

the two states (initial and final). The rate constant for the transition can be

obtained from the energy and the frequency of the normal modes of the initial

and transition state [21].

khTST =

∏3N
i νinit

i∏3N−1
i ν∗i

e
−(E−Einit)

kBT , (2.22)

where E* and Einit are the energies of the saddle point and initial state, respec-



CHAPTER 2. THEORETICAL METHODS 15

tively. The νi appearing in the prefactor that multiplies the exponential term

in Eq.2.22 are the corresponding normal mode frequencies. In the cases where

transition occurs along one of the normal modes of the initial states the whole

prefactor could be approximated with the frequency of that mode solely. More-

over, in the solid state systems the frequencies are of the order of 1012÷ 1013Hz.

This value is often used for rough estimations of the rate constants.

The MEP often has one or more minima in addition to those of the initial

and final states which correspond to the (meta)stable intermediate configurations.

Therefore, along the MEP there are also several saddle points, one between each

pair of neighboring minima. If a Boltzmann population is reached for the interme-

diate configurations the overall rate is then determined by the highest transition

state.

Various methods are in use for calculating MEPs and finding the transition

states. One of the most efficient is the nudged elastic band (NEB) method [22]. It

has been widely used together with hTST. The idea is to discretize the initial path

(guess) in the configurational space of the system between the two end points and

to relax each of the resulting configurations only in the directions perpendicular

to the path. This is done by putting all components of the forces that lay along

the path to zero and performing standard minimization techniques. However, the

definition of the tangent as well as the number of points used for discretization is

crucial (see more about this in reference [22]). Since the relaxation of each point

depends on the tangent and therefore on the configurations of other points, the

relaxation towards the MEP is performed simultaneously for all points along the

path. To prevent grouping of the images and other types of path instabilities

the spring forces are added between neighboring configurations making an elastic
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band in the configurational space. The tangential components of the spring force

are used to control the spacing between images (normal components are set equal

to zero). Calculations of the energies and forces of different configurations are

typically done using DFT methods.

The Climbing Image Nudged Elastic Band method (CI-NEB) [21] can then

be used to find the saddle points along the path. After the initial path has

approached closer to the MEP the configurations that have to ’climb’ are detached

from the springs and allowed to relax also in the tangential direction. This

relaxation is done by inverting the tangential components of the forces. In this

way the chosen configuration climbs to the point with the zero force, which is

a minimum in all directions perpendicular to the path and a maximum in the

tangential direction, the first order saddle point or the transition state.

2.2.1 Computational details

All calculations are performed in the framework of Density-Functional Theory, as

implemented in the Quantum ESPRESSO distribution (http://www.quantum-espresso.org)[16].

We used the pseudopotential method with ultrasoft pseudopotentials [23]. The

following pseudopotential (availables on the page http://www.quantum-espresso.org/pseudo.php)

have been used: C.pbe-rrkjus.UPF, H.pbe-rrkjus.UPF, O.pbe-rrkjus.UPF,

Ni.pbe-nd-rrkjus.UPF for GGA, and C.pz-rrkjus.UPF, H.pz-rrkjus.UPF,

O.pz-rrkjus.UPF, Ni.pz-nd-rrkjus.UPF for LDA. The calculation are per-

formed using different parallel machines: BCX and SP6 clusters at CINECA,

and Matrix cluster at CASPUR. All molecular graphics shown in this thesis were

produced by the XCRYSDEN graphical package [24].
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Figure 2.2: An example of a potential surface. We are looking for saddle points

(blue spots), given an initial and final states (red spots). In this case the surface

has also an intermediate minimum. In the second picture we have depicted the

final result of a working algorithm. The sample well represents the MEP and we

have images at each of the key points.



Chapter 3

Gas phase CO2 molecule and

Ni(110) surface

Before approaching the system ’surface+adsorbe’ it is important to test our calcu-

lations on its constituents, and compare them with existing in literature. In this

chapter we present the result on the free CO2 molecule and the clean Ni(110)

surface.

3.1 Gas phase carbon dioxide molecule

As we will see in Chap. 4, the adsorbed CO2 on Ni(110) is charged and bent;

for this reason we studied in gas phase not only the neutral, closed shell, lin-

ear molecule, but also the charged molecule CO –
2 . The simulation of charged

systems with a code like PWscf that uses periodic boundary conditions requires

that a compensating jellium background is inserted to remove divergences. More-

over a charged-isolated system requires a correction to the energy to compensate

spurious interactions induced by the periodic boundary condition: we used the

18
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Makov-Payne correction [25]. The simulation cell was a simple cube and the

choice of its side was carefully tested: indeed charged molecules in periodic sys-

tems converge slower. For this reason we performed the convergence tests on the

charged molecule, obtaining a satisfying convergence for a 7 Å side cubic cell.

A cubic cell is used and the geometrical convergence of the CO –
2 molecule

was achieved with a side of 7 Å . We used the spin-polarized σ-GGA for the

exchange-correlation functional in the Perdew-Burke-Ernzerhof implementation

[26], the valence electronic wave functions were expanded by a plane wave basis

set with a kinetic energy cutoff of 24 Ry (convergence tests with 32 Ry), while

Brillouin zone was sampled using the Baldereschi point1 [27].

For neutral linear CO2 calculations give a distance C-O of 1.17 Å , while in

the charged molecule this distance increase up to 1.24 Å and the angle O-C-O

is 137.2°. Löwdin population analysis [28], by projecting Bloch wave functions

onto linear combinations of spin-resolved atomic orbitals, was used to obtain in-

formation about the atomic charges. For comparison, also the charged molecule

with a constrained linear geometry and the neutral molecule with the CO –
2 ge-

ometry were studied. Table 3.1 shows the atomic charges for the neutral, linear,

gas phase free standing CO2, and related variations for the other three cases.

We can see that the extra charge distributes almost homogeneously on linear

charged CO2 , while in bent CO –
2 the bending is accompanied by a the charge

on C atom, especially on 2s orbital. The localization of the extra charge on C

atom is accompanied with the spin polarization (1.0 µB) showed in Fig. 3.1.

1For a cubic cell k∗ ≡ π
a

(
1
2 ,

1
2 ,

1
2

)
.
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Molecule Atom Tot 2s 2p

CO2 O -0.30 +0.34 -0.64

C +0.60 +1.18 -0.58

CO –
2 O -0.28 -0.06 -0.22

C -0.44 -0.30 -0.14

neutral bent CO2 O +0.03 -0.06 +0.09

C -0.06 -0.10 +0.06

linear CO –
2 O -0.36 -0.10 -0.26

C -0.28 -0.12 -0.16

Table 3.1: Atomic charge (in units of |e|) of free standing CO2, and related

variation in CO –
2 , neutral bent CO2 (in the CO –

2 geometry) and charged linear

CO2 .

Figure 3.1: Spin polarization (ρ(↓)− ρ(↑)) of CO –
2 .
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Figure 3.2: DOS density of states of free CO2 molecule, in neutral linear config-

uration, neutral bent configuration (with the fixed geometry of the charged bent

configuration), charged linear configuration (with the fixed geometry of the neutral

linear configuration) and charged bent configuration. The origin is fixed to the

HOMO.

Figure 3.2 shows the density of state of the four systems. From PDOS2

analysis it results that, in the case of neutral linear CO2 , the HOMO is projected

on 2p orbitals of O atoms ( 1πg), while the LUMO is a combination of 2s and

2p of the carbon and 2p of the oxygen; the energy difference HOMO-LUMO is

4.3 eV. The bending in the neutral bent molecule splits the HOMO and lowers

2The projected DOS (PDOS) onto the atomic wave-functions φats is:

ns(E) =
∫
BZ

dk |〈ψk|φats 〉|2 δ(E(k)− E) (3.1)

were ψk is the solid wave-function at wave-vector k.
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the difference HOMO-LUMO to 3.9 eV. In the charged linear CO2 only the 2s

orbital of carbon atom contributes to the HOMO, while in the charged bent CO –
2

HOMO and LUMO have identical character with oxygen 2p and carbon 2s and

2p components, but with the opposite spin with a difference of by 1.05 eV.

3.2 Ni(110) surface

Ultrasoft pseudopotentials and spin generalized gradient approximation (σ-GGA)

for the exchange and correlation (XC)term in the Perdew-Burke-Ernzerhof [26]

implementation have been used for Ni. We performed for comparison some tests

with the local density approximation (LDA)[29]. The valence electronic wave

functions were expanded by a plane wave basis set with a kinetic energy cutoff

of 24 Ry (convergence tests with 32 Ry). The Brillouin zone integration for bulk

Ni(fcc) was carried out with smearing techniques using a 12 × 12 × 12 k-point

mesh and corresponding meshes for supercells [30, 31] (energy broadening of 0.01

Ry). For bulk Ni, the GGA equilibrium lattice constant is equal to 3.52 Å , the

bulk modulus 1.92 Mbar, and the magnetic moment 0.59 µB, in standard good

agreement with the corresponding experimental values of 3.52 Å , 1.86 Mbar,

and 0.61 µB, respectively [32]. LDA calculations give instead 3.42 Å for the lat-

tice constant and 2.50 Mbar for the bulk modulus, thus giving an overbinding

effect, as often occurs. The magnetic moment obtained by LDA, µ(B) = 0.57µB,

is however in rather good agreement with experiments. The metal surface is

modeled by a two-dimensional slab in a three dimensional supercell generated by

introducing a vacuum space of 15 Å in the normal direction to the surface. Table

3.2 shows the energetic and geometric properties for a slab of 5, 7 and 9 layers

of Ni(110). Comparing the results of 5 layers with those of 7 and 9 layers, no
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substantial differences can be found, neither in terms of geometry nor of magnetic

properties. Furthermore, it has been found in Ref. [33] that even in case of CO

adsorption on Ni(110) surface, where the adsorbed CO has much stronger inter-

action with the surface than CO2 , effects related to surface and bonding extend

only up to the subsurface layer, and the third one is almost bulklike. Therefore

we adopted slabs with 5 Ni layers, and constructed the supercells keeping the

third layer fixed. Figure 3.3 shows the density of states projected Ni atoms of

first, second and third layers for the Ni(110).

Figure 3.3: Layer projected DOS for the three different layers in a 5-layer Ni(110)

slab.
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Table 3.2: Variation of the interlayer distance ∆dij, surface formation energy σ

per surface unit cell and atomic magnetic moments of the clean Ni(110) surface

for 5, 7 and 9 Ni layers (L), after optimization of the atomic position using

σ-GGA

5L 7L 9La Expt.

∆d12(%) -10.7 -10.1 -10.4 -9.0b

∆d23(%) +3.5 +3.6 +3.1 +3.5b

∆d34(%) -0.4 0.0 -0.5c

σ(eV ) 1.18 1.22 1.24

µ(B)(µB) 0.61 0.61 0.61 0.61d

µ(S−3)(µB) 0.60 0.62

µ(S−2)(µB) 0.66 0.63 0.62

µ(S−1)(µB) 0.60 0.62 0.63

µ(S)(µB) 0.75 0.73 0.75

∆µS−B(%) +23 +20 +23

The percentage variation of the interlayer distance is computed with respect to the nickel bulk

interlayer spacing. The magnetic moment µ(B) is for a bulk Ni atom and µ(S−i) is for a Ni atom

in the layer i from the surface (i=0 corresponds to the surface). Surface-induced enhancement

(∆µS−B) of the magnetization is calculated from µ(B) and µ(S).

a[33],b[34], c[35],d[32]



Chapter 4

CO2 adsorption on Ni(110)

In this chapter we present the study of the adsorption of carbon dioxide molecule

on Ni(110) surface. Energetic end geometric properties are firstly analyzed, fol-

lowed by the study of electronic structure, namely the analysis of the atomic charge

and of the density of states. In the second part of the chapter the first LT-STM

experimental images of CO2 on Ni(110) are compared with the simulated ones,

giving the direct confirmation of the predicted adsorption configurations. The

chapter ends with the analysis of vibrational properties and the study of the most

important reaction barriers. Through this chapter we compare our theoretical

results with the experiments performed at TASC laboratory. The main results

presented in this chapter were published in Physical Review B [36].

4.1 Technicalities

Adsorbates on surfaces can be modeled using two different setups:

1. A periodically repeated supercell containing the slab with the adsorbate

on one side of the slab(C1 space symmetry. A dipole can be therefore

25
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induced and in principle we must introduce correction to compensate the

dipole interactions between unit cells through the vacuum regions. The

uppermost metal layer are allowed to relax and others are fixed at optimized

bulk geometry.

2. Adsorbates cover both sides of the slab geometry (made with an odd number

of layers) in a S2 space group symmetry, in general.The central layer is keept

fix. This geometry avoids dipole interaction between unit cells.

Provided that numerical convergence is reached, the two setups are equivalent.

We focus on the former. The study of isolated adsorbed molecule was performed

using supercells with a

3 × 3 in-plane periodicity and one CO2 molecule, corresponding to a coverage

of 1
9

ML. Both larger and smaller supercells were used to estimate the strength

of lateral interaction between repeated images of adsorbed molecules. Most of

the calculations were performed with a Ni slab thickness of five layers and a

vacuum space of 15 Å. We checked that a five layer Ni slab plus a vacuum space

of three times the slab thickness is enough to almost entirely screen the fictitious

electric field in the supercell due to the asymmetry of the finite system in the

direction perpendicular to the surface, so that no dipole correction was needed.

The valence electronic wave functions were expanded by a plane wave basis set

with a kinetic energy cutoff of 24 Ry (convergence tests with 32 Ry) as in the

Chap.3.2 and Chap.3, while Brillouin zone was sampled with a 4×3×1 k-point

mesh (that is (corresponding to sample with a 12 × 12 × 12 k-point mesh for

the primitive cell of the bulk Ni), with a of 0.01 Ry using the Methfessel-Paxton

technique.
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We attribute to the adsorption energies calculated with a five-layer thick su-

percell a numerical uncertainty of ±0.1 eV mainly due to the thickness of the slab.

However differences between the energies energy of different adsorption config-

urations in five-layer thick supercell are affected by a numerical uncertainty of

only ≈ 0.02 eV. The latter is also the uncertainty due to the other technical

ingredients such as k-point mesh.

We used the σ-GGA for the exchange-correlation functional in the Perdew-

Burke-Ernzerhof implementation. To take into account the van der Waals con-

tribution that can be important for weakly adsorbed molecule, the calculations

were also performed using a semi-empirical addition of dispersive forces to con-

ventional density functionals in the framework of the DFT-D approach [37] ,

implemented in the QE suite [16].

4.2 Energetics and geometry

Several adsorption configurations were considered, starting from those with C2v

and Cs symmetries on high symmetry sites suggested in literature [2] and includ-

ing others obtained by relaxing the symmetry constraints. To find equilibrium

geometries, we fixed the central layer of the Ni slab at the bulk equilibrium po-

sitions and we performed an unconstrained optimization of all the other atomic

positions, allowing them to relax until atomic forces were smaller than 1 mRy

a.u−1 and the total energy was minimized.

Our calculations predict the existence of four stable chemisorbed configura-

tions shown in fig.4.1: the ’hollow-up’ (HU), the ’hollow-up symmetric’ (HU-s)

and the ’hollow-symmetric’ (HS), both positioned at hollow sites, in addition to

’short-bridge’ (SB) [3].
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All the chemisorbed configurations are characterized by a CO2 molecule bent,

negatively charged, bond with the Ni surface mainly through the C atom. This

is at variance with what proposed in past literature [1, 2] i.e., a molecule bonded

to the metallic surface mainly via oxygen atom, in analogy with the well known

chemisorbed configuration of formate (HCOO). More recent calculation [6] have

however suggested that the most stable geometry is not symmetric.

The HS and the SB configurations are compatible with a C2v symmetry with

the molecular plane perpendicular to the surface and parallel to the [001] direction

for the HS and parallel to the [11̄0] direction for the SB.

Figure 4.1: Models of four differnt chemisorbed CO2 configurations.A possible

physisorbed configuration (left) is also shown for comparison, but it is only repre-

sentative of many equivalent ones. Only first three surface Ni layers are shown.

The binding geometries of CO2 with Ni in the HU and HU-s configurations

have common features. In the HU configuration the molecule forms a strong bond

between C and one surface Ni atom and weak O bonds with two Ni neighbors,

with the molecular plane inclined by about 30° with respect to the Ni surface

normal. The HU-s is very similar, but with one of the two C-O bonds in a

more symmetric position, with the oxygen atom coordinated with two surface
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Table 4.1: Calculated DFT-D geometries for the adsorption states of CO2 on

Ni(110). (Columns from left to right report: distance between the carbon atom

and the nearest Ni atom; distance between the carbon atom and the surface Ni

plane) (zC); C−O bond length(s) (dC−O); O−C−O angle (αO−C−O).

States dC−Ni(�A) zC(�A) dC−O(�A) αO−C−O(°)

HU 1.91 1.37 1.28 126.0

HU-s 1.93 1.23 1.32–1.27 1 121.7

SB 2.06 1.73 1.23 140.7

HS 1.90 0.95 1.30 121.9

phys. 3.45 (2.76) 1.17 179.9

[1]The two oxygen atoms are non-equivalent

Ni atoms. In all four configurations, the atoms are coordinated with surface Ni

atoms except in the HS configuration, in which the carbon atom is coordinated

with a subsurface atom, with a distance of 1.9Å (tab.4.1).

Besides the four chemisorbed configurations, using the DFT-D approach, we

also found a physisorbed configuration: the CO2 molecule remains linear, parallel

to the surface, undistorted at a distance of 2.76 Å from the surface.

The adsorption energies for the different configurations are calculated as

Eads = −(E(CO2/Nislab)− E(CO2)− E(Nislab)) (4.1)

and are shown in tab. 4.2. With this definition, a positive energy indicates

adsorption. The results indicate that CO2 adsorbs weakly on Ni(110) and the

inclusion of dispersion force is therefore important. We also performed simula-

tions with GGA and LDA (without dispersive forces correction) for comparison.

The GGA usually underestimates adsorption energies. The DFT-D correction
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gives for the chemisorbed configurations systematically larger adsorption ener-

gies by about 0.4 eV with respect to the values obtained with standard GGA.

Test calculations made using both LDA and GGA indicate that the DFT-D es-

timates are almost in between GGA and LDA results and give the same relative

stability for the chemisorbed configurations, except for the HS configuration that

results the most stable one in LDA.

DFT-D results are instead clearly different from GGA for the weakly bound,

metastable state representing a physisorbed configuration: the DFT-D calcu-

lations provide a clear indication of the existence of a local energy minimum

characterized by an adsorption energy of about 0.3 eV (instead of the 0.06 eV

within standard GGA) and a distance from the surface of 2.76Å (instead of about

4Å in GGA). To deeply understand the difference of the GGA results with and

without the Van der Waals correction we plotted the interaction energy 1 CO2

-Nislab for different distances of carbon atom from Ni surface: we fix the (x,y)

coordinates of C atom as in the HS configuration and we consider different z

values, relaxing the two O atom and the first two surface Ni layers. We can see

that only the DFT-D semiempirical correction indicates a clear minimum (see

fig. 4.2).

Regarding the chemisorption energies, we have pointed out that the numer-

ical uncertainty on the relative energies (due to supercell size, slab and vacuum

thickness, kinetic energy cutoff, special k-point set for Brillouin zone sampling) is

1The interaction energy is defined as:

Eint(d) = E(d)[CO2 + Ni(110)slab]− E[CO2]− E[Ni(110)slab] (4.2)

where E(d)[CO2 + Ni(110)slab] is the total energy of the system CO2 + Ni(110)slab at distance

d of carbon atom from the surface.
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States EGGA
ads (eV) ELDA

ads (eV) EDFT−D
ads (eV)

HU 0.24 1.52 0.66

HU-s 0.19 1.54 0.60

SB 0.17 1.14 0.52

HS 0.09 1.57 0.50

phys. 0.06 0.29

Table 4.2: DFT adsorption energies for CO2 adsorbed on Ni(110) with a coverage

of 1
6

ML, obtained with different approximations for exchange-correlation func-

tional and with (last column) and without (first two columns) dispersion forces

correction.

of the order of 0.02 eV. However the uncertainty due to physical approximations

(exchange-correlation functional) could be larger and comparable with the energy

difference between different adsorption configurations, therefore the resulting pic-

ture is a set of four almost equivalent adsorption configurations lying around an

average value of adsorption energy of 0.57 eV within an energy range of 0.15 eV

(i.e., about 20 %).

To check the dependence of the energy on the coverage (i.e. to estimate the

lateral interactions) we calculated the adsorption energy of the HS configuration

with a coverage of 1
4

ML and 1
2

ML (fig. 4.3) and obtained respectively 0.50

eV and 0.15 eV, yielding a large repulsion between the adsorbed molecules in

the latter case. This is consistent with the experimentally observed saturation

coverage of about 1
3

ML (Fig. 4.5). For this reason we studied the coexistence of

1
4

ML of HS species with 1
4

ML of physisorbed CO2 arranged as in fig. 4.4. The

calculation gives a physisorption energy of 0.27 eV. This suggests that there is
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Figure 4.2: CO2-Ni(110) Interaction energy for different C atom distances from

HS chemisorption position with GGA and DFT-D functionals. The zero energy

corresponds to infinite separation.

Figure 4.3: Models for adsorbed CO2 in HS geometry with coverage of 1/4 ML

and 1/2 ML.

almost no interaction between the molecules (cfr. tab. 4.2) and that chemisorbed

CO2 molecule exceeding a coverage of about 1
4

ML are physisorbed.

These conclusions are in good agreement with the TPD experimental results
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Figure 4.4: Top and side view of arrangement of 1/4 ML HS and 1/4 ML of

physisorbed CO2 used for simulations.

[3]. Fig. 4.5 shows the mass 44 TPD spectra obtained as a function of the initial

CO2 exposure at 90 K and with a linear temperature ramp of 1.5 K/s. For ex-

posures above 0.3 L (1 L=10−6 Torr s), two distinct mass 44 peaks are observed

at 100 and 220 K, respectively. The low-temperature feature is due to the des-

orption of the CO2 physisorbed multilayer, while the higher temperature peak

is related to chemisorbed CO2. Desorption from the low-temperature state takes

place immediately with heating, thus indicating that its population is limited by

the adsorption temperature. Chemisorbed CO2 , on the contrary, is stable on

the surface up to 220 K. For exposures lower than 0.3 L, physisorbed CO2 is

absent. Assuming a first order desorption process[38] and a trial standard preex-

ponential factor of 1013s−1, the estimated desorption energies from the features

at 222K and 100K are 0.60 ± 0.15 eV and 0.26 ± 0.05 eV for the chemisorbed

and physisorbed multilayer species. We must caution the reader that the exper-

imental desorption energy cannot be immediately compared with the calculated

adsorption energy: if the adsorption process is activated (i.e. if there is an energy

barrier for a molecule to approach the surface from the gas phase and bind to
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it), the desorption energy is the sum of the adsorption and the activation barrier.

As we will see in the Sec. 4.6 (Fig. 4.13), in DFT-D corrected DFT the CO2

adsorption is not activated, so we can directly compare experimental desorption

energies with calculated adsorption energies.

The peak at 220K is therefore compatible with our calculated chemisorption

energies, while the low temperature peak can be ascribed to physisorbed CO2

floating over a saturated layer of chemisorbed CO2 .
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Figure 4.5: Experimental TPD spectra obtained on Ni(110) as a function of the

initial CO2 exposure at 90 K. In the inset, a plot of the total and relative CO2

desorbing coverage is shown, together with a quantification of the formed CO.

The latter concentration is calculated via a cross-link between the TPD and the

XPS data [3]
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4.3 Electronic structure

4.3.1 Charge

Löwdin population analysis [28], by projecting Bloch wave functions onto linear

combinations of spin-resolved atomic orbitals, was used to obtain information

about the atomic charges. All chemisorbed geometries are characterized by a

sizable electron transfer from surface to CO2 , as it can be estimated by cal-

culating the atomic Löwdin charges (see Table 4.3): the total charge transfers

from the substrate to the molecule are 0.85, 0.97, 0.58 and 1.00 electrons for the

HU, HU-s, SB and HS configurations, respectively, as obtained by DFT-D for 1/9

ML coverage, with an estimated error of ± 0.05 electrons due to the projection

procedure (the error being obtained from the calculated spilling parameter [39]).

The net atomic charge is mainly localized on the oxygen atoms: in the HS

(fig. 4.6), for example there is no net charge on the carbon atom, while a charge

of 0.5 |e| is localized on each oxygen atom, thus resulting in a net dipole due to

the bent geometry.

Figure 4.6: Charge density projected onto CO2 molecular plane of HS configura-

tion.

Extra electrons on the adsorbed molecule come from the Ni atoms close to
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GGA DFT-D

Configuration C O1 O2 TOT C O1 O2 TOT

CO2 0.58 -0.29 -0.29 0.00 0.60 -0.30 -0.30 0.00

HU -0.53 -0.21 -0.19 -0.93 -0.51 -0.18 -0.16 -0.85

HU-S -0.55 -0.27 -0.15 -0.97 -0.57 -0.26 -0.14 -0.97

SB -0.41 -0.11 -0.11 -0.63 -0.40 -0.09 -0.09 -0.58

HS -0.58 -0.21 -0.21 -1.00 -0.60 -0.20 -0.20 -1.00

Table 4.3: Atomic charges (in units of |e|): in the isolated, free standing, neu-

tral and linear CO2 molecule (first row) and related variations in the adsorbed

geometries. The first row for DFT-D corresponds to the first one of Tab.3.1.
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CO2: Figure 4.7 shows the differential charge density. Charge rearrangement can

be clearly seen from the differential plot of the charge density, which is defined

as

∆ρ = ρ(CO2/Ni)− ρ(Ni)− ρ(CO2) (4.3)

were ρ(CO2/Ni) is the charge density of HS adsorbed configuration while ρ(Ni)

and ρ(CO2) are calculated with the geometries fixed corresponding to the system

slab+adsorbate. It can be seen that the electronic distribution changes mostly

around the Ni atoms in the top layer, and in the sublayer for the HS configuration.

There is a considerable charge accumulation (positive differential charge density,

red lobes) between C and the attached Ni atom, which clearly indicates a C-Ni

bonding. At variance, no additional electronic charge is found between O atoms

and corresponding Ni atoms, thus indicating a much weaker interaction between

them. The transferred charge on C atom in HS (0.6 |e|) is shared in equal amount

between the 2s and 2p orbital, while on the oxygen atoms the transferred charge

is only accumulated on the 2p orbitals.

4.3.2 Density of states

To explain the electronic structures of the chemisorbed CO2, the density of state

projected on the atomic wave-functions 2 of CO2 atoms was calculated. As shown

in Figure 4.8 and Fig. 4.9 with additional details of atomic orbitals resolution,

the highest occupied molecular orbital (HOMO) of free (neutral linear) CO2 is

2The projected DOS onto the atomic wave-functions φats is:

ns(E) =
∫
BZ

dk |〈ψk|φats 〉|2 δ(E(k)− E) (4.4)

were ψk is the solid wave-function at wave-vector k.
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Figure 4.7: Upper panel: Differential Charge density projected onto CO2 molec-

ular plane of HS configuration. Lower panel: isosurface of differential charge

density for HS configuration. Red in differential charge density denotes excess of

electron density and blue denotes lack of electron density

1πg, which is situated on oxygen atoms (Fig. 4.9, upper panel), while the lowest

unoccupied molecular orbital (LUMO) is 2πu, which is the antibonding orbital

of CO2 situated on the carbon atom and two oxygen atoms (Fig. 4.9, lower

panel). In the chemisorbed CO2 , atomic energy levels shift downward (Fig. 4.8

(HS) ) which corresponds to the binding of CO2 with the nickel surface. As

a consequence of charge transfer (see 4.3.1), the antibonding 2πu orbital shifts

below the Fermi level for the chemisorbed species and the intensity is also lowered

considerably as compared with free CO2 . As we can see in Fig. 4.8 (neutral

bent and charged linear) both the bending and the charge injection, lower the

energy level of the LUMO. This means that both charge transfer and bending
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activate CO2 sinergically.

Figure 4.8: Projected density of states of free CO2 molecule, in neutral linear

configuration, neutral bent configuration (with the fixed geometry of the charged

bent configuration), charged linear configuration (with the fixed geometry of the

neutral linear configuration), charged bent configuration and the chemisorbed CO2

on Ni(110) HS configuration at 1/9 ML coverage. The origin is fixed to the Fermi

energy of the system of molecule adsorbed on the surface.
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Figure 4.9: Projected density of states of free CO2 molecule in neutral linear

configuration (upper panel), and the chemisorbed CO2 on Ni(110) HS configura-

tion at 1/9 ML coverage (lower panel), resolved onto atomic orbitals 2s and 2p.

The origin is fixed to the Fermi energy of the system of molecule adsorbed on

the surface, the carbon-PDOS are plotted upward and oxygen-PDOS are plotted

downward.
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4.4 STM imaging

This section reports the simulation of STM images of the chemisorbed configu-

rations and the comparison with the first low-temperature experimental images

[36]. We first briefly report the experimental results, since our simulations of

complex structures were suggested by the analysis of experimental images. The

comparison allows the first and direct confirmation of the peculiar features of

chemisorbed configurations of CO2 on Ni(110).

4.4.1 Experimental LT-STM

An STM image of the surface after exposing the Ni sample to 0.17 L of CO2

at T = 110K is shown in Fig.4.10 (upper left panel). Two different species ad-

sorbed along the Ni troughs, a bright and a dim one, are clearly distinguishable.

Close inspection of several experimental images indicates that the dim species

are characterized by a dark halo, symmetric with respect to the underlying Ni

atomic troughs, whereas the halo of the bright species is symmetric with respect

to an axis rotated by about ±45° from the the [001] direction. While the dim

molecules can be found as single, isolated units (Fig.4.10(c)), the bright molecules

appear only within characteristic complexes of 2 (Fig.4.10(b)) or 3 (Fig.4.10(a))

molecules. The 2-molecule unit is formed by a bright and a dim species, and

is arranged so that the dimer axis forms an angle of about ±45° with respect

to the atomic rows. The 3-molecule unit is formed by two bright and one dim

species, arranged in a V-shaped fashion with the vertex pointing along the [110]

(as in Fig. 4.10(a)) or along the [001] direction. In the images, the bright species

is characterized by a different position with respect to the substrate unit cell.

This can be seen on the dashed-line inset in Fig. 4.10, where a calibrated grid,
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with the crossing points of the vertical and horizontal lines corresponding to the

positions of the surface Ni atoms, has been superimposed. Close inspection of

the experimental STM images allowed us to infer that both species are adsorbed

in hollow sites but with different geometry: the dim species is adsorbed sym-

metrically at the center of the unit cell, while the bright species appears slightly

shifted off-center towards one of the Ni atoms at the corners of the unit cell.

Figure 4.10: STM image (top left, 5.2 ×5.2 nm2) of CO2 (0.05 ML coverage) ad-

sorbed on Ni(110) at 110 K. Two non-equivalent CO2 species can be distinguished

from their apparent height. Close-ups (1.4 × 1.0 nm2) of the 3-molecule (a), the

2-molecule (b), and the single molecule units (c) are shown in the bottom row.

In the dashed line inset (top right, 1.6 × 2.2 nm2) the crossing points of the grid

correspond to the positions of the substrate Ni atoms. (sample bias V = −10 mV,

It = 1 nA).

4.4.2 DFT simulations

We have simulated the STM images of all the four predicted chemisorption con-

figurations for the isolated molecule and several 2- or 3-molecule complexes. The
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two-molecule complexes was simulated in a 4 × 4 in-plane periodicity supercell,

whereas the three molecule complexes in a 5 × 5 supercell. The images were

simulated using the Tersoff-Hamman approximation [40]. A systematic compar-

ison between the experimental images and the calculated adsorption geometries,

with careful attention to the alignment of the symmetry axes with respect to

the crystallographic directions of the Ni substrate, indicates that the dim species

corresponds to the HS configuration and the bright species to the HU-s or HU con-

figuration. On the basis of this attribution, a remarkable agreement is obtained

when comparing the experimental and simulated images as shown in Fig.4.11.

In the 3- or 2-molecule complexes (Fig. 4.11(a), (b)), one molecule clearly cor-

responds to HS. The other(s) could be either HU or HU-s, since the simulated

STM images in the two cases appear almost identical (HU-s was used for the

simulated images shown). The only difference is a very small mutual attractive

interaction (about 0.05 eV) for the HS+HU-s pair with respect to the sum of the

individually adsorbed molecules, at variance with HS+HU configuration. The

triplet configuration is particularly stable, with an energy gain of about 0.2 eV

with respect to the sum of the three molecules adsorbed apart, both consider-

ing HU or HU-s. The simulated images of pairs and triplets show very clearly

a deep depression in between the adsorbed molecules of the complexes, closely

resembling the experimental pattern. DFT simulations allow us to infer that the

dark halo surrounding the isolated molecule, as well as the darker regions in the

complexes, are originated by the electron transfer from the neighboring surface

Ni atoms to the adsorbed molecules as already discussed in Sect. 4.3.1 (see Tab.

4.3).

With concern to the energetics of the adsorbed species, it is clear from the im-
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ages that the experimentally most common configuration is the HS, at variance

with what suggested by numerical simulations. The origin of this discrepancy

can be discussed as follows. Firstly, it is important to recall that the variations

of the calculated adsorption energy in the different configurations are compara-

ble with the uncertainty due to physical approximations, as already pointed out,

and therefore care has to be taken in considering the energy differences of the

four configurations, for example in the LDA approximation HS is the most stable

configuration. Secondly, kinetic effects (e.g. diffusion, dissipation) may steer the

adsorption process towards adsorption phases which are not at the thermody-

namic equilibrium. Finally, we note that the HU and HU-s chemisorbed states

have a larger distance from the Ni surface than HS (see Tab. 4.1) and therefore

are more exposed to the influence of the scanning STM tip, which may induce

desorption, site switching or diffusion. Even though the existence of SB con-

figuration is suggested by HREELS spectra (sec. 4.5), SB site appears to be

extremely rarely occupied in STM images, even less than HU and HU-s. This

has to be taken with caution: since the SB species shows the largest distance

from the Ni surface, a tip induced site change may again explain the discrepancy.

Moreover, SB configuration shows the largest ZPE (tab.4.4) that in turn could

produce instability.
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Figure 4.11: Close-ups from Fig. 4.10 showing the experimental (top row) and

DFT calculated (middle row) STM images of the 3-molecule (a), the 2-molecule

(b) and the single molecule units (c). The bottom row shows ball models of the

calculated geometries of the three units.
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4.5 Vibrational properties and zero point en-

ergy

Vibrational modes and frequencies were calculated within the DFT-Perturbation

Theory [41], without DFT-D correction. The dynamical matrix was constructed

from the forces due to independent off-equilibrium displacements of C, O, and

the first layer Ni atoms. As a benchmark, the three normal vibration modes

of linear, neutral, and free CO2 were calculated within GGA and found equal

to 80, 160, and 288 meV for the bending, the symmetric stretching, and the

asymmetric stretching modes. The numerical accuracy associated to the cal-

culated frequencies is ± 2 meV. The normal mode frequencies for the isolated

molecule are in good agreement with the experimental values for the gas phase of

83, 165, and 291 meV, respectively [42]. The calculated vibrational frequencies

for the chemisorbed and physisorbed configurations are shown in Tab. 4.4 and

compared with the experimental data (fig. 4.12) already reported in Ref. [3]

HU and SB chemisorbed configurations are characterized by very similar fre-

quencies of the normal modes; differences between HU and SB clearly beyond the

numerical uncertainty are found for the asymmetric stretching mode (40 meV)

and, to a less extent, for the bending mode (10 meV). As can be seen from Tab.4.4

the configuration with linear, neutral, and weakly bound CO2 , far apart from

the surface, is characterized, as expected, by the same frequencies calculated for

the free molecule and the corresponding values can be unambiguously identified

in the experimental HREELS spectra. We additionally point out that the mea-

sured 168 meV peak is also compatible within the experimental and numerical

accuracy with the asymmetric stretching mode of HU-s and HS configurations
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Table 4.4: Calculated vibrational frequencies (in meV) of the various adsorption

geometries in GGA approximation, compared with experiments.

Mode HU HU-s SB HS expt. phys. expt.

asymm. stretch 173 166 216 164 168 287 290

symm. stretch 136 123 140 134 141 160 168

bending 88 87 80 86 81-90 79 81

hind. rotation 50 46 63 50 - 78 -

ext. stretch 44 42 39 42 46 25 -

ZPE 245 232 269 238 314

(besides HU), the 141 meV peak with the symmetric stretching mode of HS (be-

sides HU and SB) and the 90 meV peak with the bending mode of HU-s and HS

configurations (besides HU); the peak at 46 meV is compatible with the external

stretching of all the four chemisorbed configurations.

The peak at 81 meV was correlated both to the linear, physisorbed configura-

tion and to the SB configuration. It cannot be immediately attributed to any of

the other chemisorbed configurations (HS, HU-s, and HU) since their calculated

bending mode frequencies (86-88 meV) are rather higher with respect to the SB

mode (80 meV). The presence of the 81 meV peak also at very low coverage (i.e.

< 0.1 ML), where the physisorbed species is known to be absent, was interpreted

as the fact that the SB species was already present in these conditions on the Ni

surface.

The calculated vibrational frequencies can be used to estimate the zero point

energy (ZPE) (last line of tab. 4.4), that is, the total vibrational energy at
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Figure 4.12: HREELS spectra on Ni(110) as a function of the initial CO2 exposure

at 87 K [3].

absolute zero (0 K). For each configuration ZPE was calculated as

EZPE =
1

2
h
∑

i

νi

where νi are the different vibrational frequencies.

We can further improve the estimate of adsorption energies correcting with the

proper ZPE all the energies involved in eq. 4.1: neglecting the slow vibrations of

the slab, the net result is an additional energy shift towards lower energies for the

relative energies of chemisorbed configurations, since the ZPE correction for the

isolated, linear, gas phase molecule is larger than for the adsorbed configurations

(tab. 4.4). With this correction the average chemisorption energy amounts to 0.65
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States EDFT−D
ads (eV) EDFT−D+ZPE

ads (eV)

HU 0.66 0.73

HU-s 0.60 0.69

SB 0.52 0.58

HS 0.50 0.58

phys. 0.29 0.29

Table 4.5: DFT energies for the adsorption states of CO2 on Ni(110) with a

coverage of 1
6

ML. DFT-D results without (first column) and with (second column)

ZPE correction.

eV, still comparable with the experimental estimate (0.60 eV) of the desorption

energy.

4.6 Energy barriers

Several NEB calculations were performed to understand the activation-adsorption

mechanism. The barrier between the physisorbed state (not activated, see Fig.

4.2) and the four chemisorbed configurations was calculated within both standard

GGA and DFT-D corrected GGA, and we found almost identical results for the

van der Waals corrected and uncorrected calculations. All the four chemisorption

configurations have the same transition state (Fig. 4.13), that we first identified

studying with NEB the physisorbed → SB process, corresponding to a barrier of

0.12 eV in DFT-D and 0.15 eV in GGA. 3

3We performed NEB calculation between physisorbed → HS, physisorbed → HU-S and ph-

ysisorbed→ HU finding respectively the barriers of 0.40 eV, 0.21 eV, 0.35 eV. Then we checked

that between the TS of process physisorbed → SB and the other chemisorbed configuration is
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Figure 4.13: Energy diagram for different CO2 adsorption configurations on

Ni(110) and relevant adsorption and diffusion barriers, calculated using DFT

both with standard GGA and with DFT-D-corrected GGA. DFT-D energies in-

cluding the ZPE contributions are also reported. The shaded region highlights the

energy range of all the chemisorbed configurations in the latter approximation.

The zero of the energy is set to the non-dissociated molecule at infinite distance

from the surface.

Figure 4.14 shows the adsorption process in SB configuration: TS is char-

acterized by a distance carbon atom-surface of 2.13 Å and a bending angle of

166°. The transition state is characterized by sudden changes of the O-C-O bond

angle and charges (see Fig.4.15) with respect to the gas phase, indicating that

almost zero
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Figure 4.14: Perspective and top view of ball models of initial state, TS and final

state for the process: physorbed CO2 → chemisorbed CO2 in SB .

bending and electron transfer are two important features in the chemisorption

process, as already seen in 4.3.2 from static calculations. At variance with stan-

dard GGA calculations [3], DFT-D predicts that the chemisorption processes are

non-activated, the difference being due not to the differences between the ad-

sorption barriers calculated in the two approximation, but rather to the stronger

adsorption DFT-D energies. This means that the desorption energies for DFT-D

are equal to the adsorption energies, and in agreement with the experimental

ones. (See 4.2)
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Figure 4.15: Energy, charge transfer (upper panel) and bending angle (lower

panel) for the process: physisorbed CO2 → chemisorbed CO2 in SB along the

minimum energy path calculated using NEB.



Chapter 5

Hydrogen assisted

transformations of CO2 on

Ni(110)

In this chapter we study the hydrogenation of activated CO2 species adsorbed on

Ni(110) . We will compare the simulations with results coming from experiments

performed using both molecular and atomic hydrogen. Molecular hydrogen doesn’t

react directly with adsorbed CO2 but it firstly undergoes dissociative adsorption

. The adsorbed hydrogen atoms (adsorption energy of ≈ 2.6 eV) then react with

CO2 on the surface (Langmuir-Hinshelwood mechanism (LH) ). Atomic hydro-

gen, conversely, can directly react with adsorbed species before reaching the sur-

face (Eley-Rideal mechanism (E-R)) (Fig. 5.1). This parallel study help us to

understand the hydrogenation mechanisms at atomic level, and , in particular, to

answer following questions that have attracted general attention:

1. Does formate (COOH) react with H on nickel?

54
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2. Is CO a reactive intermediate?

3. Does CO stem from formate decomposition?

The main results presented in this chapter were published in The Journal of Phys-

ical Chemistry Letters [43].

Figure 5.1: Schematic representation of surface reaction mechanisms: Langmuir-

Hinshelwood, where both molecules are adsorbed on the surface and then they

undergo a chemical reaction, and Eley-Rideal, where only one molecule is adsorbed

on the surface and the other one reacts directly with it, without adsorbing.

5.1 Simulations

5.1.1 Technicalities

In this section different reactions between H and CO2 are studied, in term of

reaction barriers and characterization of the most relevant products and interme-

diates.
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The calculations of reaction barriers were performed using the NEB method

[22] (described in Sec.2.2), using 7 or 9 images, depending on the path reaction

lenght, in a 3×2 supercell and relaxing the images in the paths until the forces

orthogonal to the path were below 0.05 eV/Å. We use standard σ-GGA, without

DFT-D correction, since it does not change significantly the barriers involved in

the reactions.

5.1.2 Langmuir-Hinshelwood reactions

We first discuss LH reaction, starting from CO2 and H coadsorbed (Fig. 5.1).

Isolated H atom adsorbs preferentially in a hollow pseudo-3-fold site (in agree-

ment with literature data [44]) followed by the long bridge and the short bridge

sites, characterized respectively by adsorption energies of 2.68, 2.64, and 2.62 eV

referred to an H atom in the gas phase far apart from the surface. After dis-

sociative adsorption H atoms diffuse on surface overcoming barriers of ≈0.1 eV

between the almost energetically equivalent three local minima and eventually

react with a CO2 molecule interacting with the C atom or one of the O atoms.

Following a chemical/physical intuition we argue that possible products of this

reaction are the formate (HCOO) and the hydrocarboxyl (HOCO), generated

respectively through the interaction with C and O.

In order to study the details of the two channels of the CO2 hydrogenation

process, we consider the CO2 molecule in the most stable HU configuration and

H in the SB sites as indicated in Fig. 5.2, corresponding to the energetically

most favored initial coadsorption configurations: one NEB calculation (CO2 +

H −→ HCOO) starts with H in position 1 that reacts with carbon, while another

NEB calculation (CO2 + H −→ HOCO) starts with H in position 2 that reacts
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Figure 5.2: Initial configurations for LH CO2 hydrogenation: H in site 1 reacts

with C or H in site 2 reacts with the upper O. Site 1 and 2 are SB sites.

with the upper oxygen atom. In these geometries, the calculated adsorption

energy of the coadsorbed CO2 and H are, within our numerical accuracy, equal

to the sum of CO2 and H adsorbed separately. The structural adsorption details

of the adsorbates are also unchanged, thus indicating that they do not interact.

The CO2 + H −→ HCOO transition state (Fig. 5.3, blue path on the left)

involves a flip of H- CO2 complex with a barrier of 0.43 eV. In principle, further

reactions with adsorbed H atoms are possible: we calculated a barrier of 1.04 eV

for the production of dioxomethylene (CO2H2) and of 0.80 eV for the production

of formic acid (HCOOH) (Fig. 5.3, blue paths from the center to the right). How-

ever, these processes are in competition with the C-H cleavage in HCOO/Ni(110)

(≈1 eV). Moreover, the dissociation reactions HCOOH −→ HCO+OH has a bar-

rier of 0.40 eV (not shown in Figure), suggesting that the formic acid possibly

formed in this process is unstable and prefers to dehydrogenate back to formate.

Finally, we found that the dissociation of formate into CO is highly forbidden

(barrier > 3 eV). We conclude that formate is a rather stable product of the CO2

hydrogenation with coadsorbed H reacting with C.

An alternative CO2 hydrogenation path involves a different LH process (Fig.

5.3, grey path). H reacts with an oxygen atom of the CO2 molecule, overcoming
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reactants, intermediates and products energy (eV)

CO2 + 2 H(g) + H -2.60

CO2 + H(g) + 2 H -5.20

HOCO* + H(g) + H -4.82

HOCO + H(g) + H -5.13

HCOOH + H(g) -5.03

H2CO2 + H(g) -5.39

HCOO + H(g) + H -5.73

CO + OH + H(g) + H -5.85

CO + H2O + H -5.90

Table 5.1: Calculated DFT-GGA energies of the relevant reactants, intermediates,

and products participating in the CO2 hydrogenation on Ni(110) (same energy

zero as in Fig. 5.3)

a barrier of 0.52 eV in close competition with CO2 dissociation and desorption

(see Sec. 4.6 ). This yields the formation of a reactive hydrocarboxyl (HOCO)

intermediate, which can be subsequently hydrogenated with a barrier of 0.48 eV

to formic acid, that finally can easily decompose with production of formate.

In conclusion, our results indicate that at low temperature, formate is very

stable against further LH reaction with hydrogen and does not yield CO directly

upon decomposition. In Table 4.2, we report the energies of the configurations

shown in Fig. 5.3.
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Figure 5.3: Energy diagram obtained by DFT-GGA calculations. Different possi-

ble CO2 hydrogenation pathways on Ni(110) are indicated with solid and dashed

lines for LH and ER mechanisms, respectively. Colors indicate different reaction

pathways according to the text. Energies are given with respect to gas-phase (g)

atomic H and chemisorbed CO2.

5.1.3 Eley-Rideal reactions

In order to study reactions between gas phase hydrogen and adsorbed CO2 (Eley-

Rideal (ER) reactions, Fig. 5.1) we performed NEB calculations with H atom

initially in the vacuum, at ≈ 6Å from the surface. Since there is no local minima

in the vacuum to be considered as reference from which to start reactions, we

carried out different preliminary NEB calculation for each reaction with different
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starting H positions in x-y plane, then refining those with a lower barrier.

Experimentally these reactions may be favored by those H atoms which do

not react immediately with CO2 and are trapped by the Ni surface underneath.

After dissipating part of their energy, they react in a ’hot’ state with coadsorbed

molecules [45, 43]. For this reason the calculated ER barriers (Fig. 5.3) are

referred to the minimum that the ER-MEPs (Fig.5.4) exibit after an attractive

potential well of almost 1 eV.

The path originated from the interaction H-O starts with a very small barrier

(0.12 eV): we found an ER reaction channel yielding very stable coadsorbed

CO and OH or water via a hydrocarboxyl precursor (HOCO*) (Fig. 5.3, orange

path). Alternatively, HOCO* can evolve into a more stable HOCO configuration,

leading to CO and H2O after a second hydrogenation (cyan path). Similar paths

are suggested with the support of DFT and microkinetic modeling for the reverse

water gas shift reaction on Pt catalysts [46].

The interaction H-C, with a 0.30 eV barrier for the first CO2 ER hydrogena-

tion, directly produces formate (green path in Fig. 5.3). The energy barriers

given above are small with respect to the kinetic energy that the impinging H

atoms gain due to the attractive potential well of the metal surface (as we can see

in fig.5.4 that shows the MEP of reaction). In particular, the first ER reaction

step is thus easily accessible already at liquid nitrogen temperature.

5.2 Experimental results

Two kind of experiments was performed to study the CO2 hydrogenation on

Ni(110), using molecular and atomic hydrogen and collecting TPD, XPS and

HREELS spectra.
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Figure 5.4: Minimum Energy Path (MEP) profile for the reaction CO2 +

H(g) −→ HOCO*

With respect to the TPD spectra in Fig. 4.5, after dosing molecular or atomic

hydrogen a new feature appears in the CO2 TPD spectra at 305 K at the expense

of the 220 K state, suggesting the formation of a reaction intermediate [15, 43]

that dehydrogenates at 305 K.

From XPS spectra, we can state that this intermediate is the formate (HCOO),

produced after annealing up to 155 K using molecular hydrogen (LH reactions,

Fig. 5.5), but is already present at 90 K using atomic hydrogen (ER reactions,

Fig. 5.6). This is consistent with the difference between the calculated energy

barriers for the formate production, 0.43 eV and 0.30 eV (Fig. 5.3). The HREELS

spectra confirm the presence of formate already at 90 K for atomic hydrogen (365

meV peak, C-H stretching). In Fig. 5.7 we clearly distinguish the carbon monox-

ide C-O stretching peak and the water and OH O-H stretching peak, present at

90 K only in the case of hydrogenation with atomic hydrogen (right panel), in

agreement with results of our simulations (Fig. 5.3).
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Figure 5.5: Spectroscopy data collected upon stepwise annealing of the CO2 cov-

ered Ni(110) surface and of the CO2+H coadsorbed layer after molecular hydrogen

deposition: XPS spectra of the O (left) and C (right) 1s core levels; the gray curves

are difference plots between same-temperature XPS spectra of the CO2 + H layer

and of the pure CO2 layer; additional (red) and missing (yellow) contributions

are highlighted [15].
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Figure 5.6: XPS spectra. O1s (left panel) and C1s (right panel) corelevel spectra

of the CO2/Ni(110) and CO2 + Hat/Ni(110) layers as a function of the annealing

temperature; best fit curves and contributions as obtained by the fitting procedure

are shown [43].
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Figure 5.7: HREELS spectra of the CO2 + H2/Ni(110) layers (left) and CO2 +

Hatomic/Ni(110) layers (right) as a function of the annealing temperature [15, 43].



Chapter 6

Conclusion

Using ab-initio DFT calculations, both within the standard GGA for the exchange-

correlation functional and with the DFT-D correction for the Van der Waals con-

tribution we have studied CO2 adsorption and hydrogenation on Ni(110) ideal

surfaces. Calculations predict four almost energetically equivalent chemisorbed

configurations for CO2 adsorption on Ni(110). Three of the predicted adsorp-

tion geometries are consistent with the experimental STM images, namely HU,

HU-s and HS species. The DFT-D adsorption energy values, corrected also with

the ZPE, are in good agreement with the TPD data. Accounting for the new

adsorption configurations found in this thesis, we could refine the assignment of

the vibrational modes observed in previous HREEL spectra. The sinergic roles

of charge and bending of the adsorbed CO2 are discussed in detail by studying

electronic structure.

We have analyzed at the atomic scale the mechanisms of the CO2 +H reaction

network on Ni(110) under UHV conditions. In particular, we have demonstrated

that (i) CO is an intermediate in the most favorable ER reaction paths, (ii) the

adsorbed CO intermediate stems from ER hydrogenation of CO2 at low temper-

65
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ature and not from formate, and (iii) in all reaction schemes, formate is present

and acts as a very stable spectator, with high and comparable LH reaction bar-

riers for both dehydrogenation and further hydrogenation. In this study we have

provided direct evidence for a hydrogen-assisted CO2 activation mechanism yield-

ing C-O bond cleavage via a carboxyl intermediate. The results provide insight

into the CO2 catalytic conversion reaction, offering (i) consistent and solid sup-

port to the previously proposed hypothesis that formate is not an intermediate

of the CO2 hydrogenation process and (ii) a detailed reaction mechanism which

is compatible with all of the observations obtained under experimental working

conditions.

We are aware that the study of catalytic reactions is affected by the well known

’material gap’ and ’pressure gap’ problems, i.e. the difficulty of transferring

results obtained on model catalysts (single crystal, perfect surfaces, ultra high

vacuum (UHV) condition) to catalysis in real environment.

The study of the interaction of CO2 with more complex Ni-based structures,

closer to real systems, such as mixed Ni-Cu substrates and Ni nano-clusters on

insulating supports, however, goes in the direction of accounting for the ’material

gap’.

To this purpose some work is in progress to study the CO2 adsorption on

Ni/Cu(110) surface. As already said in the introduction, a Ni-Cu alloy has been

shown to be an active catalyst for methanol synthesis [11, 12, 13]. Bimetallic

surfaces play a decisive role in heterogeneous catalysis. Due to the particular

arrangement of the different atoms at the surface, new reaction pathways can

be opened and both the activity and selectivity of catalysts can be improved.

Various concepts for the specific reaction properties of bimetallic surfaces have
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been discussed in the literature [47, 48, 49, 50, 51]. The Ni/Cu system is a very

attractive model system of bimetallic surfaces: these bulk metals have the same

structure and similar lattice parameter; on the other hand their electronic and

magnetic properties are very different. This is what makes the bimetallic surfaces

so attractive because one can expect to be able to tune the surface reactivity at

will, in searching different catalytic properties.

The reactivity property of bimetallic surfaces, however, are not simply linear

interpolation of the properties of their constituents. Preliminary results for ad-

sorbed CO and CO2 indicate a stronger molecule-metal bond at selected Ni/Cu

alloy surface configurations, not only with respect to the pure Cu termination

where it is known that chemisorption does not occur, but also with respect to

pure Ni termination. For example, from our preliminary tests, it results that

CO2 adsorbs stronger on 1ML of Ni deposited on Cu(110) than on clean Ni(110).

These results indicate the importance electronic structure detail in order to

enhance the catalytic activity and confirm the trend already observed in other

bimetallic alloys. i.e., that the deposition of a more reactive metal (e.g., Ni)

onto a less reactive metal substrate (e.g., Cu) makes the overlayer even more

reactive with respect to adsorption and suggest the origin of the observed peculiar

reactivity of Ni/Cu alloy.

The real catalysts are not single crystals, for example powders are used. In

order to face this aspect of the ’material gap’, with respect to our problem,

the adsorption of CO2 on a more realistic model supported catalyst can be

studied, for example Ni clusters on a thin MgO film deposited on Ag(100). Oxide-

based films are indeed excellent matrix for nanoparticles and clusters deposition,

allowing controlled growth of a supported model-system catalyst under UHV
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[52, 53]. At present, while Ni clusters have been studied by STM on alumina

and on TiO2 [54], work with MgO substrate don’t exist, although high pressure

tests demonstrate that supported on MgO nanoparticles have high reactivity with

respect to CO dissociation [55] and methane reforming [56]. In particular aspects

not yet explored concerning the Ni nano-clusters on MgO/Ag(100) films in UHV

are:

-Cluster nucleation on substrate-structure.

-Structure, dimension and distribution of the Ni clusters.

-Mechanism involved in the reaction CO2 + H2.

The long-standing question about the transferability of the results obtained

under ultra high vacuum conditions to real systems would suggest to extend the

simulation of carbon dioxide reduction at Ni or Cu/Ni surfaces in a liquid environ-

ment under electrocatalytic conditions. Several efforts have been made recently

in order to afford electronic-structure calculations in solution. A ’natural’ but

’brute-force’ answer to this problem is to explicitly include the solvent molecules

in the system, either as one or several solvation shells or as a bulk medium that

fills the simulation box in periodic-boundary conditions . This approach has been

successfully followed in some cases (e.g. [57] but it becomes prohibitively expen-

sive if one wants to use it systematically for a good statistics. Alternative to this

explicit approach, recent efforts have been made [58] starting from a description of

the solvent as a continuum dielectric medium surrounding a quantum-mechanical

solute [59], then combined with a first-principles formulation of the cavitation en-

ergy based on a quantum-mechanical definition for the surface of a solute and

implemented in the Car-Parrinello framework in QE [60, 61] and recently revised

and improved for efficient applications to solid-liquid interfaces [62]. The use of
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hybrid quantum-mechanical/ molecular-mechanics (QM/MM) techniques [63] is

also an alternative approach towards realistic electrochemistry.
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