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Introd uction 

This work contributes to the analysis of the asset allocation problem for pen-
sion funds in a stochastic continuous-t ime framework. In particular, we focus 
on the portfolio problem of a fund manager who wants to maximize the ex-
pected utility of the fund's terminal wealth, that is to say the wealth accumu-
lateci up t o the retirement of a representative shareholder. W e consider the 
case of a defined-contribution pension plan. 

There are two different ways to manage a pension fund. On the one hand, 
we find defined-benefit pension plans (hereafter DB), where benefits are fixed 
in advance by the sponsor and contributions are initially set and subsequently 
adjusted in order to maintain the fund in balance. On the other hand, there 
are defined-contribution pension plans (hereafter DC), w h ere contributions are 
fixed and benefits depend on the returns on fund's portfolio. In particular, DC 
plans allow contributors to know, at each time, the value of their retirement 
accounts. Although DB and DC pension plans have some similarities, they 
adopt different means in order to ensure the same income streams in retire-
ment. This partly depends on the different regulatory framework which is 
usually applied to DB and DC plans. However, the main differences regard 
the risk management associateci with the retirement income. Historically, fund 
managers have mainly proposed DB plans, which are definitely preferred by 
workers. In fact, in the case of DB plans, the associateci financial risks are 
supported by the plan sponsor rather than by the individua! member of the 
plan. N owadays, most of the proposed pension plans are based o n DC schemes 
involving a considerable transfer of risks to wo!kers. Accordingly, DC pension 
funds provide contributors with a service of saving management, even if they 
do not guarantee any minimum performance. As we have already highlighted, 

l 



Introduction 2 

only contributions are fixed in advance, while the final retirement account 
fundamentally depends on the administrative and financial skill of the fund 
managers. Therefore, an effi.cient financial management is essential to gain 
contributors' trust. 

The classica! dynamic optimization model, initially proposed by Merton 
(1969, 1971), assumes a market structure with constant interest rate. We note 
that the optimal asset-allocation problem for a pension fund involves quite a 
long peri od, generally from 20 to 40 years. I t follows t ha t the assumption of 
constant interest rates does not fit with our target. For the same reason, we 
support the idea that also the inflation risk needs to be considered. According 
to this assumption, we observe that some of the leading pension funds in U.S. 
have from 5 to 10 percent of their portfolios allocated just to inflation-indexed 
instruments (Chicago Mercantile Exchange data). Moreover, the benefits pro-
posed by DC pension plans often require the specification of the stochastic 
behavior of other variables, such as salaries. Thus, the fund manager must 
cope not only with financial risks, but also with other risk sources outside the 
financial market as for example salaries. In this case, we will highlight how the 
introduction of a stochastic non-financial incarne (in our case contribution) in 
the optimal portfolio problem causes several computational diffi.culties. Sum-
ming up the above considerations, with respect to the classica! Merton's port-
folio choice problem, here we include in the model: (i) a stochastic process 
for the short rate, (ii) the inflation risk, through a stochastic process for the 
consumer price index, and (iii) the salary risk, through a stochastic process for 
the contributions. 

Merton (1990), Karatzas and Shreve (1998), and Duffi.e (2001) provide 
generai treatments of optimal portfolio choice in continuous-time without any 
stochastic non-financial incarne. Merton (1971) analyses the effects of intro-
ducing a deterministic wage incarne in the consumption-portfolio problem. In 
the more recent literature, similar models for DC pension fund has been pre-
sented by Blake et al. (2000), Boulier et al. (2001), and Deelstra et al. (2003). 
Especially, Blake et al. (2000) assume a stochastic process for salary including 
a non-hedgeable risk component an d focus o n the replacement ratio as the cen-
trai measure for determining the pension flow. Boulier et al. (2001) assume a 
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deterministic process for salary and consider a guarantee on the benefits. Ac-
cordingly, they support the real need fora downside protection of contributors 
who are more directly exposed to the financial risk borne by the pension fund. 
Also Deelstra et al. (2003) allow fora minimum guarantee in order to minimize 
the randomness of the retirement account, but they describe the contribution 
flow through a non-negative, progressively measurable, and square-integrable 
process. A recent model for a DC pension scheme in discrete time is proposed 
by Haberman and Vigna (2001). In particular, they study both the "invest-
ment risk", that is the risk of incurring a poor investment performance during 
the accumulation phase of the fund, and the "annuity risk", that is the risk 
of purchasing an annuity at retirement in a particular recessionary economie 
scenario involving a low conversion rate. Charupat and Milevsky (2002) and 
Devolder et al. (2003) analyze the problem of choosing the best investment 
strategy before and after retirement for life annuities and DC pension schemes 
respectively. Battocchio et al. (2002) consider the link between the accumu-
lation phase (i.e. before retirement) and the decumulation phase (i.e. after 
retirement, when benefits are paid under the form of annuities) of a pension 
fund through a suitable "feasibility condition". 

The problem of optimal portfolio choice for a long-term investor in pres-
ence of wage incarne is also treated by El Karoui and Jeanblanc-Picqué (1998), 
Campbell and Viceira (2002), and Franke et al. (2001). In a complete market 
with constant interest rates, El Karoui and Jeanblanc-Picqué (1998) present 
the solution of a portfolio optimization problem for an economie agent endowed 
with a stochastic insurable stream of labor incarne. Thus, they assume that 
the incarne process does not involve a new source of uncertainty. Campbell 
and Viceira (2002) focus on some aspects of labor incarne risk in discrete-time. 
In particular, they look at individual's labor incarne as a dividend on the in-
dividual's implicit holding of human wealth. Franke et al. (2001) analyze the 
impact of the resolution of the labor incarne uncertainty on portfolio choice. 
They show how the investor's portfolio strategy changes when the labor in-
come uncertainty is resolved earlier or later in life. For an investor described 
by CARA preferences and endowed with a stochastic non-financial incarne, 
Menoncin (2002) presents both an exact solution when the non-financial in-



Introduction 4 

come can be spanned on the financial market and an approximated solution 
when this is not true. 

The methodological approach we use to solve the optimal asset-allocation 
problem of a pension fund is the stochastic optimal control. Alternative ap-
proaches (see for instance Deelstra et al., 2003; and Lioui and Poncet, 2001) 
are based on the so-called "martingale approach" first introduced by Cox and 
Huang (1989, 1991), where the resulting partial differential equation is of-
ten simpler to solve than the Hamilton-Jacobi-Bellman equation coming from 
the dynamic programming. Nevertheless, in the martingale approach, when a 
stochastic process for salaries enters the optimization procedure, a submartin-
gale is no more obtained to apply the theory. 

In the first chapter we present a review of the mathematical tools required 
for the formai analysis of asset allocation models in continuous-time. 

Chapter 2 illustrates the use of the stochastic optimal control as optimiza-
tion engine in the consumption and portfolio choice problems in continuous-
time. 

In Chapter 3 we develop the optimal consumption and investment prob-
lem presented by Merton (1969, 1971). This model is commonly regarded as 
the first successful application of stochastic contro l in economics. Moreover, 
we present an explicit solution to the control problem for generai hyperbolic 
absolute risk aversion utility functions. 

In Chapter 4 we extend the classica! Merton's model by allowing interest 
rates to be stochastic. We illustrate how the introduction of another relevant 
state variable ( the stochastic short rate) in the contro l problem, in addition 
to the wealth, represents a delicate matter, although the methodological ap-
proach does not change. Under suitable assumptions on the value function, we 
derive an exact solution to the control problem by applying the Feynman-Kac 
Theorem directly to the Hamilton-Jacobi-Bellman equation. Then, we analyse 
how the short rate dynamics affects the optimal portfolio choice. Actually, the 
stochastic interest rate introduces a new hedging component in addition to 
the only speculative component characterizing the optimal portfolio strategy 
in the Merton's model. 

Finally, Chapter 5 extends the asset allocation models presented in the 
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previous chapters to the case of a DC pension fund. In order to characterize 
the accumulation phase, we consider the case of a shareholder who, at each 
peri od t E [0, T], contributes a constant proportion of his salary to a personal 
pension fund. A t the time of retirement T, the accumulateci pensi o n fund will 
be converted into an annuity. Initially, we assume a complete financial market 
constituted by three assets: a riskless asset, a stock and a bond which can 
be bought and sold without incurring any transaction costs or restriction on 
short sales. Then, we take into account two stochastic processes describing 
the behavior of salaries and the consumer price index. As we have already 
remarked, the presence of a stochastic process for salaries represents the chief 
obstacle to a complete solution of the optimal control problem. In fact, if 
we assume that the salary process is driven by a risk source which does not 
belong to those defining the financial market, that is a non-hedgeable risk, 
we obtain that the market is no more complete. In this case, even if we can 
state the control problem, the corresponding Hamilton-Jacobi-Bellman equa-
tion and the optimal portfolio, we are not able to apply the Feynman-Kac 
Theorem and to find the optimal value function in a closed form. Therefore, 
this prevents us from studying how the coefficients of the salary process af-
fect the optimal portfolio strategies. Here, we propose a model in which the 
presence of stochastic salaries is consistent with the assumption of complete 
market. In order to justify this proposition, we link the only non-hedgeable 
component of the salary process to the consumer price index, whose role in the 
financial market will be widely investigated. By following this way, we find a 
closed form solution to the control problem and then we are able to analyze in 
detail how the risk involved by the stochastic behavior of salary and inflation 
affects the optimal portfolio composition. We prove that the optimal portfolio 
is formed by three components: (i) a speculative component proportional to 
both the portfolio Sharpe ratio and the reciproca! of the Arrow-Pratt risk aver-
sion index, as the one derived in the Merton's model, (ii) a hedging component 
depending on the state variable parameters as the one derived in Chapter 4, 
and (iii) a preference-free hedging component depending only on the diffusion 
terms of both the financial assets and the consumer price index. Further-
more, after working out the expected values characterizing the solution, the 
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optimal portfolio can be simplified to the sum of only two components: one 
depending on the time horizon, and the other one independent of it. In par-
ticular, the optimal portfolio real composition turns out to have an absolutely 
time independent component. Moreover, the risk aversi o n parameter deter-
mines whether the portfolio is more or less affected by the time-dependent 
real component. The higher the risk aversion, the more the time-dependent 
real component affects the optimal portfolio. Accordingly, low values of the 
risk aversion parameter determine a real portfolio composition that becomes 
approximately constant through time. Finally, we present a numerica! appli-
cation in arder to investigate the dynamic behavior of the optimal portfolio 
strategy more closely. 



Chapter l 

Some preliminaries of stochastic 
calculus 

The purpose of this chapter is to define the stochastic integrai with respect to 
a Brownian motion and to introduce some fundamental results of the corre-
sponding differential calculus. Standard references for a rigorous introduction 
to stochastic calculus are Karatzas and Shreve (1988), and Revuz and Yor 
(1991). A generai approach to the theory of stochastic integration based on 
semimartingales as integrators can be found in Meyer (1976), Protter (1990), 
and Jacod and Shiryaev (2002). 

1.1 Brownian motions and stochastic integra-

tion 

We fix a complete probability space (n, F, lP'). 

Definition l A stochastic process W: n x [0, oo) ---+ lR is a Brownian motion 
on (n, F, lP') if it has the following properties: 

1. IP'(W (O)= O)= l; 

2. for any O ~ s ~ t, the random variable W (t) - W ( s) is normally dis-
tributed with mean zero an d variance (t - s); 

7 
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3. the pracess W has independent increments; i. e., far any ti me sequence 
O :::; to < t1 < ... < tn < oo, the randam variables W (to), 

W(tl)- W(to), ... ,W(tn)- W(tn-l) are independent; 

4- the pracess W has cantinuaus trajectaries; i. e., far almast all w E n, the 

map t -t W (t, w) is cantinuaus. 

We can generalize the above definition in order to define a Brownian motion 
in JRk. 

Definition 2 w = (W1' ... ' wk) T is a k-dimensianal Brawnian matian an 
(n, F, lP') if the pracesses Wi, i = l, ... , k, are real-valued Brawnian matians 
and they are independent. 

Hereafter (T) indicates transposition, so that W (t), t E [0, T], is a column 
vector in 1R k. 

Let Ft denote the augmented filtration generateci by Ftw and the null 
subsets of F, where Ftw = a {W (s); O:::; s:::; t}. The a-algebra Ft can be 
interpreted as the information generateci by W on the interval [0, t] and avail-
able to investors at time t. We recall that Ft is increasing, that is Fs C Ft for 
s < t. W e denote Et ( ·) = E (·1Ft) the conditional expectation with respect to 
the a-algebra Ft. 

Definition 3 A pracess () : n x [O, oo) -t 1R is adapted if, far all t ~ O, the 
randam variable () ( ·, t) is measurable with respect t a Ft. 

For the sake of simplicity, from now on we will not indicate the dependence 
o n the state w, unless i t is strictly necessary. 

Let .C denote the set of adapted processes. We define the two following 
subsets of .C: 

t:}= {o E C: 1'10 (t)l ds < oo 

C2 = {o E c : fo' 02 (t) dt < oo 

where, obviously, .C1 c .C2 . 

a.s., for ali t ~ O} , 
a. s., for ali t ~ O} , 
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Definition 4 A pracess M : n x [O, oo) ---t ~ in C is 

a martingale, 

a supermartingale, 

a submartingale, 

if M (t) is integrable far all t~ O, i. e. E IM (t) l < oo, and if 

Et (M ( s)) = M (t) , 

Et (M ( s)) ~ M (t) , 

Et (M (s)) ~M (t) 

respectively, far any O ~ t ~ s. 

9 

We note that if the process Mis a martingale, then E (M (t)) =E (M (O)) 
for any t ~ O. Moreover, if t E [0, T] with T < oo, the process M is completely 
determined by its terminal value, that is M (t) =Et (M (T)). 

We will sometimes need to work with processes satisfying a weaker prop-
erty: the local martingales. 

Definition 5 A stapping time is a randam variable T : n ---t [O, oo] such that, 
far each t~ 0, the event {w E n: T (w) ~t} is in :Ft. 

Definition 6 An adapted pracess M : n x [0, oo) ---t ~ is a lacal martingale 

if there exists an increasing sequence ( Tn)n af stapping times, with T n ---t +oo 
as n ---t +oo, such that the stapped pracess defined by MT(n) (t) = M (t 1\ Tn), 

t ~ O, is a martingale far all n. 

It can be proved that a martingale is a local martingale, while the converse 
need not be true. On the other hand, a nonnegative local martingale is a 
supermartingale. 

We note that the properties of a standard Brownian motion imply that it 
is a martingale. In particular, this follows from the fact that the increments 
of a standard Brownian motion are independent and of zero mean. 

Now, we fix a time interval [0, T] and an adapted process h: n x [O, T] ---t~­
Let Z be o ne of the processes W 1, ... , Wk defining the k-dimensional Brownian 
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motion W. Our object is to define the stochastic integrai J0T h (t) dZ (t), known 
as Itò integrai. 

In arder to guarantee the existence of the stochastic integrai, we assume 
h E 7t2 , where 

The first step is to define the stochastic integrai for a particuiar class of 1t2 

processes, that is the simpie (or eiementary) processes. 

Definition 7 A process h : n x [0, T] ~ IR is simple if there exists a partition 
of [0, T] given by times O= t0 < t1 < ... <t N= T such that h is constant on 
each subinterval, in the sense that, for all n > O, 

h (t) = h (t n) , 

Thus, we define the stochastic integrai of the simpie process h with respect 
to Z as follows: 

{t n 

fo h (s) dZ (s) =~h (ti-d [Z (ti)- Z (ti-t)]+ h (tn) [Z (t)- Z (tn)], 

if t E [tn, tn+l), for any n< N, and 

T N 1 h (s) dZ (s) =L h (t;_1) [Z (t;)- Z (t;-1)], 
o i=l 

if t= tN =T. 
Now, Iet us consider a generai process h E H 2 . It can be proved, see 

for exampie Karatzas and Shreve (1988), that we can aiways approximate a 
process h E 7t2 with a sequence (hn) of simpie adapted processes such that 

E (1T [hn (t)- h (t)f dt) ~O 

For each hn, the integrai Yn = J0T hn (t) dZ (t) is a well defined random 
variabie. Then, it follows that there exists a unique random variabie Y such 
that 

(1.1) 
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We note that Y is a uniqueiy defined random variabie in the sense that if 
there exists another random variabie Y satisfying property (1.1), then it must 
be Y = Y aimost sureiy. 

Thus, we define the stochastic integrai of a process h E 1-{2 with respect to 
Z as the Iimit in L2 (n, .F, lP') 1 of the sequence (Yn), that is 

Y =: {T h (t) dZ (t) = Iim {T hn (t) dZ (t). lo n~+~lo 
(1.2) 

Since the time horizon T and the process Z are arbitrary, we can extend the 
above definition of stochastic integrai to any process h= (h1, ... , hk) E (1-l2)k, 
that is h i E 1-{2 for ali i = l, ... , k, and any t E [O, T] as follows 

{t k {t 
lo h (s) dW (s) =L lo hi (s) dWi (s). 

o i=l o 
(1.3) 

The following resuits are frequentiy appiied in stochastic modeis. 

Proposition l Given h E (1-l2)k, the process M = (M (t), O::; t::; T), de-

fined by the stochastic integrai M (t) = J; h ( s) dW ( s), is a martingale with 

mean zero and variance E (Mt2) =E [J; h2 (s) ds J. 

In financiai applications, we will sometimes need to define foT h (t) dW (t) 
for an integrand h in (.C2)k. This because the integrability condition imposed 
on the set of adapted processes (1-l2 / can be too strong. However, this gen-
eraiization c an be carri ed out as follows. For any given n E N+, Iet us define 
T (n) = inf {t E [O, T] : J; llh (s)ll 2 ds =n}, where inf 0 =T and 11.11 denotes 
the Euclidean norm. The process hr(n), given by hr(n) (t) = h (t) l{t:Sr(n)}, 

beiongs to (1-l2)k. Thus, for any t E [0, T], the stochastic integrai Yr(n) = 
J; hr(n) (s) dW (s) is well defined as in Equation (1.3). Now, we note that 
T (n) ---+ T aimost sureiy. In fact, w e h ave foT Il h ( s) 11 2 ds < oo aimost sureiy. 
Finally, we define the stochastic integrai of a process h E (.C2)k with respect 
to W as the limit in L2 (n, .F, lP') of the sequence (Yr(n)), that is 

{t h (s) dW (s) = Iim {t hr(n) (s) dW (s) lo n~+~lo 
in L2 

' t E [O, T]. (1.4) 

1 W e recall that L2 (0, F, JP>) = {x : (0, F) -t (~,B) such that E ( x2) < oo}, where B is 
the Borel a-field in ~. 
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Proposition 2 Given h E [}, the process M = (M (t), O:::; t:::; T), defined 

by the stochastic integral M (t) = J; h ( s) dW ( s), is a local martingale. 

An important property of the stochastic integrai is the linearity. Given two 
processes h an d g in ( .C2) k an d two scalars a an d {3, the process (a h + {3 g) is 
also in (.C2)k, and, for any t E [0, T], i t results that 

l (a h ( s) + /3 g ( s)) dW ( s) = a l h ( s) dW ( s) + f]l g ( s) d W ( s) . 

In finance, the stochastic integrai is often taken to model trading gains. 
By 1900, Louis Bachelier proposed to adopt a standard Brownian motion as 
the price of a security. Thus, if S denotes the (unidimensional) price process, 
we have S = W. Now, we define a trading strategy as a process 1r E C, 
where B (w, t) represents the units of the security hold at each state w E .0 
and time t E [0, T]. Under these assumptions, we suppose that the trading 
strategy 1r is piecewise constant on [0, T] so that, for some time sequence 

O = to < t1 < ... < tN = T, we have 1f (t) = 1f (tn-1) for ali t E [tn-l,tn) 
and for any n= O, l, ... , N. Then, we would have no difficulty in defining the 
trading gains within each subinterval. In particular, the total gain involved by 
1r wili be given by 

T N 
11f (t) dW (t)= L 1f (tn_i) [W (tn) -W (tn-1)]. 

0 n=l 

However, we wish to consider trading strategies t ha t are not necessarily 
piecewise constant. In this case, the stochastic integrai of a trading strategy 
1r with respect to W, as defined in (1.4), aliows us to extend the model of 
trading gains to ali processes 1r E .C2 • In fact, for any t E [0, T], the stochastic 
integrai J; 1r ( s) dW ( s) characterizes the total gain generateci up t o time t by 
the trading strategy 1r. N ow, a natura! extension of this model regards the 
dynamics of the traded security. In fact, we wili need to work with processes 
more generai than standard Brownian motions. In the next section, we wili 
define It6 processes and some fundamental results which wili aliow us to use 
It6 processes as good models of security prices. 
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1.2 It6 processes and It6's formula 

In this section we will present some fundamental results of the stochastic cal-
culus. 

We fix a standard Brownian motion W defined on IR. 

Definition 8 A process X= (X (t), O::; t ::; T) is a real-valued Ito process if 
there exist two processes /-L E .t:} and ()" E .C2 such that 

X (t)= xo +l fL (s) ds +l <T (s) dW (s), t E [0, T], (1.5) 

where X (O)= Xo. 

It is common to write (1.5) in the following differential form 

dX (t) = J-L (t) dt +()"(t) dW (t). 

W e will refer t o J-L an d ()" as the drift and the diffusi o n coefficients of X. In 
particular, we will interpret J-L (t) as the conditional expected rate of change of 
X at time t and (]"2 (t) as the rate of change of the conditional variance of X 
at time t. 

The Ito process allows us to characterize a sufficiently general type of secu-
rity price processes. Let we assume that the price of a security X is described 
by an Ito process. If we suppose a trading strategy () to be a process in .C such 
that (OJ-L) E .C1 and (()()") E .C2 , for any t E [O, T], the stochastic integral 

lo (s) dX (s) =lo (s) /L (s) ds +lo (s) u (s) dW (s) 

define the gain process generateci by (). 
Given two Ito processes X and Y defined as follows 

dX (t) = J-L (t) dt +()"(t) dW (t), 

dY (t) = a (t) d t + 8 (t) dW (t) , 

X (O) = Y (O) = x o, 

it can be proved that, for all t E [O, T], X (t) = Y (t) almost surely if and 
only if J-L = a and ()" = 8 almost everywhere. This is known as the unique 
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decomposition property of Ito processes. We recall that two adapted processes 
/-l and a are equal almost everywhere if 

The next result, known as Ito's Lemma, represents the main tool in the 
theory of stochastic calculus. In particular, i t allows us t o explicitly sol ve most 
of the asset-pricing models in a continuous-time setting. 

Proposition 3 (Ito's Lemma) Let f: ~x [O, T] ~~be in C2•1 (~x [0, T]) 2 

and X an Ito process as in Definition (8) 
Then, the process Y = (Y (t), O '5: t '5: T), defined by Y (t) = f (X (t), t), 

is an Ito process with 

l dY (t) = ft (X (t), t) dt + fx (X (t), t) dX (t)+ 2fxx (X (t), t) f7
2 (t) dt, (1.6) 

where fx (x, t) = ~ (x, t), fxx (x, t) = ~(x, t) and ft (x, t) = ~{ (x, t). 

Equation (1.6) is known as Ito's formula. After substituting dX (t) in 
Equation (1.6), we have 

dY (t) = [!t (X (t), t)+ fx (X (t), t) J.L (t) +~!xx (X (t), t) a2 (t)] dt 

+ fx (X (t), t) f7 (t) dW (t). 

In order to illustrate the use of the Ito's formula, we apply it to a very 
common equation which describes the so called geometrie Brownian motion 
( G BM). Let X (t) be the process defined by the following stochastic differential 
equation: 

dX (t) =X (t) 1-ldt +X (t) CJdW (t), 

X (O)= x0 , 

(1.7) 

2We follow here the accepted practice of denoting by 0 2•1 (JR x (0, T]) the family of all 
continuous functions f (x, t) : lR x [0, T] ~ lR with continuous derivatives %f, * and ~· 
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where J-l and a are real constants, and x0 >O. Let us suppose for the moment 
that X (t) is a strictly positive process satisfying Equation (l. 7). Then, we 
can define the process Y (t)= lnX (t). The It6's formula3 gives us 

l l l 
dY (t)= O+-( )dX (t)- ---2 (aX (t))2 dt 

X t 2X(t) 

= (l'- ~a2) dt + adW (t). 

Thus, we have 

Y (t)= Y (O)+ l (l'- ~a2) ds +l adW (s), 

= In x0 + (t< - ~a2) t + a W (t) , 

which implies that 

(1.8) 

Now, it can be verified by It6's Lemma that X (t), so as defined in Equation 
(1.8), is actually a solution of (l. 7). 

We note that the variable Y (t) has normal distribution with mean equal 
to [In x0 + (1-l - !a2) t J and variance a2t. Consistently with this property, a 
geometrie Brownian motion is often indicated as a log-normal process. In the 
literature, it is very common to describe the price of a security as a GBM. In 
fact, working with GBM simplifies many technical procedures, either in the 
development of the probabilistic analysis, or in the solution of the differen-
tial equations involved in the problem. If we suppose that the dynamics of a 
price security follows a GBM, it is natural to interpret J-l as the instantaneous 
expected rate of return and a as the instantaneous standard deviation of the 
rate of return. Due to its log-normal distribution, the GBM has been widely 
used in most financial applications, in particular we mention the celebrated 
Black-Scholes option pricing formula. However, two puzzles have emerged 
from empirica! analysis and are stili subject to research. The first is due to 
the leptokurtic distribution of asset returns. We recall that a distribution is 
leptokurtic if it has a higher peak and heavier tails than those of the normal 

3We can note that Ito's formula can be applied because f(x) = lnx is in 0 2 on (O,oo). 
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distribution. It is common to think that fat tails are related to the discon-
tinuous paths of asset returns. In order to refl.ect this discontinuity, a widely 
used extension of the standard models based on GBMs is to consider jump-
diffusion processes. The second puzzle is strictly related to the option pricing 
theory. Actually, the assumption of log-normal processes fails to explain the 
so-called "volatility smile" effect. Also in this case, various modifications of 
the standard model have been proposed in literature, particularly they focus 
on jump-diffusions and stochastic volatility models. 

1.3 The multidimensional case 

In this section we presenta generalization of Itò's Lemma for multidimensional 
processes. 

We suppose that w= (wl, ... , wk) T is a standard Brownian motion in JR.k 
as in Definition (2) 

Definition 9 A process x = ( X 1' X 2 ' ... ' X d) T is an Ito process in JR.d if, far 
any i= l, ... , d, there exist ti E 1:,1 and the row vector (i E (L,2)k such that 

X' (t) = xh +l JL' (s) ds +l <Y' (s) dW (s), t E [0, T], 

w h ere 

and X (O) = x0 E JR.d. 

Usually, we prefer the matrix notation, then we write X in differential form 
as follows 

dX (t) =l-l (t) dt + ~ (t)dW (t), (1.9) 
(dxl) (dxl) (dxk) (kxl) 

where /-l = (tL1, ···1-ld) T and ~ = [ai,j] .. 
The next result extends Itò's Lemma to the case of multidimensional pro-

cesses. 
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Proposition 4 (Multidimensional Ito 's Lemma) Let f : JRd x [0, T] ~ 
IR a function in C2•1 (JRd x [0, T]) and X an Ito process in JRd as defined in 

Equation {1.9). 
Then, the process Y = (Y (t), O~ t~ T), defined by Y (t) = f (X (t), t), 

is an Ito process with 

dY (t) = [!t (X (t), t)+ fx (X (t), t) Jl (t)+ ~tr {E (t) ET (t) fxx (X (t), t)}] dt 

(1.10) 

+ fx (X (t), t) E (t) dW (t), 

where, fx (x, t) denotes the row vector [%~ (x, t)L=l,oo,d' !xx (x, t) denotes 

the matrix [ 8;i21xi (x, t) J o o , and ft (x, t) = ~{ (x, t). 
z,J=l,oo,d 

In order to ease the notation, it is common to write Equation (1.10) as 

follows 

dY (t) = V f (X (t) , t) + f x (X (t) , t) E (t) d W (t) , 

where V denotes the infinitesimal generator of X defined by 

V f = ft + Jlfx + ~tr {EET fxx}. 

The operator V is referred also as the Dynkin operator, or the Kolmogorov 
backward operator of the process X. 

1.4 Girsanov's Theorem 

W e note that an Itò process X is a martingale if /-l = O and a E H 2 , that is to 
say when X becomes just a stochastic integrai. In many financial applications, 
working with martingales is not only a computational advantage but a real 
necessity. In order to eliminate the drift, the Girsanov's Theorem gives us a 
fundamental tool to move from an arbitrary Itò process to a stochastic integrai 
by a suitable change of probability. 

Definition 10 We say that a process h E (C2)k satisfies the Novikov's condi-
tion if 
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The following result gives us a sufficient condition to define a martingale. 

Proposition 5 Let w = (W\ ... , wk) T be a standard Brownian motion in 
JRk. Given a process h E (C2)k satisfying the Novikov's condition, the process 

ç = (ç (t), O S t S T) defined by 

ç (t)= exp {-l h (s) dW (s)- ~ fo'11h (s)ll 2 ds} (1.11) 

is a martingale. 

By applying It6's Lemma to Equation (1.11), we obtain that 

dç (t) = -ç (t) h (t) dW (t), 

ç (O) = l. 

Under the assumptions of Proposition (5), since the process ç is a martin-
gale, we have in particular that E (ç (T))= l. Moreover, the random variable 
ç (T) is strictly positive, so that we can define an equivalent probability mea-
sure Q on (n, F) with the following property 

(1.12) 

that is 
EQ (Z) = EJP (ç (T) Z). 

W e recall that Q an d JP' are two equivalent probability measures o n (n, F), 
if they assign null probability at the same set of events. That is to say that, for 
any event A E F, JP' (A) =O if and only if Q (A) =O. In probability theory, the 
strictly positive random varia h le ç (T) is called the Rado n-Nikodym derivative 
of Q with respect to JP', and, for any sub-tribe Q cF, it satisfies the following 
property, known as Bayes rule: 

where Z is a random variable such that EQ (IZI) < oo. 
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Theorem l ( Girsanov 's Theorem) Le t ç = ( ç (t) , O ~ t ~ T) be the pro-

cess defined by 

ç (t)= exp {-l h (s) dW (s)- ~ lllh (s)ll 2 
ds}, 

where h E (C})k satisfies the the Novikov's condition. 

Let W*= (W* (t), O~ t~ T) be the process defined by 

w· (t) = w (t) + l h ( s) ds. 

IJQ is the probability measure defined by (1.12), then the process W* is a 

Brownian motion under Q. 

In particuiar, if X is an Ito process as defined in Equation (1.9) and h (t) = 
f.L (t) ~-l (t) is bounded, we have 

W* (t) =W (t)+ li' (s) E-1 (s) ds, 

an d 
dX (t) =E (t) dW* (t), 

Thus, X (t) is a stochastic integrai under the new probabiiity measure Q 
an d the I t o process X becomes a Io c ai martingaie un der Q. 

In generai, Girsanov's Theorem allows us to characterize Ito processes with 
same diffusion and arbitrary drifts through suitabie probability adjustments. 

Corollary l Le t X = ( X 1, X 2 , ... , X d) T be an Ito process in Rd defined by 

dX (t)= J.L (t) dt +E (t)dW (t), t E (0, T], 
(dxl) (dxl) (dxk) (kxl) 

X (O)= xo. 

Let us suppose that v E (.C1 )d and that there exists some process h E (.C2)k 

such that, for any t E [0, T], 

~(t) h (t) = f.L (t)- v (t) .4 

4This is always true if d= k and cr is a full rank matrix almost surely. In this case, the 
process h is uniquely defined. 
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If the process h satisfies the Novikov's condition, then X is an Ito process 
also with respect to the equivalent probability measure Q and it results that 

w h ere 

dX (t) =v (t) dt +~(t) dW* (t), t E [0, T], 

X (O)= xo, 

W* (t) = W (t) + l h ( 8) d8. 

1.5 Stochastic differential equations 

W e fix a standard Brownian motion W in JRk defined on a complete probability 
space (n, F, JP>). 

A stochastic differential equation (SDE) is an expression of the form 

dX (t) = 1-l (X (t), t) dt +~(X (t), t) dW (t), (1.13) 

X (O)= xo, 

where x0 E JRd, 1-l : Rd x [0, T] ~ Rd and ~ : JRd x [0, T] ~ JRdxk are given 
functions. Sometimes it can be useful to specify a SDE in its integrai form 

X (t) = x o + l J1. (X ( 8) , 8) d8 + l }:; (X ( 8) , 8) dW ( 8) . 

The unknown is the process X in Rd. W e note t ha t if the diffusi o n matrix ~ 
is identically equal to zero, Equation (1.13) becomes an ordinary (nonstochas-
tic) differential equation, which can be solved path by path. Now, we want 
to investigate some conditions on 1-l and ~ under which, for each initial con-
dition x0 E JRd, there exists a unique It6 process X solving Equation (1.13). 
This means that if there exists another It6 process solving Equation (1.13), it 
must be equal to X almost everywhere. A process such as X is usually called 
diffusi o n. 

Definition Il We say that the functions 1-l : JRd x [0, T] ~ JRd and ~ : JRd x 
[0, T] ~ JRdxk satisfy the global Lipschitz condition in the first argument if 
there exists a consta n t K such that, for any x ,y E JRd and any t E [O, T], 

Ili-l (x, t) - 1-l (y, t) Il + Il~ (x, t) - ~ (y, t) Il :::; K l lx - Yll . 
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In the case of ~, we note that the usual notion of Euclidean norm can be 
extended to any matrix A= [ai,j] by letting 

l 

IIAII = (tr (AAT)) ~ = (~aL) 
2 

t,J 

Definition 12 We say that the functions /L : JR.d x [0, T] ---+ JR.d and ~ : JR.d x 

[0, T] ---+ JR.dxk satisfy a linear growth condition in the first argument if there 

exists a constant K such that, for any x E JR.d and any t E [0, T], 

Since Definitions (11) and (12) apply for all t E [0, T] simultaneously, we 
note that these conditions are verified uniformly in the time horizon [0, T]. 

The following theorem gives us sufficient conditions for the existence and 
uniqueness of a solution to Equation (1.13). 

Proposition 6 Given the SDE defined in Equation (1.13), let us suppose that 
the coefficients f.-l and ~ are measurable functions and satisfy the global Lips-
chitz condition an d the linear growth condition in x. Then, for each x0 E JR.d, 
there exists an It6 process X in JR.d satisfying Equation ( 1.13) with initial con-
dition X (O) = xa. 

Moreover, the solution is unique in the sense that, given another It6 process 
Y satisfying Equation (1.13), then X= Y almost everywhere. 

lf X is the solution of (1.13), then there exists a constant C such that, for 
any t E [0, T], 

Corollary 2 Under the assumptions of Proposition (6) the process X is Markov. 

We recall that X is a Markov process if the conditional distribution of X (t), 
given :Fs, s < t, depends only on X (s). Namely, for any arbitrary bounded 
function f : lR. ---+ lR. an d any s < t ~ T, we h ave 

E [j (X (t)) l Fs] =E[! (X (t)) l X (s)]. (1.14) 



Stochastic calculus 22 

Under our assumptions, it can be proved that the solution X of Equation 
(1.13) is also a strong Markov process, roughly speaking this means that the 
above property (1.14) holds also if we replace time t with a stopping time T 

adapted to :Ft. 
The solution X defined by Proposition ( 6) is called a strong solution. This 

depends on the fact that the Brownian motion W is fixed in advance and the 
solution X built on it is consequently Fradapted. 

In generai, it is a hard work to find a solution of a SDE. There are however 
some interesting nontrivial cases where it is possible to solve a SDE in explicit 
manner. A very common example in financial mathematics is given by the 
geometrie Brownian motion, whose solution has been illustrateci in Section 
1.2. Given the result in Proposition (6), we remark that the real process 

X (t) = Xoe(JL-!u2 )t+uW(t), t E [0, T] , 

is the unique solution of the equation defining a GBM, that is 

dX (t) =X (t) ~-tdt +X (t) adW (t), 

X (O)= xo, 

where we recall that /-L and a are real constants, and x0 > O. 
An important class of SDE is given by the linear stochastic differential 

equations, which have the following form 

dX (t) = [A (t) X (t) + b (t)] dt + C (t) dW (t) , 

X (O)= xo, 

(1.15) 

where A : [0, T] ---+ JRdxd, b : [0, T] ---+ JRd, and C : [0, T] ---+ JRdxk are continuous. 
Equation (1.15) can be explicitly solved. In fact it can be proved that the 
solution of a linear SDE is given by 

X (t) = il> (t) [ x0 + l il> - 1 
( 8) b ( 8) d8 + l il> - 1 

( 8) C ( 8) dW ( 8)] , 

where <I> (t) is a nonsingular matrix which solves the following ordinary matrix 
differential equation 

d~; t) =A (t) il> (t), 

<I> (O) = Idxd, 
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where Idxd denotes the d-dimensionai identity matrix. 
An important property of this diffusion is that X is Gaussian. Given 

any finite sequence of times tt, ... , th, (X (t1), ... ,X (th)) has a joint normal 
distribution. Moreover, for any t, we can compute the mean vector m (t) and 
the covariance matrix V (t) as solutions of the following ordinary differential 
equations 

dm(t) -----;;u- =A (t) m (t)+ b (t), m (O) = xo, 

dV (t) -----;;u- =A (t) v (t)+ v (t) A (t) T+ c (t) c (t) T' V (O)= O. 

1.6 Partial differential equations and Feynman-

Kac Theorem 

In this section we will investigate the dose connection which exists between 
SDEs and certain partial differential equations. In particular, we will illustrate 
the so-called Cauchy problem and the probabilistic solution of a PDE. 

As usual, we fix a standard Brownian motion W in JRk defined on a complete 
probability space (0, F, IfD). Given two functions J-L : JRd x [0, T] ---+ JRd and 
:E : JRd x [0, T] ---+ JRdxk satisfying the assumption of Proposition (6), we want 
to find a function f E C2•1 (JRd x [0, T]) which solves the following Cauchy 
problem: 

C : { V f (x, t) = O, x E JRd, t E [O, T], 
f(x,T)=g(x), xEIRd, 

where g : JRd ---+ IR. From Section 1.3, we recall that 

(1.16) 

V f (x, t) =!t (x, t)+ fx (x, t) Jl (x, t)+ ~tr {I: (x, t) I: T (x, t) fxx (x, t)}. 

The idea is to derive a probabilistic representation for the solution of the 
PDE (1.16). Specifically, we want to represent the Cauchy problem in terms of 
Brownian motions and solutions of suitable SDEs. For any fixed pair (x, t) E 

JRd x [0, T], we define the process X as the solution to the SDE 

dX ( s) = J-L (X ( s) , s) ds + :E (X ( s) , s) dW ( s) , s E (t, T], 

x (t)= x. 
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Let us suppose t ha t f is a solution of the Cauchy problem C. For any 
(x, t) E JRd x [0, T], we apply the Ito's formulato the process Y defined as 

We obtain that 

Y ( s) = f (X ( s) , s) , s E (t, T], 

Y (t) = f (x, t). 

f(X(T),T)=f(X(t),t)+ !.T Vf(X(s),s)ds (1.17) 

+ J.T J,(X(s),s)E(X(s),s)dW(s). 

Sin ce f sol ves C, the ordinary integrai above vanishes. Moreover, if we 
take expectations through each si de of Equation ( 1.17) an d we suppose t ha t 
the process fx (X, s) ~(X, s) satisfies enough technical conditions as for in-
stance in Proposition (l), then the expectation of the stochastic integrai also 
vanishes. Thus, given the initial condition X (t) =x and the boundary condi-
tion f (·,T) = g (·), we have 

f (x, t) =Et [g (X (T))]. 

We have proved the following result, which is known as the Feynman-Kac 
stochastic representation formula: 

Proposition 7 Let f E C2•1 (JRd x [O, T]) be a solution of the Cauchy problem 

C : { D f (x, t) = O, x E JRd, t E [O, T], 
f (x, T) = g (x) , x E JRd, 

where g : JRd---+ JR. 
If we suppose that the process fx (X, s) ~(X, s) E 'H2, then f admits the 

stochastic representation 

f (x, t) =Et [g (X (T))], 

where, for any s ~t, the process X satisfies the SDE 

dX (s) = JL (X (s), s) ds +~(X (s), s) dW (s), 

x (t)= x. 
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W e note t ha t the Feynman-Kac stochastic representation formula, un der 
suitable integrability conditions, gives usa "nice" solution of the Cauchy prob-
lem. However, Proposition (7) does not guarantee in generai the existence of 
a solution of the PDE. To obtain this, we need to impose strong technical 
conditions. A review of these conditions is presented in Karatzas and Shreve 
(1988). Another important remark regards the uniqueness of the solution. In 
generai, a parabolic PDE, like that describing the Cauchy problem, can admit 
infinite solutions. In our case, the integrability conditions we have assumed 
allow us t o define only a "nice" solution of the problem, but no t the unique. 

We now generalize the Cauchy problem presented above and, under suffi-
cient technical conditions, we state the uniqueness of the solution. 

Let f E C2•1 (JRd x [0, T]) be a solution of the Cauchy problem 

V f (x, t) - r (x, t) f (x, t) + h (x, t) = O, x E lR d, t E [O, T], (1.18) 

f (x, T) = g (x) , x E IRd, 

where r : JRd x [0, T] -t IR, h : JRd x [0, T] -t IR and g : JRd -t IR. 
Moreover, we assume t ha t the following technical conditions are satisfied: 

l. the functions f.-t, :E, r, h, g, and f are continuous; 

2. the solution f satisfies a polynomial growth condition in x; that is to say 
t ha t for some positive constants K and é, 

if (x, t) i ~ K (1 + llxllé), (x, t) E IRd x [0, T]; 

3. the function r is nonnegative; 

4. the functions g and h are either nonnegative or satisfy a polynomial 
growth condition in x. 

The following generai result extends Proposition (7). 

Proposition 8 Let f E C2•1 (JRd x [0, T]) be a solution of the Cauchy prob-
lem (1.18). If we suppose that the technical conditions (1-4) are satisfied and 
fx (X, s) :E (X, s) E 7-l2, then f admits the stochastic representation 

f (x, t) = E, [i T <p (X ( s) , s) h (X ( s) , s) ds + <p (X (T) , T) g (X (T))] , 
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where, for any s ~ t, 

<p (X ( 8 ) , 8) = e- Jt r(X(u),u)du, 

and X satisfies the SDE 

dX ( s) = J-l (X ( s) , s) ds + ~ (X ( s) , s) d W ( s) , 

x (t)= x. 

26 

M oreover, the process X is the unique solution of the Cauchy problem { 1.18) 
which satisfies a polynomial growth condition. 



Chapter 2 

Consurnption and portfolio 
choice in continuous-time 

In this chapter we illustrate the use of the dynamic programming when we face 
probiems of optimai consumption and portfoiio choice in continuous time. The 
dynamic programming in continuous-time is often called opti mal contro l and 
it extends the well-known Bellman approach appiied to dynamic optimization 
probiems in discrete-time modeis. Moreover, when we allow for randomness, it 
is usually called stochastic control. W e will see that the originai optimai controi 
probiem reduces to soiving a suitabie PDE, known as the Hamilton-Jacobi-
Bellman (HJB) equation. However, the hard work of dynamic programming 
consists just in soiving this highiy noniinear PDE invoived by the stochastic 
controi probiem. In fact, there is no generai anaiyticai method to soive it. 
Moreover, the study of the existence of well-behaved soiutions to the HJB 
equation becomes harder and harder when we allow for stochastic coefficients. 
In Section 2.1 we will describe the theoreticai structure of this approach and 
we highlight the basic steps necessary to specify the HJB equation associateci 
with a generai optimai controi probiem. Then, we will specify a market modei 
and we appiy the dynamic programming to the consumption and portfoiio 
choice probiem in continuous-time. In Chapter 3, we will present the Merton's 
modei which is probabiy the first successfui application of stochastic controi in 
economics. In this case, we will soive expiicitiy the controi probiem for generai 
hyperbolic absoiute risk aversion utiiity functions. In Chapter 4 and 5, we will 

27 
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extend the dynamic programming approach to a more generai class of market 
models characterized by several stochastic state processes. 

2.1 The formai problem 

This section develops a fairly generai model for stochastic optimal control 
problems. Some standard references on optimal control are Astrom (1970), 

Fleming and Rishel (1975), Krylov (1980) and Yong and Zhou (1999). A clear 
description of this methodology and its applications is provided by 0ksendal 
(2000). An introduction to stochastic optimal control problems in finance 
can be found in Bjork (1998), Dana and Jeanblanc-Picqué (1998), and Duffie 
(2001). 

We fix a k-dimensional standard Brownian motion w= (Wl, ... , wk) Ton 
a complete probability space (n, F, JID). From Chapter l, we recall that :Ft 
denotes the augmented filtration generateci by Ftw and the null subsets of F. 
W e suppose that all economie activities take place on a finite horizon [0, T]. 

The first building block of the optimal control problem is represented by 
a vector X in JRd of state variables and a vector Y in JRn of control variables. 
In the following, we will refer to X = (Xl, ... , Xd) T as the state process of 
the optimal control problem, and to each real-valued stochastic process Xi, 
l ~ i ~ d, as a state variable constituting X . Equivalently, we will indicate 
Y = (Y1, ... , yn) T as the contro l process an d each yi, l ~ j ~ n, as a contro l 
variable. Far any t E [0, T] and x0 E JRd, we define the state process X by the 
following It6 process: 

dX (t) = f-L (Y (t), X (t), t) dt +L; (Y (t), X (t), t) dW (t), (2.1) 

X (O)= xo, 

where f-L : lRn X JRd X [0, T] ~ JRd and L; : lRn x JRd x [0, T] ~ JRdxk. 
The object is to "control'' the state process X through a process Y in JRn, 

which describes in some way the dynamics of our model. The first problem 
to face concerns the class of the admissible control processes. We suppose 
t ha t Y is adapted t o the state process X. In other words, we require t ha t the 
value of the control process Y, a t each time t E [0, T], depends only on past 
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observed values of the state process X. Here, we represent the control process 
through a function <P : JRd x [0, T] ---* ]Rn, known as the feedback contro l law, 
such that Y (t) = <P (X (t), t), for all t E [0, T]. Thus, at any fixed time t, 
we are assuming t ha t the contro l process Y (t) depends only o n the present 
value of the state process (X (t)) and not on its full path. In order to ease the 
notation, for any fixed controllaw </J, we rewrite Equation (2.1) as follows 

dxr~> (t) = 11 (xr~> (t), t) dt + ~ (xr~> (t), t) dW (t), (2.2) 

xr~> (O)= Xo. 

where, for the sake of simplicity, we state 

11 ( xr~> (t) , t) = 11 ( 4> (x (t) , t) , xr~> (t) , t) , 

~ ( xr~> (t) , t) = ~ ( 4> (x (t) , t) , xr~> (t) , t) . 

Definition 13 Given any initial state x0 E JRd, a controlla w <P : JRd x [0, T] ---* 

JR.n is admissible if there exists a unique Ito process Xrf> in JR.d solution of the 
SDE (2.2). 

Let we denote Y the set of admissible control laws. 
We note that in most concrete models, we have to specify suitable technical 

conditions on the functions /1, ~' and <P in order to guarantee the admissibility 
of a controllaw cjJ. 

At this point, we introduce the objective function of the control problem. 
Usually, we have to deal with a running utility function u : JRn x JR.d x [0, T] ---* 1R 
an d a terminal utility function U : JRd ---* JR. For any initial state x0 E JRd, we 
define the initial value function of the optimal control problem as the function 
Vo : Y ---* 1R given by 

where Xrf> is the solution to (2.2) and, for any t E [0, T], the running utility 
function u ( ·, t) and the terminai utility function U are assumed to be increasing 
and strictly concave. 
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Now, we can formalize our problem maximizing Vo (4>) over all 4> E Y. In 
particular, we define the optimal value VQ* by 

Va* = su p Vo ( 4>) . 
c/>EY 

If there exists a control law 4>* E Y such that 

VQ* = Vo (4>*), 

then we say that 4>* is an optimal control law with respect to the initial state 
xo. In generai, an admissible controllaw may not exist. In this last case, it is 
common to indicate VQ* = -oo. Obviously, the object of the analysis is just to 
find, if it exists, the optimal control law of the problem. 

As we have already highlighted, the methodology we will use here is the 
dynamic programming. An alternative approach is based on the martingale 
formulation proposed by Cox and Huang (1991). 

The main idea is t o extend the discrete-t ime Bellman equation in a continuous-
time setting. By doing so, we will see that our originai control problem will 
be embedded in the solution of a suitable partial differential equation, known 
as the Hamilton-Jacobi-Bellman (HJB) equation. 

We fix a time t E [0, T] and a state x E JR.d. Given the pair (x, t), we define 
the value function V : Y x JR.d x [0, T] ---t lR as the function 

v ( </>, x, t) = E, [lr u (q, (x ( s) , s) , x"' ( s) , s) ds + u (x"' (T)) J . 
Then, we consider the problem of maximizing the value function V (c/>, x, t) 

with respect to the controllaw c/>, where the state process is given by 

dXc/> (s) = J-l (Xci> (s), s) ds +E (Xc/> (s), s) dW (s), sE [t, T] 

xc~> (t)= x. 

Let J: JR.d x [0, T] ---t lR be the optimal value function defined by 

where J (xo, O) = V0*. 

J(x,t)=sup V(cj>,x,t). 
c/>EY 

(2.3) 
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W e assume t ha t there exists an optimal control la w, denoted by <P*, and 
that J E C2•1 (Y x [0, T]). If we start in state x at time t, the value function 
V (<P, x, t) can be interpreted as the expected utility involved by the controllaw 
<P in the time interval [t, T], while the optimal value function J (x, t) represents 
the optimal expected utility "remaining" a t t ime t. 

In order to define the HJB equation, the usual way to proceed is to compare 
the expected utilities computed with respect to the optimallaw </J* and another 
suitable controllaw, say ~. Given a fixed but arbitrary <P E Y, we define the 
control law ~ E Y as follows: 

~ (z, s) = { <P*(z, s)' 
<P (z,s), 

sE [t, t+ ~t] 
s E (t + ~t, T], 

where ~t> O represents an arbitrary time increment smaller than (T- t). 
The expected utility for </J*, conditionally on the fact that at time t we are 

in state x, is simply given by V(<jJ*,x,t) = J(x,t), while the expected utility 
for the strategy ~ results to be 

[1 t+6.t ] 
v ( ~, x, t) = E, , u ( r,1> (x ( s) , s) , x" ( s) , s) ds + J (x~ (t + llt) , t + llt) . 

Actually, we note that the expected utility for the interval [t, t+ ~t], com-
puted on </J, is given by 

[1 t+6.t ] 
Et t u ( <jJ (X ( s) , s) , Xc/> ( s) , s) ds . 

On the other hand, in the interval (t+ ~t, T] we have supposed to use the 
optimal law c/J*. Therefore, since at time t + ~t we are in the stochastic state 
X4> (t+ ~t), the remaining expected utility is just given by 

v (<P*, xc~> (t+ ~t), t+ ~t) = J (xc~> (t+ ~t), t+ ~t). 

Now, ifwe compare the two controllaws, we obtain the following inequality: 

J(x,t) ::=:E, [[+ilt u(rf>(X(s),s),X~(s),s)ds+J(X~(t+llt),t+llt)]. 
(2.4) 

We note that we have an equality in (2.4) if and only if cjJ is also an optimal 
controllaw. In generai, there is no restriction which implies that the optimal 
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controi is unique. Since J E C2•1 (Y x [0, T]), we can appiy It6's Lemma to 
J (X4> (t+ ~t), t+ ~t). We obtain that 

1t+6t 
J(X4>(t+~t),t+~t)=J(x,t)+ t 1JJ(X4>(s),s)ds (2.5) 

1t+6t 
+ t lx (xc~> ( s) , s) ~ (xc~> ( s) , s) dW ( s) . 

Thus, the expected vaiue of J (X4> (t+ ~t), t+ ~t), conditionally on the 
fixed pair (x, t), is given by 

E, [J (x, t)+ [M' 'DJ (X~ (s), s) ds] . 

We recall from Section 1.1 that the expected vaiue of the stochastic integrai 
in Equation (2.5) vanishes because it is a martingaie. 

If we appiy this resuit to the inequaiity (2.4), we obtain that 

E, [[+Ll.t [u (t/.> (X (s), s), X~ (s), s) +'DJ (X~ (s), s)] ds] :S: O. (2.6) 

We now divide the expected vaiue by ~t, and then we Iet ~t tend to zero. 
Under suitabie technicai conditions, we can take the limit within the expected 
vaiue. This impiies that 

u(cj>,x,t) +1JJ(x,t) ~O. 

Since we have fixed 4> as an arbitrary controiiaw in Y, we get the equality 
in (2.6) if and oniy if 4> is optimal. Thus, we can write 

sup [u (4>, x, t)+ 1JJ (x, t)] =O. 
c/>EY 

(2.7) 

Moreover, we have aiso fixed t as an arbitrary time in [0, T]. This allows 
us to estabiish that Equation (2.7) hoids for all t E [O, T]. From the definition 
of optimai vaiue function (see Equation (2.3)), we note that, for any x E JRd, 
we obtain the terminai condition J (x, T)= U (x). 

Finally, we can define the HJB equation of our controi probiem as follows: 

{ 

sup [u (4>, x, t)+ 1JJ (x, t)] =O, (x, t) E JRd x [0, T], 
c/>EY 
J(x,T)=U(x), xEJRd. 

In next sections we will introduce a market modei and we will appiy the 
stochastic controi to the common probiem of consumption and portfoiio choice 
in continuous-time. 
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2.2 The financial market 

In this section we consider the problem of an economie agent who wants 
to intertemporally allocate investment and consumption over a time hori-
zon [0, T] in arder to optimize a given objective function. We consider a 
frictionless, arbitrage-free financial market which is continuously open over 
the fixed t ime interval [0, T]. W e fix a k-dimensional real Brownian motion 
W = (W1, ... , Wk) T on a complete probability space (n, F, P), where P rep-
resents the historical probability measure. We recall that Ft denotes the aug-
mented filtration generateci by Ff and the null subsets of F. The process W 
describes the uncertainty involved by the financial market, while the natural 
interpretation of the O"-algebra Ft is to view it as the information available to 
investors a t time t E [O, T]. 

The financial market is characterized by (d+ l) securities. The first security 
is a riskless asset whose price is given by 

dS0 (t) = r (t) S0 (t) dt, 

S0 (O)= l, 

(2.8) 

where r E .C1 denotes the short rate. We note that the riskless asset can 
be interpreted as a bank account paying the instantaneous interest rate r( t) 
without any default risk. 

The prices of the d risky assets, for any t E [0, T], are defined by an Itò 
S _ (sl sd)T . IDld. process - , ... , 1n ~ . 

d~ (t) = s• (t) { 11• (t) dt +t O"•J (t) dWj (t)}, i= 1, ... ,d, 

si (o) >o, 

where f.-Li E .C1 and O"i,j E .C2 are deterministic functions. 
In the present model we assume that p,, O" and rare all deterministic func-

tions, and that r (t) is positive for all t E [O, T]. In the next chapters, we will 
generalize this setting by introducing in the model a stochastic interest rate. 

In arder to simplify the notation, we summarize the risky components of 
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the financial market as follows 

dS (t) = I s (t) { 1-l (t) + ~ (t) dW (t) } , t E [O, T] ( 2. 9) 
dxl dxd dxl dxk kxl 

where ~(t) = [ai,j (t)] and fs (t) E JR.dxd is the diagonal matrix with respect 
to the elements of S (t), namely, 

8 1 (t) o o 
fs (t) = 

o 8 2 (t) o 
o o 

o o sd (t) 

W e recall that the standard Brownian motions W 1, W2 , ... , Wk are inde-
pendent. We can impose this constraint without loss of generality. In fact, 
we can always shift from uncorrelated to suitable correlateci Wiener processes 
(and vice versa) via the Cholesky decomposition of the correlation matrix. A 
description of the Cholesky decomposition of the correlation matrix is provided 
in Appendix A. 

At time t = O the agent is endowed with an initial wealth x0 > O. For 
any i = O, l, ... , d, we define 1ri(t) as the number of shares of asset Si hold 
in portfolio a t t ime t. Let X (t) denote the wealth of the investor a t time 
t E [O, T], then 

d 

x (t) =L 1ri (t) si (t), 
i=O 

where the process 1r is assumed to be adapted with 1ri E C2 for any O:::; i :::; d. 
We allow the agent to consume over the given time horizon. His consump-

tion at time t is denoted by c (t). We assume that c is an adapted nonneg-
ative process with J0T c (t) dt < oo almost surely. Moreover, we restrict the 
agent's investment-consumption strategies to be budget-feasible: given an ini-
tial wealth x0 E JR.+, we say t ha t an investment-consumption pair ( 1r, c) is 
budget-feasible if the wealth process X (t) satisfies, for any t E [0, T], the 
self-financing condition given by 

d ( t ) t X (t)= xo + ~ 1 1ri (s) dSi (s) -1 c (s) ds, (2.10) 
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which is equivalent to the differential form 

d 

dX (t) =L 7ri (t) dSi (t) -c (t) dt. (2.11) 
i=O 

This means that variations of wealth due to changes in portfolio composi-
tion at time t must compensate what the investor consumes in t. 

N ow, we rewrite the number of shares of the riskless asset ho l d in portfolio 
at time t as follows 

o ( ) _ X (t) - 2:~=1 1ri (t) Si (t) 
7r t - so (t) . 

Substituting for 1r0 (t) into Equation (2.11), we obtain that 

In arder to simplify the wealth dynamics and to ease the following com-
putations, we define ei (t) as the amount of wealth invested in Si at time t, 
then 

(]i (t) = 1ri (t) Si (t) , i = l, ... , d, t E [O, T] . 

Thus, an investor's trading strategy is fully defined by a process e 
(el, ... , ed) T. For any i = l, ... , d, we assume ei E .C2 so that the stochastic 
integrai J edW exists (see Section 1.1). Now, we can write the wealth dynam-
ics as follows 

where l E JR.d is a vector containing only ones. Finally, substituting for S 0 (t) 
and S(t) from Equations (2.8) and (2.9), the wealth process becomes 

dX (t) = [x (t) r (t)+ e (t) T (tL (t)- r (t) l)- c (t)] dt (2.12) 

+ e (t) T ~ (t) dW (t) , 

where we recall that X (O) = x0 . We note that the wealth process X is an Itò 
process. By applying the Ito's formula defined in Proposition ( 4) to Equation 
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(2.12), we find the soiution 

X (t) 8° (t) = x0 + l SO ( s) ( B T ( s) (Jt ( s) - r ( s) l) - c ( s)] ds 

+l S0 (s) BT (s) I; (s) dW (s) 

where S 0 (t)= exp (J; r (s) ds). 

2.3 The optimal control problem 

36 

Since JL, ~ and r are all deterministic functions, we can Ieave the asset prices 
out of the definition of the state process for the optimai contrai probiem. 
Thus, the unique state variabie directiy invoived in the dynamic programming 
procedure is the investor's weaith. On the other hand, the contrai process is 
fully characterized by all the investment-consumption pairs (0, c) E Y. We 
recall that Y represents the set of admissibie contrai processes (see Section 
2.1). In this case, a pair (0, c) is admissibie if the self-financing condition 
(2.10) is verified and, given an initiai weaith x0 , if there exists a unique Ito 
process X satisfying Equation (2.12). 

For any t E [O, T], we assume a running utility function u: JR+ x [0, T] ---t lR 
and a terminai utility function U : JR+ ---t JR. With respect to the generai 
setting in Section 2.1, here we have 

u (O (X (t), t), c (X (t), t), X (t), t) = u (c (X (t), t), t). 

In arder to simpiify the notation, from now on we will indicate 

c(X (t) ,t)= c(t), 

e (x (t) , t) = e (t). 

Thus, for any initiai state x0 E JR+, we define the initial value function of 
the optimai contrai probiem as the function Va : Y ---t lR given by 

Vo (B, c)= Eo [1T u (c (t), t) dt + U (X (T))] , (B, c) E Y, 
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where, for any t E [O, T], the running utility u (·,t) and the terminai utility U 
are increasing and strictly concave functions. 

In this case, we have supposed that the investor's preferences are repre-
sented by a utility function separable with respect to consumption and termi-
nai wealth. We note that a utility function allows us to characterize the risk 
aversion of investors. In particular, we are not interested in the value itself as-
sumed by an utility function, but in the preferences ordering which is involved 
by such a value. Under our assumptions, when we force utility functions to 
be concave with respect to consumption and wealth, we implicitly suppose 
that all investors are risk averse economie agents. Another important remark 
concerns the evolution of investor's preferences over the time horizon. In most 
economie applications, it is very common to assume that utility functions are 
separable with respect to time. This implies that investor's preferences are 
independent with respect to time. In the next chapters, we will adopt this 
assumption. 

The goal of the investor is to make the optimal consumption and portfolio 
choice in order to maximize his utility in the finite horizon [0, T]. The optimal 
control problem can be formally stated as follows 

{ 

sup Vo (B) 
(O,c)EY 

dX = [Xr +eT (p,- rl)- c] dt + eTL:dW, 
X (O)= xo. 

(2.13) 

For the sake of simplicity, from now on we will not indicate the functional 
time dependence, unless it is strictly necessary. 

2.4 The Hamilton-Jacobi-Bellman equation 

In this section, we apply the Bellman approach described in Section 2.1 to the 
optimal control problem (2.13). 

The optimal value function J E C2•1 (JR.+ x [0, T]) relative to the control 
problem (2.13) is defined by 

J(x,t)= sup V(B,c,x,t), 
(O,c)EY 



Consumption and portfolio choice 38 

w h ere 

V (1.1, c, x, t)= E, [1T u (c, s) ds + U (X (T))]. 

For any t E (0, T], we note that J (·,t) can be read as the investor's indirect 
utility function for the wealth at time t. Then, we can define the HJB equation 
corresponding to the control problem (2.13) as follows: 

sup [u (c, t)+ TJJ (x, t)] =O, (x, t) E IRd x (0, T], 
(O,c)EY 

with the boundary condition 

J (x, T) = U (x) , x E IR+. 

(2.14) 

Let H be the Hamiltonian corresponding to control problem (2.13) and 
defined by 

Thus, the HJB equation (2.14) can be rewritten as follows 

lt (x, t) + su P H (e, c, t) = o. 
(O,e)EY 

(2.15) 

It is quite common to work directly with the Hamiltonian. Actually, since 
J is the optimal value function, we note that maximizing [u (c, t)+ TJJ (x, t)] 
is equivalent to maximizing the Hamiltonian. 

Therefore, we want to maximize the Hamiltonian H with respect to the 
control variables c and e. W e recall t ha t u ( ·, t) and U are bot h increasing and 
strictly concave functions. Computing the first order condition with respect 
to consumption, we obtain that 

8H l = 8u l _ J = O ac e=e* ac e=e* x 
(2.16) 

===*c* (t) =fu [lx (x, t), t], t E (0, T], 

where c* denotes the optimal consumption choice and fu (·,t) is the inverse of 
%eu(·, t), meaning that fu [%eu (x, t), t] = x for all x and t. When u =O, we 
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let fu= O. On the other hand, the first order condition with respect to trading 
strategies gives us 

(2.17) 

where ()* denotes the optimal portfolio strategy. We note that the optimal 
portfolio is given by a time dependent vector [(~~T) -l (f.-l- rl) J, propor-
tional to the Sharpe ratio, and the reciproca! of the Arrow-Pratt absolute risk 
aversion index with respect to the value function 1. In order to guarantee the 
invertibility of the matrix (~~T) i t is sufficient to impose that ~ is a full rank 
matrix. 

For any (x, t) E JR+ x [0, T], the PDE associateci with our optimal control 
problem, the so-called Hamilton-Jacobi-Bellman equation, is defined by 

lt + u (c*, t) + 1 x [X r + (()*)T (f.-l - r l) - c* J 
+~lxx (B*)T~~T (B*) = 0, 

l(x,T) = U(x), x E JR.d. 

Finally, after substituting c* and ()* into the Hamiltonian (2.15), the HJB 
equation can be written as 

{ 

lt + u (c*, t) + lx [X r - c*] - ~ J!x ç T ç = O, 

1 (x, T) = U (x) , x E JR+, 

(2.18) 

where ç denotes the market price of risk which solves the following equation:1 

~ç =f.-l- rl. (2.19) 
1 As the market is arbitrage-free, there exists always a solution e to Equation (2.19). 

Moreover, if the financial market is complete and d= k, the diffusion matrix L; is invertible 
and the market price of risk can be written as 
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We recall that the solution of this PDE is just the value function corre-
sponding to our optimal control problem. The hard work of stochastic dy-
namic programming consists just in solving the nonlinear PDE involved by 
the associated optimal control problem. There is no generai analytical method 
to solve a parabolic PDE as (2.18). In this case, one usually tries to guess a 
priori a suitable parametrized form for the solution to the PDE, and then he 
uses the PDE itself in order to specify the parameters. However, this analytical 
procedure is hardly ever successful. Thus, we must often try for a numerica! 
approximation. In the next chapter, we will develop a particular case in which 
it is quite easy to solve the HJB equation: the Merton's model with log-normal 
asset-prices. 



Chapter 3 

The Merton's rnodel -with 
HARA utility 

In this ehapter we present the optimal eonsumption and portfolio ehoiee prob-
lem presented by Merton (1969, 1971). This model is probably the first sue-
eessful applieation of stoehastie eontrol in eeonomies. In partieular, we aim to 
solve explieitly the eontrol problem for general hyperbolie absolute risk aver-
sion utility (RARA) funetions. On the other hand, we suppose that asset-priees 
are log-normal. Although this eondition on asset-priees represents a strong re-
strietion in terms of interpretation of the model, it is assumed very often in 
finaneial literature. Aetually, working with geometrie Brownian motions al-
low us to solve quite easily the HJB equation assoeiated with the optimal 
eonsumption and portfolio ehoiee problem. 

3.1 The optimal control problem 

The asset-priees are assumed to be log-normal, that is to say that the proeess 
S is defined by a geometrie Brownian motion in JRd (see Seetion 1.2). Then, 
we have 

dS (t) = 18 (t) {!.Ldt + EdW (t)}, t E [O, T], 

S (O)= So. 

41 
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where J.L and E are both constituted by constant elements. The short rate r is 
also constant, then the riskless asset is given by 

dS0 (t) so (t) = rdt, t E [0, T], 

with S0 (O) = l. 

As we have remarked in Section 2.3, it is common to take utility functions 
which are separable with respect to time. This means that investor's prefer-
ences do not change over the time horizon. Then, we assume that the running 
utility function u can be written as 

u (c, t)= e-ptv (c), 

where p is a real nonnegative constant. We note that p can be interpreted 
as an intertemporal preference rate which allows us to compare different con-
sumption budgets over time. Now, we suppose that the function v : IR+ --+ IR 
belongs to the family of the hyperbolic absolute risk aversion functions, that 
is 

v (c) = h1 (a+ ')'c) 1-%, 
where h17 a, {3, and 1' =/= O are all constant and (a+ ')'C) > O. The family 
of HARA functions allows us to generalize the present model in several ways. 
Actually, taking suitable adjustment of the parameters, we can define utility 
functions with absolute or relative risk aversion which is increasing, decreasing, 
or constant. In particular, ifa= O we obtain a constant relative risk aversion 
(CRRA) function, while if we take the limit for 1' --+ O and a = l we find a 
constant absolute risk aversion (CARA) function. 

In the present model we have assumed that the utility function u is in-
creasing an d strictly concave with respect to consumption. Then, v (c) must 
satisfy the following conditions: 

This implies that 

{ 
h1 (a+ ')'C)-% (1'- !3) >O, 

fl.:b.. h1 (a+ ')'C)- -r (!3 -')') f3 <O, 
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Thus, the associateci Arrow-Pratt absolute risk aversion in d ex is given by 

_ (a2v) (ov) -l 
8c2 oc 

(J 
--->0. 
a +"'e 

We assume that the terminai utility U is also an hyperbolic function given 
by 

where h2 is a constant. The parameters a, (J, "/, and p are the same defined 
above. Since consumption is measured in monetary unit, it is consistent to 
adopt the same functional form for the utility function u, whose argument 
is consumption, and the utility function U, whose argument is the terminai 
wealth. Moreover, the parameters h1 and h2 allow us to scale each utility func-
tion as we want. We note that the parameters h1 and h2 measure the relative 
weight, in terms of utility, of consumption and terminai wealth respectively 
in the optimization model. Obviously, if h1 = O, the control problem reduces 
to maximize the terminai wealth. On the other hand, if h2 =O, the terminai 
utility disappears. In the following, we will see that only the ratio ~ will be 
really relevant in the optimal control problem. We recall that T is not a time 
variable, but a fixed terminai date. 

The optimal control problem can be summarized as follows: 

sup E0 [J:T e-Psh1 (a+ 'Yc(s)) 1-~ ds + e-PTh2 (a+ 'YX (T)) 1-~] 
(O,c)EY 

dX = [Xr + BT (M- rl)- c] dt + BT~dW, 
X (O)= x0 . 

3.2 The Hamilton-Jacobi-Bellman equation 

We will now use the results of the previous chapter in order to derive the 
Hamilton-Jacobi-Bellman equation associateci with the Merton's model with 
HARA utilities and log-normal asset-prices. For any t E [0, T], we recall that 
the Hamiltonian H is given by 
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where J (·,t) is the investor's indirect utility function which satisfies the 
boundary condition 

J (x, T) = U (x) , x E ~+. 

In this case, the first order condition with respect to consumption (Equation 
(2.16)) implies that 

(3.2) 

t E [O, T]. 

On the other hand, the first order condition with respect to trading strate-
gies, Equation (2.17), is not directly affected by the functional form of the 
utility functions. Then, the optimal portfolio choice is given by 

(3.3) 

After substituting the optimal value c* and B* into the HJB Equation (3.1), 
we find, for any (x, t) E ~+ x [0, T], the following PDE: 

lt +e-pt hl (a+ ')'c*) 1-~ +lx (Xr- c*) 
_l~çTç =Q 

2 Jxx ' (3.4) 

3.3 The optimal consumption and portfolio choice 

We aim to solve explicitly the parabolic PDE (3.4). Given the functional form 
of the corresponding boundary condition, we try for a solution, here called 
guess function, defined as follows 

J (x, t) =e-pt h (t) [a (t)+ g (t) x] 1-~ , t E [O, T], (3.5) 
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where h (t), a (t), and g (t) are the functions we need to explicit. After replacing 
the guess function (3.5) into the HJB Equation (3.4), we obtain that 

0 = -Jp+ Jht + ~J (1 -l) çTç 
h 2 f3 

+ J (l -~) [a+ gXr1 [a,+ g,X + g (X r- c*)] 

+e-pt h1 (a+ ')'c*) l-~ . 

Now, we substitute c* from Equation (3.2) and divide for the value function 
J. Then, the HJB equation can be rewritten as 

o= -p+~ [h,+ /h·ÌÌ-2hf (hg)1-iì] + ~ G -l) çTç 

+ (1-~) (a+gX)-1 [(g,+gr)X +a1 +~g]. 
In this case, the solution of the HJB (3.4) is equivalent1 to the solution of 

the system of first order differential equations defined by 

{ 

ht +h [ ~ (~-l) çT ç- p] + f3!'j- 2hf (hg) 1-j = 0 
9t +gr= O 
at + !!:.g =O. 

'Y 

(3.6) 

In order to solve exactly this system, we need a consistent set of boundary 
conditions. However, we note that, for any x E IR+, it must be J (x, T) = U (x), 
that is 

This implies that 

{ 

h (T)= h2, 

g (T)= f', 
a(T) =a. 

Thus, we are able to solve the three differential equations in System (3.6). 
In particular, we note that the equation for g (t) and a (t) are two ODE whose 
solution is simply given by 

g (t) = ')'er(T-t), 

a(t) = ~ (er(T-t) +r -l). 
r 

1 U sing a well-known argument of "separation of variables". 
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On the other han d, the equation for h (t) is a Bernoulli equation whose 
solution is represented by 

f3 A(T-t) 'Y 

{ 

2 }~ h (t) = h2 e[~(r-A)-rj(T-t) l- G:) 1- eA , 

where we let 
A= (3 . 

-y [! ( j - 1) çT ç - p + r J - r (3 

Now, we can compute explicitly the optimal values c* and O*. After tedious 
computation, the optimal consumption can be written as 

l (~ + -yX (t)) eA(T-t) - ~ (1 - r) e(A-r)(T-t) a 
c*(t) =- r 2 r --, t E [O,T] (3.7) "( (f!:l.) f3 _ l-eACT-t) "f 

h1 A 

Finally, we determine the optimal investment strategy O*. Given the value 
function in Equation (3.5), we note that 

-~=l (a(t) +X) 
Jxx {3 g (t) 

l = (3r [a- a (1- r) e-r(T-t) + -yr X] . 

Then, we have 

W e can note that the optimal values (3. 7) and (3.8) are both linear in 
wealth. Merton (1971) proves that the HARA family is the only class of 
concave utility functions which implies this property for the solutions of the 
control problem. 



Chapter 4 

Portfolio choice -with stochastic 
interest rate 

In the previous chapters, since J-1, L; and r were assumed as deterministic func-
tions, we left the asset prices aut of the definition of the state process, then 
the unique state variable directly involved in the dynamic programming proce-
dure was the investor's wealth. Thus, the state process underlying the control 
problem was simply a scalar. Now, we generalize the contrai problem in the 
sense that we allow interest rates to be stochastic. By doing so, we will in-
troduce in the state process a new variable, the short rate, in addition to the 
wealth. Although the basic analysis is the same as far the case of a determin-
istic interest rate, the introduction of another relevant state variable causes 
many computational difficulties. In particular, finding a well-behaved solution 
to the HJB equation associated with the control problem becomes a delicate 
matter. However, we will see that under suitable separability conditions it 
will be possible to salve the HJB equation directly through the Feynman-Kac 
Theorem (see Section 1.6). 

4.1 The financial market 

In this section we will not include the consumption process in the stochastic 
contrai problem. Thus, we focus only on the optimal portfolio choice problem. 

The financial market is frictionless, arbitrage-free and continuously open 

47 



Portfolio choice with stochastic interest rate 48 

over the fixed time interval [O, T]. Moreover, we assume that the market is 
complete. W e fix a d-dimensionai Brownian motion W = (W1, ... , W d) T on 
(n, F, IP). 

For any t E [0, T], we assume that the short rate process r (t) is defined by 

dr (t) =a (r, t) dt +O" (r, t) dWr (t), 

r (O) = ro, 

(4.1) 

where a and O" are two functions such that a unique solution of the above SDE 
exists. 

Without loss of generality, we agree that the first component of the d-

dimensionai Brownian motion W is just given by wr (i.e W1 = wr), then 
the standard Brownian motion wr in IR determines the uncertainty involved 
in the financial market by the interest rate. 

The financial market is stili characterized by (d+ l) securities. The first is 
a riskless asset, whose price is given by 

(4.2) 

w h ere r is defined in Equation ( 4 .l) an d S 0 (O) = l. 
The prices of the d risky assets, for any t E [0, T], are defined by an Itò 

process S = (S1, ... , Sd) T in JRd: 

dS (t) = I s (t) { J-l ( r, t) + I; ( r, t) dW (t) } , t E [O, T], ( 4. 3) 
dxl dxd dxl dxd dxl 

S (O)= So, 

where J-l E (.C1 )d and I; E (.C2 )dxd are deterministic functions. In this case, we 
have as much risky assets as risky sources.We note that the term L;dW can be 
written more explicitly as follows 

[ 
dWr] L;dW = [ O"[r,S] I;[S] ] dW ' 

where W= (W2, ... , Wd) T. In this case, the elements of the vector O"[r,SJ E JRd 
describe how the uncertainty involved by interest rate affects each risky asset, 
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while the elements of the matrix ~[S] E JRdx(d-l) relate the d risky assets to 
the other risk sources inside the financial market. For any t E [0, T], we 
suppose that the diffusion matrix ~ (r, t) has full rank equal to d. Thus, 
consistently with the assumption of complete market, the diffusion matrix 
~(t,r) is invertible. 

Let now define the wealth process X. A t t ime t = O the representative 
investor is endowed with an initial wealth x0 > O. From Section 2.2, we recall 
that ei(t), for any i= O, l, ... , d, denotes the amount of wealth invested in the 
asset Si a t time t E [0, T]. In this case, the dynamic budget constraint is given 
by 

d i dSi (t) 
dX (t)=~ 1:1 (t) S' (t) , t E [0, T]. (4.4) 

This means that the investor neither adds any cash to finance changes in 
portfolio composition nor withdraws any cash to consume until t= T. 

Now, for any t E [0, T], we write the amount of wealth invested in the 
riskless asset as the difference between the accumulateci wealth and the total 
amount invested in the risky assets, namely, 

d 

e0 (t) = x (t) - L ei (t) . (4.5) 
i= l 

Thus, we define an investor's trading strategy by the process e = ( e1' ... ' ed) T 

in (L2)d. 

For any time t E [0, T], substituting eo (t), S0 (t) and S(t) from Equations 
(4.5), (4.2) and (4.3) into the budget constraint (4.4), the dynamics of the 
wealth process X is given by 

dX (t) = [X (t) r (t) + e (t) T (JL (t) - r (t) l)] d t 

+e (t) T~ (t) dW (t), 

X (O)= xo. 

(4.6) 

Moreover, we can note that X is an It6 process. By applying the Ito's for-
mula derived in Proposition ( 4) to Equation ( 4.6), we find the explicit equation 
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for the wealth 

X (t) SO (t) = x0 +l 8° (s) (li T (s)(JL (s)- r (s) l)] ds 

+l SO (s) IIT (s) E (s) dW (s). 

4.2 The optimal control problem 

50 

N ow, we move to define the optimal contro l problem. In the present model, 
the state process is defined by the pair (r, X) ES, where S denotes the set of 
the state processes involved in the dynamic programming. As we have already 
remarked, when we assume the interest rate to be stochastic instead of deter-
ministic, the wealth process by itself is not sufficient to fully describe the state 
dynamics characterizing our financial market. We need to specify explicitly 
the short rate in the state process entering in the control problem. In this 
case, although the basic analysis is the same as for the case of a determin-
istic interest rate, we will see that the introduction of another relevant state 
variable (in addition to the wealth) causes many computational difficulties. 
In particular, finding a well-behaved solution to the HJB equation associated 
with the control problem becomes harder and harder. On the other hand, the 
control process is fully characterized by all the trading strategies e E Y, where 
Y denotes the set of admissible controls. In this case, a trading strategy e 
is admissible if i t verifies the dynamic budget constraint ( 4.4) and, given an 
initial wealth x0 , if there exists a unique Ito process X satisfying Equation 
(4.6). 

Since there is no consumption, we set the running utility function u identi-
cally equal to zero. For any t E [0, T], the investor's preferences are represented 
only by the terminai utility function U : JR+ ---+ JR, where U is supposed to be 
an increasing and concave function. We assume that U is a CARA function 
defined by 

where TJ and ì are strictly negative parameters. We note that the associated 
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absolute risk aversi o n index is just given by the parameter 'Y, namely 

_ (a2u) (au) -l = _1 . 
8x2 ax 

Then, for any initial state (r0 , x0 ) ES, the initial value function Vo : Y ~ lR. 
is given by 

Vo (e) = Eo [7Jei'X(T)] ' e E Y. 

In order to ease the notation, for any t E [0, T], the interest rate dynamics 
can be rewritten as 

dr (t) =a (r, t) dt + 8 (r, t) T dW (t), 

where 8 (r, t) is a vector in JR.d given by 8 (r, t) =(O" (r, t), O, ... , O) T. 

Thus, we can define the optimal control problem as follows 

w h ere 

sup Vo (e) 
OEY 

d [ ~ ] = mdt + MdW, 

X (O) = x0 , r (O) = ro, 

(4.7) 

The scalar variables r and X represent the two state variables, while the 
elements of e represent the d control variables. 

4.3 The Hamilton-Jacobi-Bellman equation 

N ow, we want t o apply the dynamic programming t o the contro l problem de-
fined in (4.7). The corresponding optimal value function J E C 2'1 (S x [0, T]) 
is defined by 

J (r, x, t) = sup V (e, r, x, t), 
OEY 



Portfolio choice with stochastic interest rate 52 

w h ere 

and by the boundary condition 

J (r, x, T) = rJe-yx, x E IR+. 

Given the value function J, we define the Hamiltonian H associateci with 
(4.7) by 

H = a Jr + (x r + eT (J-L - r l)) Jx + ~tr (M M T [ Jrr Jrx ] ) . 
2 Jxr Jxx 

Working out the Hamiltonian, we obtain that 

Thus, the first order conditions give us 

aHI *T T ae o=o* = (J-L- rl) Jx + ~8Jxr + (B ) ~~ 1xx =O. (4.8) 

Solving the linear System (4.8), we obtain that 

(4.9) 

where the value function J must satisfy the HJB equation 

(4.10) 

Thus, we can formally state the following result. 

Proposition 9 Given the financial market defined by {4.1), {4.2), {4.3), and 
the wealth process (4.6), the portfolio strategy solving the optimal control prob-
lem {4. 7) is formed by two components: 

1. a speculative component B(1) proportional to both the portfolio Sharpe 
ratio and the reciprocal of the Arrow-Pratt absolute risk aversion index; 
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2. an hedging component 0(2) depending on the state variable parameters. 

Comparing O* in Equation (4.9) with the optimal portfolio strategy derived 
in the Merton's model (see Section 3.2), we note that the first component 0(1) 

is just the same speculative component derived in Equation (3.3). In addi-
tion, the assumption of stochastic interest rate has introduced a new hedging 
component 0(2) depending on the state variable parameters. Actually, if we 
let CJ = O, then 0(2) disappears and we find again the Merton's model with 
constant interest rate. 

After substituting O* from (4.9) into the HJB Equation (4.10), the PDE 
we need to solve is given by 

(4.11) 

with the boundary condition 

J(r, x, T) = rye1 x, x E IR+. 

We recall that ç denotes the market price of risk defined by 

ç = ~-1 (M - rl) . 

As we have already remarked, there is no generai analytical method to solve 
a PDE such as (4.11). The usual strategy is to try fora parametrized guess 
function and then to use the PDE itself in order to specify the parameters. In 
this case, the presence of a stochastic interest rate causes further difficulties in 
specifying a consistent form for the guess function. We will see that the usual 
separability conditions on the utility function fails. However, we will specify a 
guess function which will allow us to simplify the HJB equation and therefore 
to solve it explicitly through the Feynman-Kac Theorem. 

4.4 An exact solution 

A standard approach to solve a PDE such as (4.11) is to try fora separability 
condition. In the financialliterature, since Merton (1969, 1971), the condition 
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of separability in wealth by product represents a common assumption in the 
attempt to solve explicitly optimal portfolio problems. Here, the presence of 
a stochastic interest rate prevents us from applying successfully such a sep-
arability assumption. In other words, this means that the PDE (4.11) does 
not simplify as much as we need to solve it explicitly. Before presenting an 
exact solution of our control problem, we highlight why in this case the usual 
separability condition does not allow us to simplify and to solve explicitly the 
PDE (4.11). 

Let us assume that the value function J is given by the product of two 
terms: an increasing and concave function of the wealth X, and an exponential 
function depending on time and o n the interest rate r. Thus, the value function 
J can be written as follows 

J(r, x, t)= U(x)eh(r,t). 

Now, we suppose that the function U : JR+ ~ JR belongs to the family of 
the CARA functions, that is 

U (x) = rye "fX, 

where rJ and 'Y are both strictly negative constants. Thus, the HJB Equation 
(4.11) can be written as 

(4.12) 

with the boundary condition 

h(r, T)= O. 

We note that the term depending directly on the wealth X makes difficult 
to find a solution of (4.12). On the other hand, if we assumed 'Y =O, the PDE 
(4.12) would satisfy the assumption of the Feynman-Kac Theorem (see Section 
1.6), but the value function would become independent of the wealth. 

Therefore, we will try for a different guess function not satisfying the usual 
separability condition. lnitially, we suppose that the the value function J has 
the following form 

J (r, x, t) = ryeg(r,t)x+h(r,t). 
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After substituting for J into (4.11), the HJB equation can be written as 

O= [g, + 9r {o:- 8T 1;) + ~ (9rr-
2;~) 8T O+ gr] X (4.13) 

+ ht + hr ( 0: - 8T l; - ~ 8T 8) + ~hrr8T 8 

_ gr Ò T ç _ ~ (gr) 
2 

Ò T Ò _ ~ç T ç' 
g 2 g 2 

with the boundary conditions 

{ 
g ( r, T) : "(, 
h (r, T)- O. 

As we have already remarked in Section 3.2, the solution of the HJB Equa-
tion ( 4.13) is equivalent to the solution of the system of P D Es defined by 

{ 
gt +gr (a- ÒT ç) + ~ (grr- ~) ÒT Ò +gr= O, 

( 
(4.14) 

ht + hr a- òTç- ~ÒTÒ) + ~hrrÒTÒ + b = 0, 

w h ere 
b =_gr òTç- ~ (gr)2 ÒTÒ- ~çTç. 

g 2 g 2 

In order to solve the first PDE in System (4.14), we apply the procedure 
exposed in Zariphopoulou (2001). The object is to find a function g such that 
the term given by ( grr - ~) simplifies in a term depending only o n grr. Thus, 
we let that 

g (r, t) = q (r, t) 13 • (4.15) 

After substituting for (4.15) into (4.14) and dividing by (fJqf3-1), we obtain 
that 

q,+qr(o:-8Tç) +~ [qrr- ~ (,8+1)] 8T8+qr=O. (4.16) 

If we let {3 =-l, Equation (4.16) can be rewritten as 

( T ) l T qt + qr a- ò ç + 2qrrÒ ò + qr =o, 
with the boundary condition 

l 
q (r, T)=-. 

'Y 

(4.17) 
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N ow, we apply the Feynman-Kac Theorem sta t ed in Section l. 6 to the 
PDE ( 4.17). So, the solution to ( 4.17) can be represented as follows 

q (r, t) = ~E, [e- Jtr(s)ds] ' 

where the stochastic process r is defined by 

dr ( s) = (a - 6 T ç) ds + 6 T dW ( s) , 

r(t) = r (t). 

We note that the process r has the same diffusion term as the stochastic 
interest rate r, while the drift is different. From Section 1.4, we recall that 
we can always modify the drift term of an Itò process by a suitable change 
of probability as stated in Girsanov's Theorem. In particular, it can be ver-
ified that the probability measure Q which links r to r is just the equivalent 
martingale measure given by 

Accordingly, the standard Brownian motion W Q is defined by 

We recall that Q is an equivalent martingale measure if it is a probability 
measure equivalent to JP> with the property that the discounted price process 
(ffo) is a martingale. We note that q (r, t) is just the price of a zero-coupon 
band under Q up to a constant ( ~) , namely 

Finally, given the solution q to the first PDE in System (4.14), we can 
substitute for it in the second PDE and then salve it directly by the Feynman-
Kac Theorem. Thus, its solution can be represented by 

h(r,t) =E, [iT b(f,s)ds], 
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where the stochastic process r is defined by 

df(t) = (a-t5Tç+ ~,)T,)) dt+6TdW(t), 

r(t) = r(t). 
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In the next chapter we will present a complete application of this method-
ology when the interest rate is specified by an Ornstein -Uhlenbeck process. 
Under this assumption, we will be able to compute explicitly the expected 
values involved in the value function solving the optimal control problem. 



Chapter 5 

Portfolio choice for 
defined-contribution pension 
plans 

The introduction of a stochastic non-financial income in the optimal portfo-
lio problem causes severa! computational difficulties, although the underlying 
methodological approach is the same as that presented in Chapter 4. When 
we consider a risk source outside the financial market which directly affects 
the wealth level (for example salaries), the HJB equation associated with the 
contro! problem becomes harder to solve. On the other hand, when we focus 
on the optimal portfolio strategies for a DC pension fund, we cannot overlook 
the leading role of the salary process. 

Since Merton (1971), where a deterministic wage income enters the con-
sumption and portfolio choice problem, the introduction of a non-financial 
income in the optimal portfolio problem has represented a key issue. In the 
recent literature, Haberman and Vigna (2001) suggest a model for DC pension 
funds in discrete-time with a fixed contribution rate. Some models for DC 
pension fund in continuous-time are provided by Boulier et al. (2001) and 
Deelstra et al. (2001), who both describe salaries through a deterministic pro-
cess, and by Blake et al. (2000), who considera stochastic process for salaries 

1This chapter reproduces the main results presented in Battocchio and Menoncin (2002), 
an d then extended in Battocchio an d Menoncin ( 2004). 
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including a "non-hedgeable" component, in the sense that the salary risk is 
outside the financial market and cannot be hedge. Under these assumptions, 
Blake et al. (2000) do not find a complete solution of the model. Here, we will 
also introduce in the salary process a non-hedgeable component, but we will 
model it in a suitable way through the consumer price index in order to solve 
explicitly the control problem. We will note how the assumption of stochastic 
salaries instead of deterministic ones allows us to really consider the effects 
associateci with the labor income, and in particular to its resolution over time. 

The problem of optimal portfolio choice for a long-term investor endowed 
with a wage income goes beyond the features of the pension fund management. 
El Karoui and Jeanblanc-Picqué (1998), under the assumptions of complete 
market and constant interest rate, solve a portfolio optimization problem for an 
economie agent endowed with a "stochastic insurable stream" of labor income. 
In this way, they introduce an income process which adds no other source of 
uncertainty to those existing in the financial market. Campbell and Viceira 
(2002) consider a discrete-time model where the labor income is viewed as 
a dividend on the individual's implicit holding of human wealth. Franke et 
al. (2001) analyze how the portfolio choice changes when the labor income 
uncertainty is resolved early or late in the time horizon. In their model the 
labor income is considered as a cumulateci value added to the terminai wealth. 

In this chapter, we will describe and solve a stochastic control problem for 
a DC pension fund whose accumulation phase is characterized by a stochastic 
process for contributions. We will link the only non-hedgeable component 
of the salary process to a consumer price index, whose role will be widely 
discussed. In this setting, we will completely sol ve the HJB equation associateci 
with the control problem and therefore we will be able to analyze how the 
optimal portfolio is affected by the uncertainty involved by the labor market. 

This chapter is organized as follows. Sections 5.1-3 describe the generai 
structure of the model: the stochastic processes describing the behavior of 
asset prices, salaries and the consumer price index. In Section 5.4 we derive 
the wealth equation of the fund both in nominai and real terms. In Section 5.5 
we formally state the optimal control problem, while in Section 5.6 we define 
the HJB equation and we introduce the main results. An explicit solution to 
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the HJB equation is derived in Section 5. 7. In Section 5.8 we discuss some 
important properties of the optimal portfolio. Finally, a numerica! application 
is presented in Section 5.9. 

5.1 The financial market 

In this section we introduce the market structure under which the optimal 
asset allocation problem is defined. 

We consider an arbitrage-free, complete and frictionless financial market 
which is continuously open over the fixed time interval [0, T]. We will assume 
that T> O coincides with the retirement time of a representative shareholder. 
The uncertainty involved by the financial market is described by two standard 
and independent Brownian motions wr (t) and W 8 (t), with t E [0, T], defined 
on a complete probability space (n, F, JID). 

We assume a stochastic interest rate r(t) defined by an Ornstein-Uhlenbeck 
process (see Vasicek, 1977). Then, under the historical probability measure JID, 
the process r( t) is given by 

dr (t) = a ({3- r(t)) dt + adWr (t), 

r (O) = ro, 

(5.1) 

where a, {3, and (J are strictly positive constants. Thus, the interest rate 
presents a mean-reverting effect where the parameter {3 is the "mean" level 
attracting the interest rate while the parameter a measures the strength of 
this attraction. 

Given the differential equation of the interest rate we can derive both its 
closed form expression and the value of a zero coupon bond with fixed maturity. 
A proof of the following proposition is illustrateci in Vasicek (1977). 

Proposition 10 Suppose that the interest rate r(t) satisfies the SDE (5.1), 
then: 

1. the explicit solution of (5.1) is 

r(t) = (ro- {3) e-"t + f3 + u 1' e-<>(t-u)dW'"(u); 
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2. the price of a zero coupon band with maturity T >t is given by 

B(t T r) = eb(t,r)-a(t,r)r(t) 
' ' ' 

w h ere 

l- e-a(r-t) 
a( t, T)= , 

Q 

b(t, r) = -R (oo)(r- t)+ a( t, r) [ R (oo)- ;~2 ] + ,:::3 (l- e-2o(r-t)), 

R ( oo) = j3 + ~ - ;:2 represents the long-term yield, and ç denotes the 
constant market price o f risk. 

The financial market is characterized by a riskless asset S0 (t) and by two 
risky assets. Given the initial condition S0 (O) = l, the price process S0 (t) is 
given by 

dS0 (t) 
SD(t) = r(t)dt, (5.2) 

where the dynamics of the short rate r(t), under the real probability measure 
lP, is defined in Equation (5.1). 

The first risky asset we assume is a stock whose price S(t) satisfies the 
following SDE: 

dS(t) r s( S(t) = J.Ls(t, r)dt + V(}"dW (t)+ (}"sdW t), (5.3) 

S(O) =So, 

where v=/:. O represents a volatility scale factor measuring how the interest rate 
volatility affects the stock volatility, and (}"s =/:. O is the stock own volatility. 
Thus, the whole stock instantaneous volatility is given by J v2(}"2 + (}"l More-
aver, we assume that the instantaneous mean has the form J.Ls(t, r) = r(t)+ms, 
where ms > O can be interpreted as a risk premium. The parameter ms is 
assumed strictly positive so that the stock return is higher than the return on 
the riskless asset. For the sake of simplicity, we introduce in our model only 
o ne stock, which can be interpreted as a stock market index. N evertheless, if 
we allow fora complete market with a finite number of stocks, no further dif-
ficulties are added to the model. In this case, the symbol S stays for "stock" 
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and denotes a scalar process instead of a vector process as in the previous 
chapters. 

Now, we assume that there exists a market for zero coupon bonds for every 
maturity T E [0, T]. According to Proposition (10), the return of a zero coupon 
bond with maturity T E [O, T] is given by 

d:r r,? = (r(t) +a (t, r) aç) dt- a (t, r) adWr(t), (5.4) t,T,r 
B (T,T,r) =l, 

where a (t, T) was defined in Proposition (10). 
Nevertheless, as pointed out in Boulier et al. (2001), assuming the existence 

of infinite zero coupon bonds is quite unrealistic. However, since the interest 
rate defined by (5.1) is a one-factor model, at any time t, we only need one 
zero coupon bond price to obtain the other ones. If ali bonds are regarded as 
derivati ves of the underlying interest rate r, then they are ali characterized by 
the same market price of risk (see for example Bjork, 1998). Therefore, when 
the market has specified the price process of a "basic" bond, say with maturity 
TK, the market has also indirectly specified its market price of risk, but, as we 
have just noted, this is the same for ali bonds. Then, the basic TK-bond and 
the stochastic interest rate r fuliy determine the price of ali bonds. 

As in Boulier et al. (2001), the second risky asset we introduce is a bond 
"roliing over" zero coupon bonds with constant time to maturity TK. The price 
BK (t, r) of such a bond is given by 

dB K (t, r) ( ( ) ) r ( ) 
B ( ) = r t + aKaç dt - aKadW t , 

K t,r 
(5.5) 

where 
1- e-aTK 

aK=----

Boulier et al. (2001) claim that the asset aliocation problem can be solved, 
without any loss of generality, just taking into account this "roliing bond". Ac-
tualiy, the instantaneous return on B (t, T, r) and BK (t, r) are linked (through 
the riskless asset 8° (t)) by the foliowing linear equation: 

dB (t, T, r) = (l _ a (t, T) ) d8° (t) + a (t, T) dB K (t, r) 
B(t, T, r) aK S 0 (t) aK BK(t, r) · 
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Accordingly, we can state that in the model it is indifferent to use B or 
B K. H ere, we choose to work B K because i t allows us bot h to simplify the 
following computations and to enhance the interpretation of the model. 

The diffusion matrix E associated with our financial market is given by: 

and, since (js and (j are different from zero by hypothesis, and aK =1- O by 
construction, it follows that 

Since we have as many risky assets as risk sources and the diffusion matrix 
E is invertible, the financial market defined by (5.2), (5.3) and (5.5) is complete. 

5.2 The infl.ation risk 

Usually, portfolio choice problems do not consider the infiation risk. However, 
when we study the optimal portfolio choice fora pension fund, the time period 
we consider is too long for neglecting the role of the infiation risk. Actually, 
although fund managers have to invest the nominai fund, they are interested 
in maximizing the growth rate of the real fund. In this work, we will solve the 
portfolio choice problem fora DC pension fund taking into account both the 
infiation risk and the salary risk. This last one is the risk associated with the 
contribution fiow during the accumulation phase of the fund. 

We will model the infiation risk by introducing a consumer price index 
(CPI) process, which can be interpreted as the price of the only consumption 
good in the economy. Consistently with our target, we will have that the CPI 
affects only the wealth growth rate, but not the amount of wealth that can be 
invested. Let us assume that the CPI process, denoted by p, is defined by the 
following SDE: 

;(~~) = Jl."(t, r)dt + PradWr(t) + psasdW5 (t)+ a"dW" (t), (5.6) 

p (O)= l, 
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where /11r(t, r) = r(t) + m1r· Since the price level can be always normalized, 
we can fix p (O) = l without any loss of generality. The parameters Pr and 
p8 are two volatility scale factors measuring how the volatility of interest rate 
and stock affect the CPI. The real standard Brownian motion W1r(t) defines 
the infiation risk characterizing the CPI process and it is assumed to be inde-
pendent of wr(t) and W 8 (t). The reader is referred to Cox et al. (1985) for 
two particular functional forms which can be used for modeling infiation. A 
generai equilibrium diffusion model with infiation uncertainty is presented by 
Moriconi (1994, 1995). 

In the next section, after introducing the contribution process, we will 
widely discuss the fundamental role of the process w1r in our model. 

We have supposed that the CPI is affected by both the risk sources of 
interest rate and stock. This means that we are assuming the stock index and 
the interest rate level as "good" explaining factors. 

After applying the Ito's Lemma (see Section 1.2) to the logarithm of p (t), 
we can find the explicit solution of Equation (5.6): 

( ) { 
{t ( l 2 2 l 2 2 l 2) p t = exp Jo r (T) dT + m7r- 2,Pra - '2p8 a8 - 2,a1r t 

+praWr (t)+ psasW8 (t)+ a1rW1r (t)}. 

In the next section we will state formally the role of the CPI process. We 
will see that it represents the key process which allow us to solve the portfolio 
choice problem in presence of stochastic non-financial income. 

5.3 The defined-contribution process 

In this section, we will introduce the defined-contribution process and we will 
link its dynamics to the CPI process. Then, we will reconsider the financial 
setting in order to define a market which is both complete and consistent with 
our target. 

Let L denote the labor income process defined by the following SDE 
dL(t) r S 1r 
L (t) = 1-LL (t, r) dt + K,radW (t)+ K,sasdW (t)+ aLdW (t), (5.7) 

L(O) =Lo, 
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where Kr and Ks are two volatility scale factors measuring how the risk sources 
of interest rate and stock affect the salaries, while aL i= O is the salary own 
volatility. Moreover, we assume that the instantaneous me an of salari es is such 
that J-LL(t, r) = r(t) +m L, where m L is a real constant. 

We note that the salary risk and the inflation risk are characterized by the 
same source of randomness (W7l"). This assumption interprets consistently the 
following fact: a shock in the inflation rate usually generates a shock also to 
the labor market, and vice versa. 

After applying the Ito's Lemma (see Section 1.2) to the logarithm of L (t), 
we can find the explicit solution of Equation (5.7): 

( { 
{t ( l 2 2 l 2 2 l 2) L t) =Lo exp Jo r (T) dT + mL- 2,KrCJ - 2K8 a8 - 2aL t 

+KraWr (t)+ KsasW8 (t)+ O" L W7l" (t)}. 

Now, we assume that each employee puts a constant proportion 7j; of his 
salary into the personal pension fund. Then, the defined-contribution level is 
characterized as follows 

C (t) = 'lj;L (t). 

Thus, we have that the contribution growth equals the wage growth, namely 

dC (t) = 'lj;dL (t). 

As we have already remarked, the introduction in the optimal portfolio 
problem of a stochastic non-financial income causes several problems in the 
application of the dynamic programming. In fact, if we assume that the con-
tribution process is driven by a risk source which does not belong to those 
defining the financial market, that is a non-hedgeable risk, we obtain that the 
market is no more complete. In this case, even if we can state both the HJB 
equation and the corresponding optimal portfolio, we are not able to apply the 
Feynman-Kac Theorem an d t o fin d the optimal value function in a dose form. 
Therefore, this prevents us from studying how the coefficients of the salary 
process affects the optimal portfolio strategies. 

What we propose here is a model in which the presence of a stochastic 
contribution is consistent with the assumption of complete market. We note 
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that the only non-hedgeable component of the salary process (5.7) is just the 
diffusion term (W1r) linked to the CPI process. Now, if the inflation risk is 
considered as a risk outside the financial market, that is to say that p is not a 
tradable asset, the risk source represented by w1r does not belong to the set 
of financial market risk sources. In this case, the parameters a7r and aL can be 
interpreted as non-hedgeable volatilities, the new diffusion matrix we obtain 
is not of full rank and the market becomes incomplete. 

On the apposite, here we consider the CPI process p as the price of a trad-
able asset. Nowadays, this assumption is well supported, for example, by the 
presence at the Chicago Mercantile Exchange of CPI futures2 . Since 1997, the 
launch of Inflation-Indexed Treasury Notes (TIPS) satisfied the strong demand 
for a U.S. dollar-denominated asset able to hedge against a rise in inflation. 
Moreover, an over-the-counter (OTC) inflation-indexed derivative market is 
already established both in U.S. and in Europe and it is characterized by a 
strong growth. At the end of third-quarter 2003, over $160 billion in TIPS 
were outstanding. In U.S., some of the leading pension fund have from 5 to 
10 percent of their portfolios allocated to inflation-indexed instruments. The 
European OTC inflation-indexed derivative market actually moves approxi-
mately $8 billion in notional value. Therefore, these new opportunities not 
only justify our technical assumptions, but also value the interpretation of the 
present model. 

In the next section, we will verify that assuming p tradable implies that 
the financial market is stili complete and, given the invertibility of the cor-
responding diffusion matrix, we will be able to carry on the control problem 
until the explicit solution of the HJB equation. 

2The CPI futures contract traded at the Chicago Mercantile Exchange (www.cme.com) 
represents the infiation on a notional value of $1,000,000 for a period of three months, 
implied by the U .S. Consumer Price Index. 
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5.4 The nominai and the real wealth processes 

Let us summarize the whole economy as follows: 

dr (t) =a ((3- r(t)) dt + O"dWr (t), 

d8°(t) _ ( ) 
SO(t) - r t dt, 

(5.8) 

Let Bs (t), eB (t), and 80(t) denote the amount of money invested in the two 
risky assets (i.e. the stock and the bond) and in the riskless asset respectively. 
Thus, the accumulateci fund's nominal wealth XN at any time t E [0, T] must 
verify the following condition: 

x N (t) = Bo (t) + es (t) + e B (t) . (5.9) 

From Section 2.2, we recall that Bi, for any i E {0, S, B}, is given by 
the number of asset i hold in the portfolio ( 1ri) times the corresponding asset 
value. Since the quantity 1ri is a stochastic variable, in order to differentiate 
this product we must apply the It6's formula. It follows that 

dXN = d1roS0 + 1rodS0 + d1rodS0 

+ d1rsS + 1rsdS + d1rsdS 

+ d1rBB + 7rBdB + d1rBdB. 

A t each t ime t E [0, T], the only deposi t in the fund is constituted by 
contributions and there is no withdraw. Then, we have the self-financing 
condition 
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and the dynamic budget constraint 

Finally, in terms of amount invested in each asset, we obtain that 

After substituting the values of the differentials, dXN can be written as 

dXN = (Bar+ Bsf.-ls + 7/JLf.-lL + eB (r + aKa~)) dt 

+ ( Bsva - eBaKa + 7/JLKra) dWr 

+ (Bsas + 7/JLKsas) dW8 + 7j;LaLdW1r. 

68 

Now, the real wealth can be defined as the ratio between the nominai fund's 
wealth and the CPI. Thus, we have: 

X=XN 
' p 

and, after applying the It6's Lemma (see Section 1.2) and substituting the 
value of XN given in Equation (5.9), we can write:3 

(5.10) 

3We note that the Jacobian of the real wealth is given by 

while its Hessian matrix is 
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w h ere, 

() = [ Bo () s () B ] T , 

l [ -m7r + p;r52 + p~r5~ + r5; l 
M=- ms-m1r+p;a2 (1-v)+psr5~(ps-l)+a; , 

p aKaç- m7r + Prr52 (Pr + aK) + p~a~ +a; 

u ='!E_ L (mL- m1r + Prr52 (Pr- ~r) + Psr5~ (ps- ~s) + e57r (a7r- aL)), 
p 

[ 

-prr5 -psr5s -r51r l 
T_ l r = P C5 (v - Pr) a s (l - p s) -(5 1r , 

-a (aK + Pr) -psr5s -r51r 

A=~ L [ a (Kr- Pr) as (Ks- ps) aL- a, r, 
W= [ wr W 8 w1r ]T. 
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We underline that the new diffusion matrix for the financial market is given 
by r which must be invertible if we want this market to be complete. In this 
case, we have: 

l 
det (r) = - 3 aKr5a1rr5s, 

p 
which is different from zero because e5, a8 , and e57r are different from zero by 
hypothesis, while aK -=/= O by construction (see Equation (5.5)). Thus, since 
p can be considered as the price of a tradable asset, the financial market is 
complete even after the introduction of w1r. 

5.5 The optirnal control problern 

The target of the fund manager is to choose a portfolio strategy in order to 
maximize the expected value of a terminai utility function. The argument of 
this utility function is the real fund's wealth. We assume an exponential utility 
function of the form 

U (X) = r;e"~x, 

where, in order to have an increasing and concave utility function, r; and ~ 
are strictly negative parameters. In this case, we think that the fund manager 
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takes in the preferences of a representative shareholder. Thus, the utility 
parameters describe an homogeneous group of shareholders with the same risk 
pro file. 

Now, we move to define the optimal control problem. Under the market 
structure (5.8), we note that the state variables involved in the dynamic pro-
gramming are the real wealth X, the interest rate r, the labor in come L and 
the consumer price index p. Here, the state process is defined by a vector 
(r, L, p, X) ES, where S denotes the set of the admissible state processes. On 
the other hand, the control process is fully characterized by all the trading 
strategies B E Y, where Y denotes the set of admissible controls. In this case, 
a trading strategy B is admissible if it is self-financing and, given an initial 
wealth x0 , if there exists a unique It6 process X satisfying Equation (5.10). 

Let we define z = [ r L p J T the vector containing all the state variable 
but the wealth. Then, for any initial state (z0 , x0 ) E S, the initial value 
function Vo : Y ~ 1R is given by 

Vo (B) = Eo [7Je"X(T)] , B E Y. 

Thus, we can define the optimal control problem as follows 

w h ere, 

sup Vo (B) 
fJEY 

z (O)= zo, X (O)= xo, \iO~ t~ T, 

f.-lz = [ a ({3- r) Lf.-lL Pf.-l1r ] T, 
3xl 

(5.11) 

We will see that in the present model the exponential (CARA) utility func-
tion leads to a value function that is separable by product in the real wealth 
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(X) and all the other state variables (here z). As we have already remarked 
in Chapter 4, since Merton (1971), separability conditions have been widely 
used in order to solve the PDEs associated with control problems. When we 
describe by stochastic processes both wage income and inflation, it can be 
verified (see Menoncin (2002)) that the family of the CARA utility functions 
is the only one consistent with a condition of separability by product on the 
value function. 

5.6 The Hamilton-Jacobi-Bellman equation 

The optimal value function J associated with the control problem (5.11) is 
defined by 

w h ere 

J ( z' x' t) = su p v (e' z' x' t) ' 
OEY 

and the boundary condition 

J (z, x, T) = rJe-yx, x E~+· 

Thus, the Hamiltonian H associated with (5.11) is given by 

l 
H= 1-l; Jz + Jx (eT M+ u) + 2tr (nTnJzz) + (eTrT + AT) DJzx 

+ ~Jxx (eTrTre + 2eTrT A+ AT A). 

The system of the first order conditions on H is: 4 

8H l T ( T T ) ae o=o* = JxM + Jzxr n + Jxx r re+ r A = O, 

4Th e second or der conditions ho l d if the Hessian matrix of H: 

(5.12) 

is negative definite. Since the quadratic form rTr is positive definite, the second order 
conditions are satisfied if and only if lxx < O, that is if the value function is concave in X. 
The reader is referred to Stokey and Lucas (1989) for the assumptions that must hold on 
the objective function for having a strictly concave value function. 
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where O* denotes as usual the optimal portfolio. Solving Equation (5.12), we 
obtain that 

(5.13) 

Since the matrix r is invertible, O* simplifies as follows. 

(5.14) 

We note here why it isso important to obtain a diffusion matrix (in this case 
r) which is invertible. Without introducing the CPI process p, the salary risk 
remains non-hedgeable and the resulting diffusion matrix cannot be inverted. 
In this case, the term (rTr) -l rT in Equation (5.13) does not simplify and 
therefore it enters directly in the HJB equation, preventing us to apply the 
Feynman-Kac Theorem. 

Thus, we can state the following result. 

Proposition 11 Under market structure (5.8), the portfolio composition solv-
ing the control problem (5.11) is formed by three components: 

1. a speculative component 0(1) proportional to both the portfolio Sharpe 
ratio and the reciproca[ of the Arrow-Pratt risk aversion index; 

2. a hedging component 0(2) depending on the state variable parameters; 

3. a preference-free hedging component 0(3) depending only on the diffusion 
terms of assets and other variables. 

The preference free portfolio component 0(3) has an important property: it 
minimizes the instantaneous variance of the wealth differential. In fact, from 
Equation (5.10) we can see that the variance of the growth in the investor's 
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wealth is given by5 

from which we can immediately formulate the following result.6 

Proposition 12 Given the optimal portfolio solving the control problem (5.11), 

the preference-free component 0(3) minimizes the instantaneous variance of the 
wealth differential. 

For the first portfolio component 0(1), we just outline t ha t i t increases when 
the real returns o n assets (M) increase an d decreases when the risk aversi o n 
(-J F F / J F) or the asset variance (rTr) increase. From this point of view, we 
can argue that this component of the optimal portfolio has just a speculative 
role. 

The second part 0(2) is the only optimal portfolio component explicitly 
depending on the diffusion terms of the state variables (0). Thus, while 0(3) 

covers the investor from the risk associated with w1r, 0(2) covers the investor 
also from the other risks associated with the financial market. In the next 
sections, after computing the functional form of the value function, we will 
investigate the precise role of this component. 

5. 7 An exact solution 

For studying the exact role of the portfolio components 0(1) and 0(2) (see Equa-
tion (5.14)), we need to compute the value function J (z, x, t). It can be demon-
strated (see Menoncin, 2002) that, given the exponential utility function, the 

5Let Y denote an ltò process defined by 

dY = J-Lydt + oydW. 

1t is qui te common to write V art ( dY) = a}dt, although this is an abuse of notation because 
dY is not a random variable. Therefore, the above characterization is not rigorously justified, 
but it is used purely for its intuitive contents. 

6We underline that the second derivative of V ar ( dX) with respect to B is 2r'r, which is 
always positive definite because the quadratic form r'r is positive definite. 
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value function is separable by product in wealth and in the other state variables 
as follows: 

J (z, x, t) = rye"~X+h(z,t), 

where the function h (z, t) must satisfy the PDE 

{ 

ht + (1-l"'I- MTr-10) hz+ b (z, t)+ ~tr (OTflhzz) =O, 

h (z, T)= O. 

and where, 
b (z, t) ="fU -')'MTr-1 A- ~MT (rTr) - 1 M. 

2 

(5.15) 

Since we can apply the Feynman-Kac theorem to Equation (5.15), we can 
state the following result. 

Proposition 13 Under market structure (5.8), the portfolio composition max-

imizing the expected exponential utility of fund's termina[ real wealth is as fol-

lows: 

w h ere 

e* -1 l ( T ) -1 l -1 1T a [ (- )] d = -r A-- r r M- -r n -a Et b zs, s s, 
'Y 1' t ~ 

Zt = Zt, 

b (z, t)= "fU- 'YAT (r-1) T M- ~MT (rTr) - 1 M. 
2 

W e underline that, in our market structure, the quadra tic term MT (rTr) - 1 M 
does not depend on the state variables. Thus, its derivative with respect to Zt 

is zero and so the second optimal portfolio component in Proposition (13) can 
be written as 

8(2) = -r-10 lr J_Et [u- AT (r-1) T M] ds. 
t azt 

(5.16) 

In the next section we compute the expected value characterizing the second 
optimal portfolio component. Once we will have completely solved the control 
problem we will be able to determine how the time horizon T affects the 
optimal portfolio composition. 
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5.8 The optimal portfolio 

First, we explicitly compute the second optimal portfolio component 0(2). In 
particular, the argument of the expected value in (5.16) is given by 

u- AT (r-1) T M= 'l/J~q, 
p 

where q depends only on constant parameters and not on the state variables 
r, L, and p. Actually, its value is 

aL aLaç q= -~sms-- (m-rr- psms) + mL + (~r- ~sv) aç- -- (Pr- psv). 
a-rr a-rr 

Accordingly, the derivative of the expected value in Equation (5.16) can be 
written as follows: 

[ 

a:Ct)Et u-AT(r-
1
)TM l [ 0 l 

att)Et u- AT (r-1)T M = 'lj;q att)Et t~1 . 
8 E AT (r-1)T M _Q_ E b. 8p(t) t u - 8p(t) t p 

The only term we have to compute is the expected value of the ratio be-
tween the modified processes of salaries and prices, that is to say the modified 
real contribution. Therefore, we carry out the necessary computations for the 
modified processes of L and p. In particular, we ha ve to compute the matrix 
product 

According to what we have already presented in the previous sections, we 
can write: 

OT (r-1
) T M= [ z::2 ] , 

PW3 

where w1, w2, and w3 are constant parameters given by 
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Thus, the modified differential of the state variables Z8 can be written as 

All these processes have a closed form solution. In particular, for s ~ t, 
the solution of the interest rate process is 

while the solutions of the other two processes are 

-( ) -( ) { 18 

- ( l 2 2 l 2 2 l 2) ( ) L s =L t exp t r(T)dT+ mL-W2-2K,ra -2K,8 a8 -2aL s-t 

+K,rO' (Wr (s) - Wr (t))+ K,sO"s (WL (s) -WL (t)) +aL (W1r (s) - W1r (t))}, 

P(s) = P(t) exp {[ T(r) dr+ (m,- w3 - ~p;a2 - ~p~a~- ~a;) (s- t) 

+PrO' (Wr (s)- Wr (t))+ psas (WL (s)- WL (t))+ a1r (W1r (s)- W1r (t))}. 

From these equations we can immediately derive the value of the modified 
real contribution, that is to say the ratio between L and p, whose expected 
value is 

E [L (s)] = L (t) q(s-t) 
t p(s) p(t) e ' 

where the boundary condition (zt = Zt) in Proposition (13) assures that 

Accordingly, we have 

L(t)=L(t), 

p(t) = p(t). 

E [
L (s)] = L (t) q(s-t) 

t p(s) p(t) e . 
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Thus, the integrai defining 0(2) is given by 

Finally, we can write the second optimal portfolio component as 

0* (t) = (l - eq(T-t)) 7/J-1-r-10 [ ~ l 
(2) p (t) ' 

_Y!)_ 
p( t) 

from which it is evident that its absolute weight on the total optimal portfolio 
decreases when the time t becomes closer to the horizon T. In fact, when t= T 
we have 0(2) (T) =O. Finally, after noting that the following identity holds: 

l [ o l 7/J-0 l 
p (t) _Y!)_ 

p( t) 

=A, 

the second optimal portfolio component can be written as 

Now, we are able to simplify Proposition (13), and we obtain the following 
result. 

Proposition 14 Under market structure {5.8), the portfolio composition solv-
ing the control problem {5.11) is given by 

w h ere 

O* = _ _!_ (rTr) - 1M- eq(T-t)r-1 A, 

"' 
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This result shows that the optimal portfolio is actually formed by two com-
ponents: one depending on the time horizon T and the other one independent 
of T. Furthermore, we underline that it is possible to write the matrix terms 
of B* as 

_ _!_ (rTr) -1 M= .!.P (t) c/YI, 
"/ "/ 

-r-1A = 'lj;L (t) c/J2, 

where cjJ1 , cjJ2 E JR3x 1 are two vectors of parameters which do not depend on 
time. Thus, the optimal portfolio can be written in real term as follows: 

~- _!_"- ,,,L (t) q(T-t)"-
p (t) - "/ '-f/1 +'-P p (t) e '-f/2, 

from which we see that the first component of the optimal portfolio real com-
position is time independent. The risk aversion parameter "/ determines if 
the portfolio is more or less affected by the time-dependent real component. 
The higher "/(in absolute value), the more the time-dependent real component 
affects the optimal portfolio. Accordingly, low values of 7 determines a real 
portfolio composition that tends to be constant through time. In the next 
section, where we carry out a simulation of the model, we highlight the ne-
cessity of assigning a numerica! value for "/ which is consistent with the initial 
value given to the salary process. In particular, a too low absolute value of "/ 
(with respect to L0 ) leads to an optimal strategy which is practically constant 
through time. 

N ow i t can be interesting t o investigate which is the total amo un t of wealth 
invested in the financial assets, that is 

(5.17) 

where l E JR3x 1 is a vector containing only ones. After computing the products 
l T c/J1 and l T cjJ2 we have 
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We see that the sign of the time-dependent component is determined by 
the ratio between the volatility terms a L an d a 71". In particular, sin ce 'ljJ is 
always positive and L (t) is positive too,7 if aL > a1l" then the time-dependent 
component is positive, on the contrary it is negative. 

In the numerica! simulation which follows we have assumed a1l" > aL be-
cause it seems more reasonable that the inflation own volatility is higher than 
the salaries own volatility. This means that when the time t approaches the 
horizon T the amount of wealth invested in the financial asset tends to in-
crease. This is consistent with the hypothesis that the fund's wealth mainly 
increases thanks to the contributions. Thus, at the beginning, the amount 
of wealth invested in financial assets is low with respect to the contributions 
while at the end of the accumulation period, the financial wealth dominates 
the contributions. 

5.9 A numerica! application 

In this section we set a numerica! application in order to verify the dynamic 
behavior of the optimal portfolio strategy derived in the previous section. Table 
5.1 reports the set of parameters characterizing the financial market, the DC 
process an d the CPI process. In particular, the set of parameters representing 
the financial market is consistent with the numerica! analysis presented by 
Boulier et al. ( 200 l). 

We consider a contribution period before retirement equal to 40 years. 
The absolute risk aversion of the investor is given by 'Y = -20. The value 
we have assigned to 'Y is consistent with the initial value of the salary process 
(Lo). In fact, from Equation (5.17), we note that there must be a suitable 
trade-off between the initial value of the salary process and the scale of values 
characterizing the risk aversion index. This allows us to avoid the case of an 
optimal portfolio rule practically constant trough time. 

The optimal proportion invested in the riskless asset increases from an 
initial value close to 3%, to about 56%. On the other hand, the optimal 
proportion invested in the two risky assets progressively decrease with respect 

7We recall that L (t) is log-normally distributed and it cannot take negative values. 
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Interest rate Defined-contri bution process 
Mean reversion, a 0.2 Risk premium, mL 0.01 
Mean rate, f3 0.05 Volatility scale factor, ""r 0.7 
Volatility, a 0.02 Volatility scale factor, ""s 0.9 
Initial rate, r 0 0.03 Volatility, CJL 0.01 

Initial salary, Lo 100 
Fix-maturity bond Contribution rate, 'ljJ 0.12 
Maturity, TK 20 
Market price of risk, ~ 0.15 Inftation process 

Risk premium, m7r -0.01 
Stock Volatility scale factor, Pr 0.9 
Risk premium, ms 0.06 Volatility scale factor, Ps 0.8 
Volatility scale factor, v 3 Volatility, CJ1r 0.015 
Stock own volatility, CJs 0.19 

Table 5.1: Values of model parameters 

to time. In particular, the stock proportion declines from an initial value of 
about 73%, to about 47%, while the proportion invested in the long-term bond 
declines from an initial value dose to 24%, to about -3%. The investment 
trends of the three assets are consistent with the portfolio managers experience 
and the conventional wisdom. During the beginning of the contribution period, 
the fund manager realizes a more aggressive investment policy in order to boost 
the fund. Consistently, as the t ime approaches the retirement in T, Figure 
5 .l shows a shift of wealth from the investment in risky assets t o the money 
account. However, the fund manager maintains a diversified portfolio un t il 
retirement. 

Figure 5.1 highlights how the evolution of the optimal portfolio strategy is 
actually affected by the realization of the stochastic variables characterizing the 
economy. The dotted lines in the figure represent the mean and the extremes 
of an estimated range including, at each time t, at least 90% of the values of 
the optimal portfolio components. Consistently, the uncertainty related to the 
fund managers' decisions augments as the retirement approaches, or better as 
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Figure 5.1: Percentage composition of optimal portfolio and real wealth 

we deviate from the present. 
We recall that the bond, at its expiration date, gives the right to receive 

a fixed amount of money (generally its nominai value). This means that the 
amount of wealth invested in the bond at the beginning of the accumulation 
phase must be relatively high because it may guarantee a flow of money. On 
the contrary, when the time horizon T approaches, then this need for a certain 
flow becomes weaker an d, very dose t o T, the amount of money invested in the 
bo n d can h eco me even negative. Moreover, we can see t ha t the riskless asset 
plays a residual role in the optimal portfolio composition. At the beginning of 
the accumulation phase, the need of an aggressive strategy for reaching a higher 
wealth levelleads to a high percentage of stock in the optimal portfolio, while 
the need of a guarantee for a financial flow leads to a relative high investment 
in the bond. Consequently, the investment in the riskless asset is very low. 
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While the riskiness of the strategy decreases and so the need for a guaran-
tee at time T, both the investments in stock and bond decrease and so, the 
percentage of wealth invested in the riskless asset increases. Moreover, we note 
an increasing slope, in absolute terms, for all assets. This evidence suggests 
the necessity for a more frequent adjustment of the investment strategies in 
the last years of the accumulation phase. 

In Boulier et al. (2001), the mean composition of the pension fund is 
characterized by deterministic trends. On the apposite, given the length of the 
accumulation phase and the centrai role of the contribution fiow, we strongly 
support the need for a stochastic framework. In contrast with Boulier et al. 
(2001), who find a hefty short position in cash, our model implies persistent 
long position in the riskless asset. Nevertheless, we underline that both Boulier 
et al. (2001) and Deelstra et al. (2003) include a guarantee and use power 
utility. In their numerica! results, they obtain first a negative cash investment 
since the guarantee is an option which involves a short position. 



Appendix A 

The Cholesky Decornposition of 
the Correlation Matrix 

Let [ W x (t) Wy (t) J T denote a vector of two independent standard Brownian 
motions. Thus, we have 

and variance-covariance matrix :E = t1(2), where 1(2) denotes the identity ma-

trix of dimension two. W e can transform [ Wx Wy J T into a vector of two 

[ ~ ~]T correlated Brownian motions Wx Wy with the same mean (i.e. zero 
mean) but with variance-covariance matrix 

by applying to the originai vector of uncorrelated processes the Cholesky de-
composition as follows 

where Ci: is just the Cholesky decomposition of the matrix :E. The matrix Ci: 
is an upper-triangular matrix such that }5 = CfCi;· Finally, we have 

83 
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In conclusion, the following generai result holds: given a set of Brownian 
motions, correlated or uncorrelated, we can always change it into a vector of 
Brownian motions with diffusion term equal to the transpose of the Cholesky 
matrix calculated with respect to the variance-covariance matrix of the initial 
processes. 
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