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ABSTRACT

Salman, Mohammed Ibrahim. Ph.D., Department of Computer Science and Engineering, Wright
State University, 2022. Design, Analysis, and Optimization of Traffic Engineering for Software
Defined Networks.

Network traffic has been growing exponentially due to the rapid development of appli-

cations and communications technologies. Conventional routing protocols, such as Open-

Shortest Path First (OSPF), do not provide optimal routing and result in weak network

resources. Optimal traffic engineering (TE) is not applicable in practice due to operational

constraints such as limited memory on the forwarding devices and routes oscillation. Re-

cently, a new way of centralized management of networks enabled by Software-Defined

Networking (SDN) made it easy to apply most traffic engineering ideas in practice.

Toward creating an applicable traffic engineering system, we created a TE simulator for

experimenting with TE and evaluating TE systems efficiently as this tool employs parallel

processing to achieve high efficiency. The purpose of the simulator is two aspects: (1) We

use it to understand traffic engineering, (2) we use it to formulate a new traffic engineering

algorithm that is near-optimal and applicable in practice. We study the design of some im-

portant aspects of any TE system. In particular, the consequences of achieving optimal TE

by solving the multi-commodity flow problem (MCF) and the consequences of choosing

single-path routing over multi-path routing. With the help of the TE simulator, we compare

many TE systems constructed by combining different paths selection techniques with two

objective functions for rate adaptations: load balancing (LB) and average delay (AD). The

results confirm that paths selected based on the theoretical approach known as Oblivious

Routing combined with AD objective function can significantly increase the performance

in terms of throughput, congestion, and delay.

However, the new proposed system comes with a cost. The AD function has a higher

complexity than the LB function. We show that this problem can be tackled by training deep

learning models. We trained two models with two different neural network architectures:
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Multilayer Perceptron (MLP) and Long-Short Term Memory (LSTM), to get a responsive

traffic engineering system. The input training data is based on synthetic data obtained from

the simulator. The output of the two models is the split ratios that the SDN controller uses

to instruct the switching devices about how to forward traffic in the network. The result

confirms that both models are effective and can be used to forward traffic in an optimal or

near-optimal way. The LSTM model has shown a slightly better result than MLP due to its

ability to predict a longer output sequence.
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1 Introduction

1.1 Overview

Network traffic has been growing exponentially due to the rapid development of commu-

nication technologies. In some applications, e.g., multimedia applications, packets retrans-

mission is not an option. To achieve performance in computer networks, we need to study

and do traffic engineering (TE). TE is about steering traffic to achieve a goal set in advance,

e.g., load balancing traffic, minimizing the delay, etc. Computer networks and traffic pat-

terns are dynamic. Networks may change over time as new network elements, and links are

added/removed to/from the network. Some of these changes occur due to, e.g., link/router

failure. Apart from that, traffic demands are highly dynamic. Due to this dynamicity, TE

systems need to be adaptive to these changes to achieve a good performance.

This work proposes a centralized TE that suits SDN networks with the best possible

performance and fast response to changes in the network. We aim to design a TE system

by considering the operational constraints when applying it in the real world, e.g., routes

oscillations and the limited memory on forwarding elements.

With the development of software-defined networking (SDN), a new type of traffic

engineering system has been the focus of some recent research (e.g., [2, 3, 4, 5, 6], and

many others). Big technology companies such as Microsoft [4] and Google [2] have shifted

to this type of technology a few years back. The basis of all of these approaches is a

centralized TE model. The output of a TE system includes a routing scheme that produces a

set of candidate paths and the splitting ratios of traffic among these paths. TE techniques are

now applicable under SDN because SDN provides two functionalities: (i) global visibility

of the network (ii) direct control over network elements.

Finding answers to some of the questions related to this centralized TE model is an

important step to develop TE for SDN. These questions center on TE objective functions,

1



path cardinality, path selection, and multi-path/single-path routing.

1.2 Thesis Statement

Building a traffic engineering system that is near-optimal and responsive is a challenging

task. Paths selected using the Räcke’s traffic engineering system, rate adaptation based on

the average delay (AD) objective function, and deep learning models can be leveraged to

build a responsive and near-optimal traffic engineering system.

1.3 Problem Statement

This work aims to build a traffic engineering algorithm with two goals in mind: 1) The

traffic engineering algorithm should give a performance that is close to optimal. 2) The

traffic engineering algorithm should give the resultant routing scheme as fast as possible.

The routing problem can be formulated as a linear program (LP) or a mixed-integer linear

program (MILP) to get the optimal routing scheme. This problem is called the multi-

commodity flow problem (MCF). However, the time required to solve the LP or MILP

can be significant. Figure 1.1 shows the required time to find the optimal solution using

Gurobi optimization software [7] for two objective functions: average delay (AD) and

load balancing (LB). The time increases as we start adding more nodes and links to the

network. This raises a scalability issue which forces researchers to look for another solution

(e.g., heuristic). Furthermore, the optimal solution we get by solving the MCF problem

cannot be applied directly to a real-world network due to some operational constraints,

e.g., limited memory, routing overhead. Therefore, the question we are trying to solve in

this dissertation: Is there a traffic engineering algorithm that can give a solution that is

instantaneous and close to optimal and scales better than the optimal solution we get from

2
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Figure 1.1: A graph showing the increased time complexity when solving the linear pro-
gram for increasingly large networks for LB and AD objectives (N: number of nodes, L:
number of links). Hardware specification: Intel(R) Core(TM) i7-685K CPU @ 3.60GHz

solving LP or MILP?

1.4 Rresearch Objectives

In this work, we try to answer these two questions: (1) Is there a TE system that outperforms

state-of-the-art? (2) How to make that TE system update its routing scheme fast enough in

response to changing demands or changing topology?

As it turns out, optimal routing requires solving LP or MILP. Reducing the time re-

quired to find the optimal routing scheme is necessary because the optimal routing scheme

is a routing scheme that must be re-calculated whenever a change happens in the network.

That change might be a change in traffic matrix, which is the usual case, or a change in

network topology due to the addition/removal of a link or node or a link/node failure. This

work will also study other questions that, if we solve them, we might find the answer to

the original question, which is reducing the time required to get to the optimal or close-

3



to-optimal routing scheme. These questions can be categorized into three categories: 1)

questions related to path cardinality and path selection algorithms. 2) questions related

to the splitting ratios and objective functions. 3) questions related to the choice between

single-path/multipath routing. For the first category, these questions are: How many paths

are required to obtain a solution within a few percent of the optimal solution, and whether

that number is fixed for any size of the network? Is there a way to select a subset of

these paths rather than select all the available paths for each source-destination pair? For

the second category, how should traffic flow be split? What is the time complexity of the

two well-known traffic engineering objective functions (AD and LB), and whether these

two objectives are similar or close to each other? For the third category, how does single-

path/multi-path routing affect the network’s performance? Is there a difference in time

complexity when solving a single-path case over solving it with a multi-path case?

1.5 Contributions

Critical contributions in this dissertation are as follows:

1. We present a routing scheme (RACKE+AD) that outperforms current state-of-the-art

techniques.

2. We introduce a new efficient TE simulator that can test many routing schemes si-

multaneously. The new simulator is optimized for testing different route selection

algorithm and objective function combinations and can be easily extended to test

future TE systems.

3. We demonstrate that a TE system with static routes and adaptive traffic splitting

offers many benefits, including throughput, latency and resource utilization.

4. We show the effectiveness of multi-path routing over single-path routing and their

impact on network performance.

4



5. We propose two DL models, DNN (MLP) and DNN (LSTM), for the routing prob-

lem. The models learn traffic split ratios obtained from the optimal solutions as a

result of solving the routing problems using LP. Furthermore, we test the trained

models in a TE simulator and report the gap in throughput between the optimal LP

solution and the solution we get from the trained model.

6. We compare the performance of the two proposed DL models. The result confirms

that LSTM neural network performs better than MLP.

1.6 Dissertation Structure

Chapter 2 contains a review of previous TE techniques. We discuss optimal routing and

why it is not applicable in practice. We categorize TE systems and focus on the drawbacks

of these systems.

Chapter 3 contains the design and analysis of our new traffic engineering simulator. We

use this simulator for all our experiments throughout the dissertation. Furthermore, the

simulator is used to prepare training data for the proposed deep learning models.

Chapter 4 contains the proposal of a new TE algorithm, RACKE+AD. The proposed al-

gorithm is compared with state-of-the-art traffic engineering algorithms, and the results are

presented.

Chapter 5 the proposed algorithm in chapter 4, though close to optimal, comes with a

drawback that makes the system unresponsive. In this chapter, we propose two deep learn-

ing models to make the proposed system responsive.

Chapter 6 contains the conclusions and a discussion of possible future directions.

5



2 Review of Literature

2.1 Introduction

This chapter presents a review of some proposed TE solutions. We start by discussing the

optimal routing, and why, though optimal, it cannot be applied in practice. Next, we discuss

the conventional TE systems and the drawbacks of using these systems in section 2.3. In

section 2.4 we highlight the importance of careful path selection and the bottleneck caused

by the shortest path routing. Next, we discuss the oblivious routing model and why it

cannot be used in practice. Some of the centralized TE approaches are discussed in section

2.6. Finally, we discuss another approach for optimal routing (hop-by-hop forwarding) and

how it facilitates the utilization of machine learning techniques for the routing problem

(section 2.8).

2.2 Optimal Routing

The textbook’s approach [8, 9] for the TE problem is to formulate and solve it as a linear

program (LP), the problem referred to as a multi-commodity flow problem (MCF). Usually,

the used objective function is to minimize the maximum congested link in the network

- Maximum Link Utilization (MLU), also known in the literature as load balance (LB)

objective function. The approximated average delay (AD) objective function is also used

but not as widely as the LB objective. This approach raises two problems from both sides

the optimization side and the production network side. MCF approach considers using all

the simple paths (decision variables) provided as input to the optimization problem, making

the problem intractable for large networks. On the production side, there is a limit on the

number of routes used in the routing table. Forwarding devices such as routers and switches

have a limited TCAM memory. Even when all routes are used in production networks,

6



routes oscillation [3, 10] resulted by solving the MCF problem can be very high, which

raises a significant overhead on routers and switches. Thus, using fewer paths is always

preferable to keep the routing table as small as possible and reduce the routing overhead.

However, as the case in almost all literature, routing schemes calculated with MCF are used

as a benchmark to measure the performance of the proposed solution.

2.3 Conventional TE Systems

The conventional approach involves tuning links weights to find a good routing scheme

that can increase throughput or minimize congestion in the network [10, 11], for exam-

ple, open shortest path first (OSPF) and intermediate-system intermediate-system (IS-IS).

It turns out that OSPF may not reach optimal routing because it uses Equal Cost Multi-Path

(ECMP), which splits traffic evenly among the available shortest paths without rate adap-

tation. Another limitation of ECMP is the limited number of used paths because only paths

with “equal-cost” are used. Furthermore, optimizing links weights is an NP-hard problem

[12].

2.4 Shortest Path Routing

Many studies [4, 13, 14, 15] suggest that to achieve reliable performance, a set of shortest

paths should be used in a TE system. Unfortunately, choosing the shortest paths may ex-

acerbate congestion for topologies with high heterogeneity of links capacity. For example,

consider Figure 2.1, routers A, B, and C needs to send traffic to router D. If we consider

using constrained shortest path first (CSPF) routing, we assume the flows have arrived in

the following order (B, A, C), the flow received by C may take the path [C, E, D] and the

flow received by A will be forced to take the path [A, B, M, D]. With this CSPF approach,

there is no choice left for B because it has to take a path with at least one link being shared
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with the other two flows. This has inspired a recent research [3] for thinking of a way for

selecting paths that are capacity-aware and diverse.

A

B

C

D

E

M

Figure 2.1: A topology of 7 routers

2.5 Oblivious Routing and VLB

Valiant load balancing (VLB) [16] works by routing packets through random intermediate

nodes, and these nodes, in turn, forward these packets to the destination. VLB has been

shown to work well on mesh-like topologies and has been applied in wide area networks

[17]. However, wide area network topologies are not mesh or mesh-like topologies. In

addition, VLB may lead to unnecessary utilization of network resources because it may

lead to very long paths due to randomness.

Oblivious routing [18, 19, 20] which is a generalization of VLB to non-mesh topolo-

gies has also been proposed to find a routing scheme that performs well under all possible

demands. The generalization is made by providing a hierarchy of intermediate nodes in-

stead of a single intermediate node. The algorithm iteratively computes a set of random-

ized routing trees. Each tree is computed using an approximation algorithm [21] that gives

paths with lengths close to the shortest paths. In each iteration, the weight of each link is
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adjusted based on its cumulative uses in the past few routing trees to ensure no single link

is over-utilized. The system is called oblivious because it is oblivious to the demands, and

it guarantees a congestion ratio that is never worse than O(log n) factor of optimal (where

n is the number of nodes in the graph). Despite this guaranteed congestion ratio, this ap-

proach cannot outperform systems like SWAN [4] due to the fact it considers all possible

traffic demands. However, this approach has inspired some researchers [3], including this

work, for a “careful path selection”.

2.6 Centralized TE systems

Recently, because of the emerging software-defined networking (SDN), a centralized traffic

engineering approach came to the picture that decouples the two phases of TE. SWAN [4]

distributes traffic over a set of k-shortest paths using an LP that reserves a small amount of

“scratch capacity” on links to apply updates in a congestion-free manner. SOL [5], similar

to VLB [16], uses a greedy approach to select paths randomly in the hope that this random

selection might help in load balancing traffic across the network. This approach may lead

to unnecessarily long paths and, as a result, increases latency. SOL also uses k-shortest

paths in a hope to decrease latency.

SMORE [3] is inspired by Räcke’s oblivious routing model [20] for selecting paths

carefully that would increase the performance and robustness of a TE system. Oblivious

routing meets the criteria for a good path selection algorithm. Paths that are selected this

way have the feature of low-stretch, which is important to decrease latency, and capacity-

aware, which is important for load balancing. The authors of SMORE suggest that the TE

system should be modeled by choosing a static set of paths but with a dynamic adaptation

rate. In practice, deleting or adding paths is a slow and expensive operation because this can

cause routing overhead. On the other hand, updating splitting ratios is a relatively cheap

and fast operation.
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2.7 Link-State Hop-by-Hop Routing

In 2011, Dahai et. al. proposed a new solution to the optimal routing called PEFT [22, 23]

by using a link-state protocol with hop-by-hop forwarding. Their approach was the first

that can give an optimal solution using only link-state with hop-by-hop forwarding. They

introduced a new way of computing and using link weights in a network. Link weights

are computed using the gradient descent algorithm and used to identify splitting ratios,

different than OSPF.

In 2015, Nithin et al. introduced a new approach called HALO [24] that made some

improvements to PEFT. Nithin has specified some cases that PEFT couldn’t converge to

optimal. In contrast to PEFT, which requires full knowledge of the TM, HALO is adaptive

and can infer weights based on link flow rates only.

In all of these proposed solutions and another similar work [15], the big achievement is

simplicity and optimality with much lower complexity than what we would get by solving

the optimal MCF with LP. Solving MCF with link-based formulation has the complexity

O(N2E), where N is the number of nodes and E is the number of links. On the contrary,

HALO and PEFT can achieve optimal TE by calculating per-edge weights, and that has

O(NE) complexity.

The question remains whether these systems can cause routing overhead and whether

they are scalable or not?

2.8 Machine Learning Solutions

2.8.1 Deep Reinforcement Learning

Recently, there have been breakthroughs in the field of AI by combining Deep Learning

with Reinforcement Learning (RL), Deep Reinforcement Learning (DRL). One prominent

example in [25] where the authors created an agent that would perform different and chal-
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lenging tasks of learning to play 49 games on the Atari 2600 platform. Another example in

[26] where the agent learns to play the game of Go that has a gigantic search space. In DRL,

an agent is responsible for observing which set of actions lead to better performance. The

agent sends actions as input and receives observations and rewards as output. The reward

serves as feedback to the learning algorithm. From the TE perspective, an input might be a

set of selected routes as actions to forward traffic, and an output might be congestion status

as observations and the maximum utilized link as a metric (or a reward). Valadarsky et. al.

[27] has leveraged ideas from machine learning (ML) to solve the routing problem. They

showed that applying deep reinforcement learning can give promising results regarding the

routing problem. Their idea is based on hop-by-hop routing inspired by PEFT [22, 23] and

HALO [24] and utilizes the Trust Region Policy Optimization TRPO [28] algorithm. How-

ever, their results showed an optimality gap of about 20% when they set TM sparsity level

to 30%. Furthermore, the authors did not investigate the scalability issue which is very

critical when designing a routing protocol. They tested their algorithm on 11 nodes which

is an easy target. Wide area networks may have more than 25 nodes. Some notable exam-

ples of RL/DRL for the routing problem can be found in [29, 30, 31, 32]. There are two

main drawbacks with deep reinforcement learning or reinforcement learning when it comes

to traffic engineering: (1) it learns to route traffic based on its own experience. Learning

from historical decisions, however, does not assure the optimal or near-optimal decisions.

According to a study in [33], proof of convergence is not fully and convincingly addressed

yet. To ensure an optimal solution, the model may have to rely on optimally labeled data.

(2) Another issue with RL is the speed of convergence. According to the same study in

[33], further investigation is required to provide the bounded delay of the routing decision

made by the RL-based routing algorithm.
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2.8.2 Supervised Learning

The work of [34] proposed a sequence-to-sequence deep learning model to predict the for-

warding path between each SD pair from historical forwarding experiences. They further

used an attention mechanism [35] and beam search [36] to ensure the connectivity and a

proper ordering of nodes. However, as mentioned earlier, relying on historical forward-

ing experiences does not guarantee an optimal solution. In [37], in an approach similar to

our approach, they proposed a DL model trained on optimal decisions attained by solving

MILP optimization problems to predict the optimal single path between every two nodes.

Our approach is different from their approach in that we use multi-path routing instead of a

single path, and the TE system we use to learn the model is also different from their system.

In [38, 39, 40] the authors proposed a decentralized deep learning system where each

node has several DL models equal to the number of destinations in the network. This

decentralized DL model works in a hop-by-hop fashion by predicting the next hop the

packets should be forwarded to. All the DL models along the path collaborate to form

the path of the packet. The input to these neural networks is the traffic patterns and the

output is a 1-hot binary vector, where the 1 indicates the next hop the router should forward

traffic to. The drawback in this approach is that each node has to train as many models as

the number of destinations. They tested their approach on a small topology, a 4x4 grid;

however, only 12 actual nodes were used as edge routers. The other 4 intermediate nodes

in the middle serve as forwarding nodes. In addition, they collected their data based on

the OSPF routing protocol. OSPF routing protocol requires calculating the shortest path

periodically, increasing CPU utilization, and disturbing network services. Furthermore,

it has been shown in the literature that utilizing the shortest path may not help minimize

the congestion due to many flows competing for the same highly utilized link [3, 41].

Moreover, the work in [38, 39, 40] requires propagating the traffic patterns to all the models

periodically, resulting in increased overhead.

In [42] the authors proposed a DL-based distributed routing system that can guarantee
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connectivity with the help of the link reversal theory. They have shown that even a small er-

ror in the DL model can result in routing loops/blackholes. However, similar to [38, 39, 40],

their approach is distributed hop-by-hop routing that has difficulty in achieving optimality.

Furthermore, they use the shortest path routing, which may degrade performance because

many flows may compete for the same bottle-necked link. They also use the load balanc-

ing objective function, which has some performance issue under stressed traffic conditions

[41, 43]. In a similar approach in [44], they trained a separate model for each source and

destination pair in the network. Furthermore, they use supervised learning with data gen-

erated from heuristic solutions, which does not guarantee optimality.

2.9 Multipath/Singlepath studies

Many studies highlighted the importance of multipath in networking (e.g., [45], [46]) while

other studies suggested that single-path routing gives the same performance of a multipath

routing for a large network under the condition that all nodes are sending and receiving, i.e.,

competing for the same resources (multi-commodity flow problem) [47] [48]. This lack of

certainty gave us the motivation to build a TE simulator and test the gain of multipath

routing in different metrics.

2.10 Network Simulators

There are many packet-level simulators for computer networks (e.g., NS-3 [49], OPNET

[50] and many others). All of these simulators model the network at a low level of ab-

straction. Therefore, they are not suitable for answering some of the traffic engineering

questions. Moreover, flow-level simulators are much faster than packet-level simulators.

The two frameworks that are suitable for simulating TE are YATES [51] and REPETITA

[52]. However, one cannot answer our traffic engineering questions with the aid of these
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software frameworks. We need a framework that is easy to use and provides flexibility

for configuring the network parameters and solving many instances simultaneously (i.e.,

software supporting the parallel execution of multi-processing).
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3 Traffic Engineering Simulator Framework

3.1 Introduction

We built a simulator to model and test different TE scenarios, focusing on efficiency, sim-

plicity, and extendibility. Although many network simulators have been proposed previ-

ously [49, 50, 51, 52], they are generally not optimized for modeling TE approaches and/or

do not provide ease of use or extendibility.

This chapter presents the design and implementation of our new TE simulator. The TE

simulator aims at reducing the cost of experimenting and evaluating different TE scenarios.

It offers a set of tools for modeling topologies, traffic matrices, and routing schemes.

The proposed simulator was built in Python and can test many TE models simultane-

ously while recording statistics in the background. We use Gurobi optimization [7] to solve

the linear programming problems, by integrating it with Python. We show the capabilities

of this TE simulator by presenting the results of different TE experiments. Furthermore,

we compare the efficiency of our simulator with YATES [51].

The TE simulator is designed in such a way that guarantees a fair comparison between

different scenarios. It also has a straightforward interface where the user can change differ-

ent TE scenarios all in one place, a design that made it very simple to perform what-if anal-

ysis. Performing these analyses in a simulator (such as ns-3 [49] and OPNET [50]) or an

emulator (such as Mininet [53]) requires writing a large code to simulate traffic engineering

behavior in WANs. Furthermore, these tools model the traffic at a low level (packet-level),

whereas the TE task we need is to model it with a higher level (flow-level). Thus, similar

to YATES [51] and REPETITA [52], our TE simulator is a flow-level simulator.

Simulator inputs (e.g., topology, demands, path selection algorithms, objective func-

tions, etc.) are specified in a Python script or configuration file. The simulation produces

visualized throughput graphs for each TE system, Fig. 3.1. The graphs are updated pe-
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riodically as throughput data becomes available. Three time-series metrics for each TE

system are recorded in the background during simulation: overall throughput, congestion

per link, and latency per path. Topology and traffic matrices are provided as input files,

where the user provides the location to these files in the configuration file. If the locations

are unavailable, random topology and traffic matrices will be generated according to pro-

vided parameters, including the number of nodes N , the number of links L, and the traffic

distribution matrix.

The framework, data and the implementation of some TE algorithms are all available

online1.

1 https://github.com/MohammedSalman/TE-SIMULATOR
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3.2 Motivations

Finding an optimal solution to the TE problem often requires solving a mathematical model

(e.g., LP or MILP). Solving a mathematical model, however, can be time-consuming. Fur-

thermore, to keep the system optimal, the LP or the MILP models must be solved frequently

whenever the input traffic matrix changes. Thus, regardless of the optimal solutions they

give, the system may become unresponsive. Solving many LP and MILP instances in a

simulator can take time because the process requires finding a solution per each TE system

and per each traffic matrix. To ease the process of benchmarking several TE systems, we

aim at building an efficient and flexible TE simulator. To gain efficiency, we design the TE

simulator that takes advantage of parallel processing as described in section 3.4. This paral-

lelization is also useful when we generate data to train a deep learning model, as described

in Chapter 5.

3.3 TE Framework Overview

Our goal in this work is to develop a software tool to allow the user to understand better

the effects of different sets of parameters on TE optimization objectives while avoiding the

nuances of low-level optimization formulations, making the testing and tuning of TE more

accessible to researchers and students.

Figure 3.2 summarizes the steps of the TE simulator from a different perspective with

four main steps. We can think of the simulator as software that formulates many LP or

MILP based on the input configuration parameters. The framework takes the topology

information and other parameters as an input configuration file (e.g., number of nodes,

number of links, traffic matrix models, optimization requirements, and so on). The frame-

work will find different sets of combinations of these input parameters, formulate a proper

optimization problem, and treat each one (with a different set of input parameters) as an
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Start

Input Configuration
File

Formulate All the
Instances

Solve All
the Instances

Store All the Results
in the Dataset

End

Figure 3.2: Summarization of the developed framework in four main steps.

instance that is ready to be solved to obtain an optimal solution (with the help of an LP

solver). The optimization requirement (i.e., TE objective) is also provided as input to the

framework. The output from the framework is a dataset that has all the information for

each instance of the problem solved by the LP solver. The dataset attained is ready for

analysis and visualization. The size of the generated data depends on the number of prob-

lem instances based on the input configuration file. The framework is open for extension.

Therefore, additional features can be added to generate needed information for TE to be

included in the dataset for analysis and visualization.

In this TE framework, the user can define parameters as inputs to establish a net-

work. These parameters include the number of nodes n and the number of links l2. The

number of nodes and number of links can be disregarded if the user chooses to use a

2 Anywhere in this dissertation when referring to number of links we mean number of link pairs. If any two
nodes are connected, they are connected in both directions.
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topology file instead. For example, Listing 3.1 specifies a set of network parameters in

Python. This TE framework creates several topologies by combining N and L and dis-

tributing links between nodes using the Erdős–Rényi model. If the resulting topology

is disconnected, the framework will continue to create new ones until the topology is

connected or stops after attempting a specified number of times and failing to produce

a valid network topology. The Erdős–Rényi model can find a connected topology im-

mediately if l >> n. Other configuration information that needs to be fed to the sys-

tem is shown in Listing 3.1. The information includes capacity type, capacity set, weight

set, demand traffic matrix model(s), the objective function(s), number of candidate paths,

and routing strategies. The example below (Listing 3.1) is an input configuration file

that creates 6400 instances of TE problem, each configured differently due to different

links distribution and/or different parameter settings. The number 6400 is calculated from

|N |× |L|×Nu of TMs Per TOPO×Nu of TOPOs Per N L×|TM TY PES|×

|OBJECTIV ES|×|CANDIDATE PATHS|×|ROUTING STRATEGIES|. The

parameter Nu of TOPOs Per N L is the number of topologies for each pair of N and

L, and the parameter Nu of TMs Per TOPO is the number of traffic matrices per topol-

ogy.
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1 N = {30 , 40}

2 L = {80 , 100}

3 Nu of TOPOs Per N L = 10

4 Nu of TMs Per N L = 10

5 c a p a c i t y t y p e = { ’EDGE BETWEENNESS ’}

6 c a p a c i t y s e t = {30 , 35 , 40}

7 w e i g h t s e t t i n g = { ’ INV CAP ’}

8 t m t y p e s = { ’BIMODAL’ , ’GRAVITY ’}

9 Network Load = [ 0 . 4 ]

10 o b j e c t i v e s = { ’LB ’ , ’AD’}

11 c a n d i d a t e p a t h s = {3 , 7}

12 r o u t i n g s t r a t e g i e s = { ’MULTIPATH ’ , ’SINGLEPATH ’}

Listing 3.1: An input configuration file.

3.4 Design and Implementation

Efficiency is the main concern when designing this software framework for the following

reasons. First, one unsolved instance of network design problem formulated as LP/MILP

may have more than one million decision variables. Therefore, the solution space can be

vast and impossible to solve in real-time. These large number of decision variables may

result from many paths between any pair of nodes in the network. The number of paths

grows exponentially as more nodes or links are added to the network. Second, the MILP

problem is more complex than the LP problem due to the extra binary variables introduced

to the problem. We tackle these problems from three aspects. First, we need to reduce

the number of decision variables in the problem formulation. Second, we need to use a

fast LP/MILP solver. To the best of our knowledge, the fastest LP/MILP solver is Gurobi

[7]. Compared to the default solver used in PuLP [54], an optimization modeler in Python,
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Gurobi is a lot faster. Third, we need to come with a design so that these formulations can

be solved in parallel.

When designing a network, using all the available paths between SD pairs is unnec-

essary because the network uses shorter paths. Thus, longer paths can be excluded without

significantly affecting optimality, as explained in Section 3.3. As a result, the solution

space can be shrunk using fewer decision variables when using only a few shortest paths

per SD pair.

The architecture of our design consists of three main steps (Figure 3.3). These are

settings, routing scheme formulation, and simulator. The setting component consists of

three main inputs to the TE algorithm: topology, traffic matrices, and routing configura-

tions. The topology contains information about nodes and how these nodes are connected

and links’ information such as bandwidths and weights. The traffic matrices object is a set

of traffic matrices where each traffic matrix incorporates data about sources, destinations,

and demand volumes. The routing configuration is a set of parameters that specify how the

routing is done, for example, the number of paths used and whether to forward traffic on a

single-path or multi-path. The last concept in the architecture is the simulator. In this step,

two main operations took place: the simulation and metrics calculation. The simulation is

the actual allocation of traffic performed based on the routing scheme of the given TE al-

gorithm. The metrics calculation is where the calculation of throughput, latency, and links

utilization, is done.

Figure 3.4 shows the design diagram that is like a tree structure but with leaves join at

the end, which makes it easier to exploit execution in parallel because each object created

is independent of other objects in the same module. In this simulator, we try to exploit

the execution in parallel whenever two or more independent operations exist. As depicted

in the design diagram, the main process has three forks operations with their companion

joins operations. The first fork is for each traffic matrix (TM). The second fork is when

both options of single-path and multi-path routing are provided. The third fork is for each
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routing configurations
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Figure 3.3: TE simulator architecture showing the three main concepts.
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resulted routing scheme from the previous configuration, followed by traffic allocation and

metrics calculation. These child processes are not executed all at once; instead, they are

executed in chunks according to the number of CPU cores available in the system to achieve

better computational efficiency.
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3.5 Configuring Links Capacities and Links Weights

Currently, the software tool implements the ‘edge betweenness’ [55] method of config-

uring link capacity. This model takes the capacities (CAPACITY SET) as input and dis-

tributes them based on metrics that capture the importance of links and nodes. In [55],

three models were suggested for this task, and these are edge betweenness centrality, de-

gree centrality gravity, and communicability centrality gravity. The one that we use is edge

betweenness centrality. Edge betweenness centrality is an important metric that measures

the “criticality” of a link, or a node [56]. For example (see Figure 3.5), the link (2, 3) is

configured the highest capacity, which is 40 because this link is the only link that connects

node 2 to all other nodes in the network. Likewise, one can see why the capacities are

assigned for the other nodes, as shown in the figure. However, if the topology is provided

to the simulator as an external file, link capacities will be taken from that file.

As suggested by Cisco, links’ weights can be set proportionally to the inverse of link

capacity by setting the parameter (WEIGHT SETTING) to ‘INV CAP’. For example (see

Figure 3.5), these weights are used to calculate the shortest paths for any pair of nodes in

the network. Link weights can also be set ‘FIXED’; in that case, shortest paths will be

calculated based on hop counts.

3.6 Path-based vs. Link-based Formulation

We believe that expressing the network optimization problems using path-based (a.k.a

Link-Path) formulation is more beneficial than casting them using link-based (a.k.a Node-

Link) formulation (even though we study the link load in some parts of our study) for

the following reasons: First, our main purpose of this work is to study the behavior of

the network in terms of paths that are selected to attain performance optimality or near-

optimality. Second, it is normally easier for application developers and network operators
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Figure 3.5: A four-node topology shows how the weights are configured proportionally to
the inverse of the link capacity.

to think about paths instead of links. Finally, it is easy to model the routing table in an SDN

switch based on traffic carried on paths that traverse that switch. Furthermore, key policy

requirements for a spectrum of applications are expressed in terms of paths. For example,

traffic engineering and service chaining [5]. All the TE objectives can be expressed using

the path-based formulation. Bi et. al. [57] mentioned in their study that path cardinality

constraint (i.e., the number of paths allowed) greatly affects the attainable performance of a

given routing scheme and the actual implementation complexity. For all the reasons above,

we use path-based over link-based formulation. However, we do not use the full set of

available paths between each ingress-egress node, except when compared with the optimal

routing. In fact, to reach optimality or near-optimality, we only need no more than 5 paths,

as we will show later. The use of a full set of available paths will introduce two efficiency

problems (since the number of paths grows exponentially as the size of the network in-

creases). First, calculating all of these paths may take a long time. Second, using all the

available paths will increase the number of variables in the LP formulation, increasing the

size and complexity of the optimization problem.
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3.7 Multi-path vs. Single-path

Although the LP and MILP problems in networking design optimization can be mitigated

by omitting unnecessary long paths, the problems are still hard to solve if the traffic flows

are unsplittable and only one single path is permitted for each traffic demand. The single-

path constraint introduces discreteness (discrete constraints) into the optimization problem.

Additional binary variables are introduced to the problem to decide whether the path per

traffic demand should be used or not. Solving the single-path problem for small topolo-

gies should not require a significant amount of time, especially with the high-performance

computation power that we have today. Still, when we start increasing the number of nodes

and links, the problem becomes intractable. The simulator provides both of these routing

options.

3.8 ISP Topologies vs. Arbitrary Topologies

Topologies can be provided as an external file or be generated randomly. It is important to

consider arbitrary topologies rather than being limited to existing well-known ISP topolo-

gies. One reason is that we may want to study the characteristics of TE no matter what the

topology is. The use of available ISP topologies may restrict us from fully understanding

our TE techniques.

3.9 Traffic Matrix Models

In all our experiments, each node sends to and receives from all other nodes in the network.

Three models are implemented to generate traffic matrices (i.e., Nucci Heuristic [58], Grav-

ity [59], and Bimodal [60]). These models can be chosen using the parameter TM TYPES.

The generation of the Nucci Heuristic is based on the work proposed by Nucci et al. [58],
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which comprises three steps to generate the traffic matrix. One common parameter (Maxu)

needs to be set to represent the target maximum link utilization used for scaling traffic vol-

umes for all three models. The bimodal model [60] assumes that only a few ingress-egress

pairs have substantial flows and then assign demands for these pairs uniformly. The gravity

model [59] is based on a capacity-based heuristic (also used in [10], [18]) which assumes

that each demand for each node is proportional to the combined capacity of connecting

links.

The TE framework will then translate all of the inputs above into low-level constraints

using Gurobi, the mathematical programming solver [7]. Finally, the framework stores the

results in a dataset. Table 3.1 shows the information the framework may produce.
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3.10 Supported Traffic Engineering Models

We consider a multi-commodity network flow problem (MCF) and a directed communica-

tion network G = (N,L) where N is the set of nodes and L is the set of links in graph

G. Each link l has a capacity c ≥ 0 for each l ∈ L. A set of demands is denoted as D,

with traffic volume hd, d ∈ D. We consider the case when all nodes in the network send

and receive traffic to/from all nodes in the network and only when the system is feasible

to accommodate the demands. All the TE models will be expressed using the path-based

(a.k.a. link-path) formulation [8].

A TE model takes the network topology and traffic demands as input and finds how

much traffic must flow on path p as output for each source-destination (SD) pair. In case

of multi-path routing, the goal is to find the optimal set of flow variables x = (xdp : d ∈

D, p ∈ Pd) where Pd is the set of paths for demand d. In a single path case, the goal is

to find one single path for each SD pair that must be used to achieve specific optimality.

The goal of TE is to traffic engineer paths to ensure good performance in terms of an

optimization objective (e.g., minimizing the delay) and efficient use of network resources

(e.g., load balancing). In our framework, the implemented objective functions include load

balancing (LB) and average delay (AD).

In the following, we briefly introduce these objective functions and problem formula-

tions.

3.10.1 Objective Functions

Load Balance

The load balance (LB) objective is also known as minimizing MLU, Wozencraft objective

[9], or minimizing congestion, where LB minimizes the load on the most congested link.

Thus, the LB problem can be expressed as [61]
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min F (x) = r (3.1)

s.t.
∑
p∈Pd

xdp = hd, d ∈ D (3.1a)

∑
d∈D

∑
p∈Pd

δdplxdp ≤ clr, l ∈ L (3.1b)

where: xdp is the flow on path p for demand d; hd is the volume for demand d; cl is

the capacity for link l; Pd is the number of candidate paths for demand d; δdpl = 0, 1 is a

link-path indicator, with δdpl = 1 if path p for demand d uses link l, and 0 otherwise.

Two constraints are applied. The demand constraint (3.1a) ensures that all demands

are satisfied over some paths. The capacity constraint (3.1b) ensures that load does not

exceed the link capacity where r ≤ 1, after solving (3.1). The linear program formulation

above is the final form of the problem, whereas the original problem is non-linear. The

reader is referred to Chapter 4 of [61] for details on how the problem can be converted to

the current form.

Average Delay

For this objective function, delay for any network link can be modeled as y/(c − y), as

shown in (Figure 3.6, solid line). Similar to the LB objective, the original AD problem is

non-linear and cannot be formulated directly as a linear program. Thus, the delay function

is a piecewise linear approximation (3.2) (Figure 3.6, dotted line)
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Figure 3.6: Piecewise linear approximation of the delay function.

g(z) =



(3/2)z for 1 ≤ z < 1/3

(9/2)z − 1 for 1/3 ≤ z < 2/3

15z − 8 for 2/3 ≤ z < 4/5

50z − 36 for 4/5 ≤ z < 9/10

200z − 171 for 9/10 ≤ z < 19/20

4000z − 3781 for z ≥ 19/20

(3.2)

The linear program for this AD problem is
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min F =

L∑
l=1

rl
cl

(3.3)

s.t.
Pd∑
p=1

xdp = hd, d = 1, 2, ..., D (3.3a)

D∑
d=1

Pd∑
p=1

δdplxdp = yl, l = 1, 2, ..., L (3.3b)

rl ≥
3

2
yl, l = 1, 2, ..., L (3.3c)

rl ≥
9

2
yl − cl, l = 1, 2, ..., L (3.3d)

rl ≥ 15yl − 8cl, l = 1, 2, ..., L (3.3e)

rl ≥ 50yl − 36cl, l = 1, 2, ..., L (3.3f)

rl ≥ 200yl − 171cl, l = 1, 2, ..., L (3.3g)

rl ≥ 4000yl − 3781cl, l = 1, 2, ..., L (3.3h)

xdp ≥ 0, p = 1, 2, ..., Pk, d = 1, 2, ..., D (3.3i)

yl ≥ 0, l = 1, 2, ..., L (3.3j)

which is considerably more accurate [61] than the Fortz et al. [11] approximation.

3.10.2 Path Selection Algorithms

Räcke’s oblivious routing model

Räcke’s oblivious routing model iteratively computes a distribution over randomized rout-

ing trees using an approximation algorithm. Link weights are adjusted for each iteration

based on how much the link has been utilized in previous routing tree sets. A routing tree

has leaves corresponding to nodes in the original topology. Thus, a path can be obtained be-
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tween nodes u and v in the original graph by finding corresponding leaves for u and v in the

routing tree. Paths for Räcke’s oblivious routing model are computed without considering

demands; thus, they do not overfit to a specific scenario [3].

The Räcke’s oblivious routing algorithm computes a full and fixed routing scheme that

does not change over time but guarantees a congestion ratio as explained in Section 2.5. If

a path budget is specified for this model in the simulator configurations, the simulator will

only take paths with the highest weights and according to the number of paths specified,

the rest of the precomputed paths will be eliminated.

K-shortest paths (KSP)

The KSP algorithm is based on Yen’s algorithm, the most commonly used algorithm for

TE. KSP is a generalization of the shortest path routing problem. The algorithm returns

loopless k shortest paths ordered from shortest to longest.

Selecting All Paths

For the sake of comparison with the optimal solutions that rely on all available paths per SD

pair, the simulator provides the option of using all available paths in the system. However,

not all paths might be used as this depends on the objective function and current traffic

patterns.

3.11 Running Time Analysis

This section compares the running time of the TE simulator with the YATES traffic en-

gineering simulator. We use two topologies, ATT North America and Abilene. The in-

formation of these two topologies is given in Chapter 5. For each run, we use 200 traffic

matrices. We use the same settings for both runs for a fair comparison: traffic matrices,

number of paths, objective function. The result (Fig. 3.7) confirms that our TE simulator is
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4-6 times faster than the YATES simulator. We attribute this performance to the use of par-

allel processing in the TE simulator. Another reason is that we consider the TE simulator

as a lightweight version of YATES with the same functions; for example, the TE simulator

does not have an SDN backend similar to the backend in YATES.
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Figure 3.7: Running time comparison between YATES and TE simulator.

3.12 Experimenting with Traffic Engineering

We present two case studies that focus on path budget and routing strategies (single-path/

multipath routing). Section 3.13 is on path budget while section 3.14 is about routing

strategies.

3.13 Path Budget

This section gives one example to illustrate a notion about path budget for networks of

the same size. Then we generalize the example for networks of different sizes to depict a
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relationship between the nodal degree of the network and the path budget.

3.13.1 Path Budget in Networks of Fixed Size

The number of paths in a network grows exponentially as the size of the network increases.

Thus, it is not advisable to select all of the paths in the network as this will make it very hard

to solve the LP/MILP formulations in a reasonable amount of time. Heorhiadi et. al. [5]

and Ayyub et. al. [6] suggest using one of two strategies to deal with the increase of paths

depending on the application, random paths for load balancing applications and shortest

paths for latency-sensitive applications. Some researchers ([22], [62]) were able to achieve

the optimal or near-optimal solution by giving priority to the shortest paths and directing

less traffic on non-shortest paths with an exponential penalty on longer paths. Their work

gave us the intuition to test the relationship between paths and their traffic ratios. We

show the effectiveness of this strategy through extensive experiments and visualization of

the datasets produced. Figure 3.8 shows the aggregated traffic flow across ordered paths

(ordered according to their costs from the lowest to the highest). In this experiment, we fix

the number of nodes as (25) and the number of links as (100) and vary only the distribution

of links among nodes (traffic matrix will differ as a result). We repeat the experiment

100 times (Nu of TOPOs Per N L = 100) for each objective and then produce all the

sub-figures (3.8(a), 3.8(b)). The X-axis represents the chosen number of candidate paths

(ordered from the shortest path to the longest path), while Y-axis represents the aggregated

traffic flow per path. The highest point in each line is the maximum aggregated traffic

volume, while the lowest point is the minimum aggregated traffic volume. The bold dots

represent the average of the aggregated traffic volumes for each path, while the bold lines

represent the standard deviation. In this experiment, we consider the two objectives for TE

(i.e., LB, AD). Notice how the need for the next path exponentially decreases.
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Figure 3.8: Aggregated traffic flow for 100 networks across ordered paths (from the shortest
to the longest).
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1 N = {25}

2 L = {100}

3 Nu of TOPOs Per N L = 100

4 Nu of TMs Per N L = 10

5 c a p a c i t y t y p e = { ’EDGE BETWEENNESS ’}

6 c a p a c i t y s e t = {30 , 35 , 40}

7 w e i g h t s e t t i n g = { ’ INV CAP ’}

8 t m t y p e s = { ’GRAVITY ’}

9 Network Load = [ 0 . 5 ]

10 o b j e c t i v e s = { ’LB ’ , ’AD’}

11 c a n d i d a t e p a t h s = {10}

12 r o u t i n g s t r a t e g i e s = { ’MULTIPATH ’}

Listing 3.2: Input configuration file used to generate results in Fig. 3.8.

3.13.2 Path Budget in Networks of Different Sizes

The previous experiment reflects the needed number of paths to stay close to the optimal.

However, we would like to know whether this range of path budget is always the same for

networks of different sizes. To find out, we conduct another set of experiments with dif-

ferent network sizes so that the topologies used reflect the relationship between the nodal

degree and the required number of paths. Thus, we present the optimality gap (Figure 3.9)

that visualizes the percentage gap between two problem instances with the same settings

except varying the number of candidate paths. This visualization as given in Figure 3.9

(where k = {3, 7}, the objective function is LB, Nu of TMs Per TOPO = 100) shows

the average gap in optimality (3 paths against 7 paths) over 100 experiments for each in-

stance. Each value represents the average gap between the objective value of the maximum

k (k = 7) and the objective value of the minimum k (k = 3). The X-axis represents

the number of nodes N while the Y-axis represents the number of links L (which can be
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thought of as the nodal degree). The gap is calculated as ((opt1−opt2)/opt1)×100, where

opt1 is the optimal value when k = 3 and opt2 is the optimal value when k = 7. The figure

made it very clear that it is not recommended to use 3 routes as candidate paths when the

number of nodes is small and the number of links is large for the LB objective, i.e., when

the nodal degree is large. Choosing the number of candidate paths (k) depends on the size

of the network, nodal degree, and the objective function. Fortunately, for all the Internet

Service Provider (ISP) networks that we know today, the largest nodal degree is no more

than 6.0 [47]. It is worth mentioning that calculating all the instances shown in Figure 3.9

takes a lot of time. This is because of the large number of instances that have to be solved

(one for each k), and all are repeated by the Nu of TMs Per TOPO times. We have

used one computing node with a 40-core CPU in an HPC system to produce Figure 3.9 in

about 8 hours.
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Figure 3.9: Average gap in LB objective for 100 instances with k = 3 and another time
with k = 7 where k is the path budget.
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1 N = {10 , 20 , 30 , 40 , 50 , 60 , 70 , 80 , 90 , 100 ,

125}

2 L = {10 , 20 , 30 , 40 , 50 , 60 , 80 , 100 , 150 ,

200 , 250 , 300 , 350 , 400 , 450 , 500 , 550 ,

600}

3 Nu of TOPOs Per N L = 100

4 Nu of TMs Per N L = 10

5 c a p a c i t y t y p e = { ’EDGE BETWEENNESS ’}

6 c a p a c i t y s e t = {30 , 35 , 40}

7 w e i g h t s e t t i n g = { ’ INV CAP ’}

8 t m t y p e s = { ’GRAVITY ’}

9 Network Load = [ 0 . 5 ]

10 o b j e c t i v e s = { ’LB ’ , ’AD’}

11 c a n d i d a t e p a t h s = {3 , 7}

12 r o u t i n g s t r a t e g i e s = { ’MULTIPATH ’}

Listing 3.3: Input configuration file used to generate results in Fig. 3.9

3.14 The Effect of Multi-path and Single-path on Network

Utilization

Because our framework can also record link information, we study the effect of multi-

path/single-path routing on link utilization. We present one example in one network and

then look at performance in networks with a different number of links. We notice that

there is a difference in utilization between multi-path and single-path approaches. Thus,

we calculate the percentage of available capacity in the network as R/C × 100 where R

is the summation of available residual capacities of all links, and C is the summation of

capacities of all links.
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3.14.1 Result in One Network

Studying the benefit of multi-path routing from only one perspective, e.g., comparing the

value of the objective function is not sufficient. For example, the LB objective, which min-

imizes the maximum congested link in the network, does not reflect the status of all links in

the network. Instead, it reflects the maximum congested link and only that link. Multi-path

routing still has the advantage over single-path routing when it comes to utilization.

1 N = {25}

2 L = {100}

3 Nu of TOPOs Per N L = 1

4 Nu of TMs Per N L = 1

5 c a p a c i t y t y p e = { ’EDGE BETWEENNESS ’}

6 c a p a c i t y s e t = {30 , 35 , 40}

7 w e i g h t s e t t i n g = { ’ INV CAP ’}

8 t m t y p e s = { ’GRAVITY ’}

9 Network Load = [ 0 . 5 ]

10 o b j e c t i v e s = { ’LB ’}

11 c a n d i d a t e p a t h s = {4}

12 r o u t i n g s t r a t e g i e s = { ’SINGLEPATH ’ , ’MULTIPATH ’}

Listing 3.4: Input configuration file used to generate results in Fig. 3.10.

In this example, we show how multipath/single-path routing has an impact on the

residual capacity as opposed to what was claimed in [47]. It turns out, in most cases,

multi-path routing utilizes links better than single-path routing. Figure 3.10 shows links

utilization for the multi-path case (Figure 3.10(a)) and for single-path case (Figure 3.10(b))

for the same network with the same configuration. In this particular example, we see that

single-path routing uses more links (with higher utilization) than multi-path routing uses,
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Figure 3.10: A visualization that shows link load (in red) and link capacities (in blue). The
single-path case utilizes the network resources 16.25% more than the multi-path case.
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even though the value of the objective function is the same for both cases. For the multi-

path routing case, the residual capacity is 67.16%, while it is 50.91% for the single-path

routing case, a difference of about 16.25%.

3.14.2 Result in Many Networks

We would like to see if the observations of the last section apply to any networks. In this

example, we fix the number of nodes and vary only the number of links. We see the effect

of increasing the number of links on the objective function and the residual capacity (Figure

3.11).

We have found a relationship between the type of routing strategy (single-path/multipath)

and the number of links regarding residual capacity. In some experiments, we notice that

single-path routing over-utilizes the network resources by a significant amount. Figure

3.11(a) shows an over-utilization gap over 30% for all topologies when the number of links

is 40. This gap reduces when the number of links increases. Thus, multi-path routing is

recommended when the number of links is not large. It is worth noticing that the objective

value does not change that much when using multi-path and single-path routing, as shown

in Figure 3.11(b).
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Figure 3.11: (a) The gap in the residual network resources between single-path and multi-
path approaches. (b) shows that the LB objective stays the same for the same set of net-
works used in (a).
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1 N = {25}

2 L = {40 , 50 , 60 , 70 , 80}

3 Nu of TOPOs Per N L = 1

4 Nu of TMs Per N L = 100

5 c a p a c i t y t y p e = { ’EDGE BETWEENNESS ’}

6 c a p a c i t y s e t = {30 , 35 , 40}

7 w e i g h t s e t t i n g = { ’ INV CAP ’}

8 t m t y p e s = { ’GRAVITY ’}

9 Network Load = [ 0 . 5 ]

10 o b j e c t i v e s = { ’LB ’}

11 c a n d i d a t e p a t h s = {4}

12 r o u t i n g s t r a t e g i e s = { ’SINGLEPATH ’ , ’MULTIPATH ’}

Listing 3.5: Input configuration file used to generate results in Fig. 3.11.

3.15 Summary

In this chapter, we have presented the design and implementation of a new TE simulator.

The simulator differs from previous network simulators in three main aspects. First, it

was specifically designed to help answer questions related to traffic engineering. Second,

it provided ease-of-use and ease-of-extendability. Third, it utilizes parallel processing to

achieve much faster results than the available TE simulators. We have provided two case

studies to demonstrate the use of the TE simulator and to answer the questions of some TE

problems we care about in this work. We have reported new results from two case studies

that center on path cardinality and multi-path/single-path routing. For the first case, it turns

out that the number of needed paths depends on the size of the network. For the second

case, we observe that in some cases, multi-path routing is preferable to single-path routing

for a network with a small number of links to utilize the network resources efficiently.
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However, there is a need to incorporate other significant TE metrics, such as the sta-

bility of the TE system. This is because we may need to strike a proper balance between

optimality and network stability. Moreover, we also need to include other TE systems that

do not require solving an LP/MILP problem (e.g., oblivious routing, Equal-Cost-Multi-Path

(ECMP) [63], Constrained-Shortest-Path-First (CSPF) [64], and so on).
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4 A Novel TE system

Paths selection algorithms and rate adaptation objective functions are usually studied sep-

arately. In contrast, this work evaluates some traffic engineering (TE) systems for software

defined networking obtained by combining path selection techniques with average delay

and load balancing, the two most popular TE objective functions. Based on TE simula-

tion results, the best TE system suitable for software defined networks is a system where

the paths are calculated using an oblivious routing model and its adaptation rate calculated

using an average delay objective function. Thus, we propose the RACKE+AD system

combining path sets computed using Räcke’s oblivious routing and a traffic splitting objec-

tive function using average delay. This model outperforms current state-of-the-art models,

maximizes throughput, achieves better network resource utilization, and minimizes delay.

The proposed system outperformed SMORE and SWAN by 4.2% and 9.6% respectively,

achieving 27% better utilization and delivering 34% more traffic with 50% less latency

compared with both systems on a GÉANT network.

4.1 Background

Centralized traffic engineering (TE) has gained much attention following new software

defined networking (SDN) developments. Large technology companies such as Microsoft

[4] and Google [2] have shifted to this technology over the last few years.

Some previous studies have deviated from the standard SDN centralization feature

to improve scalability and fast adaptation to changing traffic conditions, e.g. Contra [65],

HULA [66], MP-HULA [67], and DASH [68] balance load traffic entirely in the data plane

to reduce controller overhead. These solutions provide scalable systems with short response

time, but degrade performance, with resulting distributed solutions far from optimal [69].

Performance can also be affected by the traffic splitting objective function. Some TE
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systems balance load over some paths by minimizing maximum link utilization (MLU)

[3, 4]. However, minimizing MLU does balance load and enhance performance for low

traffic and degrades performance significantly during peak hours since it requires additional

constraints to satisfy all the demands [43]. Other TE systems use meta-heuristic [70] or

heuristic [71] solutions that can provide fast routing convergence, but the solutions are

sub-optimal since they may be only local optima. Prior to SDN, several studies considered

different objectives [72, 73]. To our knowledge, performance impacts from these objectives

and path selection strategies have not been properly considered for SDN. Any TE system

has two key ingredients: which set of paths is used for forwarding traffic, and how to

split traffic over these selected paths. To the best of our knowledge, no previous study has

focused on boosting performance by optimizing combinations of these key ingredients, in

contrast, previous work has focused on either path selection algorithms or traffic-splitting

objective functions, but not both.

Many studies suggest that a set of shortest paths should be used in TE systems to

achieve reliable performance [4, 13, 14]. Unfortunately, choosing shortest paths may exac-

erbate congestion for topologies with high link capacity heterogeneity. Oblivious routing1

strategies offer network demand independent routing schemes, i.e., the routing scheme that

is oblivious to the demands [18, 19, 20, 74]. Although oblivious routing schemes can be

devised with guaranteed congestion ratio, the resulting routing scheme is static and unable

to adapt to changing traffic conditions. Several studies have shown that route allocations

calculated using an oblivious routing model achieve comparable quality to adaptive solu-

tions [3, 75]. Selected paths from this approach are capacity-aware and diverse, which

improves not only system performance, but also robustness.

The capacity aware concept not only applies to path selection only, but also to sending

rates. For example, the Kleinrock delay objective function [76] minimizes congestion by

increasing highly utilized link costs, thus, avoiding highly congested links. The widely used

1 The terms “Oblivious routing” and “Räcke’s oblivious routing” are used interchangeably.
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load balancing (LB) objective function [3, 4, 5, 47, 61] minimizes utilization (relative load)

for all links, and can also be considered a capacity-aware objective function. The main goal

for demand aware objectives is to mitigate proportional increases for all demands [72] by

minimizing MLU. However, all source destination (SD) pair demands do not increase at

the same rate, and it is not trivial to predict future demands. Thus, sending rates should not

only be capacity aware, but also demand aware.

Therefore, and motivated by SMORE [3] and AD objective functions [47, 48, 61] we

propose RACKE+AD, a centralized, adaptive, semi-oblivious, demand aware, near optimal

TE system with static routes allocated using Räcke’s oblivious routing model [19, 20, 74]

and dynamic rate adaptation by approximating the average delay (AD) objective function.

RACKE+AD outperformed SWAN [4] and SMORE [3] for throughput, congestion, and

latency evaluated on GÉANT and ATT topologies.

4.2 Related Works

The classic approach for TE problems is to solve them as a linear program (LP) [9, 61],

referred to as a multi-commodity flow problem, where the objective function usually min-

imizes MLU. The approximation of AD objective function is not as widely as used. How-

ever, this classical approach does not consider decoupling TE system phases because all

available paths are provided as inputs. Choosing all available paths has two limitations:

more paths means more decision variables in the LP, and forwarding devices, such routers

and switches, have limited TCAM memory, hence fewer number paths is always preferable

to keep the routing table as small as possible.

The conventional approach adjusts link weights to find a good routing scheme that

can increase throughput or minimize congestion in the network [10, 11]. However, OSPF

can never reach optimal because it uses the equal cost multi-path approach that splits traffic

evenly among available shortest paths without rate adaptation. Furthermore, optimizing
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link weights is an NP-hard problem.

Potentially centralized TE approaches recently became viable due to software-defined

networking (SDN) developments, that clearly decouple the two TE phases. SWAN [4]

distributes traffic over a set of k-shortest paths using an LP that reserves a small amount

of scratch capacity on links to apply updates in a congestion-free manner. SOL [5] uses a

greedy approach to randomly select paths with the promise that this random selection will

help load balancing traffic across the network. This latter approach is somewhat similar

to valiant load balancing [16] but can lead to unnecessarily long paths and consequently

increased latency.

Oblivious routing [18, 19, 20] has also been proposed to find a routing scheme that

performs well under all possible demands. The Räcke oblivious routing model [19] guaran-

tees a congestion rate that is never worse than O(log n) of optimal, where n is the number

of nodes in the graph. However, despite the guaranteed congestion ratio, this approach

cannot outperform systems like SWAN since it considers all possible traffic demands. On

the other hand, the oblivious routing approach has inspired several studies (including the

current study) to investigate a careful path selection approach. SMORE [3] was inspired

by Räcke’s oblivious routing model to carefully select paths that increase TE system per-

formance and robustness. Paths selected this way have low stretch, which is important

to decrease latency, and are capacity aware, which is important for load balancing. The

proposed approach in this work suggests that careful route selection is not sufficient per-

formance enhancement to reach the expected maximum performance. However, a different

objective function from the commonly employed LB could further enhance performance.

Hence we were inspired to compare LB and AD objective function performance, and sub-

sequently propose the RACKE+AD TE system using oblivious routing for path selection

with AD to achieve better link delay and network performance.
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4.3 System Model

All TE systems comprise two phases: identifying a set of paths to be used to forward traffic

(path selection), and identifying splitting ratios to distribute traffic over these paths (rate

adaptation). Generally, routes selected in the path selection phase are static, i.e., selected

once and only recalculated when the network topology changes. Path selection is usually

offline because updating end-to-end paths may take hundreds of seconds for wide area net-

works. In contrast, the rate adaptation phase must update path weights regularly due to

frequent demand changes. However, the time required to update path weights is consider-

ably less than the time required to update paths in the network. Among many techniques of

paths selection algorithms and rate adaptation objective functions, the aim of this research

is to find the best combination of these phases to enhance network performance.

Path and Rate Adaptation Properties: Intuitively, independently chosen paths may not

provide better performance than dependently chosen paths. However, SMORE showed

that path selection has considerable effect on performance [3]. Selected paths should be

low stretch to minimize latency and naturally load balanced to provide better performance.

Low stretch motivated us to compare SMORE performance and latency against k-shortest

paths (KSP) approaches. SMORE is naturally load balanced since route computation in

Räcke’s oblivious routing model is not independent and incorporates some randomness,

i.e., the obtained route set may not be the same if we were to run the model again. Thus,

we expect different performance for each run. On the other hand, KSP selected paths are

not capacity aware, whereas Räcke’s model selected paths are capacity-aware due to the

natural load balancing. Performance can be further boosted if we use the same concept for

splitting traffic over the selected paths, and we expect best performance may be achieved

using phases, path selection, and rate adaptation.
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4.4 Simulation Setup

4.4.1 Evaluating Routing Scheme Quality

We evaluate TE systems based on congestion, throughput, and delay. Congestion reflects

how a TE system utilizes network resources, and we mostly care about congestion when

traffic demand exceeds link capacity. Thus, avoiding congestion can be considered as pre-

serving as much residual capacity as possible, which is important for unexpected traffic

surges that could cause bottlenecks. Congestion has negative impact on delay due to queu-

ing. We measure path delay by summing queuing delay for each link along that path,

l/(c − l), where l is the absolute link load and c is the link capacity. Throughput is the

proportion of total demand that is successfully delivered to the destinations.

4.4.2 Simulation Settings

Path selection algorithms. We use three approaches for path selection (i) paths selected

using Räcke’s oblivious routing model, (ii) paths selected using KSP algorithm, and (iii)

select all available simple paths. We refer to these RACKE, KSP, and OPTIMAL, respec-

tively.

Rate adaptation objective functions. We use two objective functions for rate adaptation:

AD and LB. We refer to a routing scheme with paths selected using KSP and rate adapta-

tion using LB objective function as KSP+LB. Similarly, models where the routing scheme

selects all available paths and rate adaptation uses AD is referred to as OPTIMAL (AD),

etc. The RACKE+LB routing scheme parallels that used in SMORE [3], and KSP+LB is

an approximation to the SWAN scheme [4]. Table 4.1 shows the TE systems used in our

experiment.

Path budget. Similar to SMORE and SWAN, and to ensure a fair comparison, we use 4

paths to evaluate any routing scheme. If the Räcke’s oblivious routing model produces a
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Table 4.1: Implemented TE algorithms

TE System Description

KSP+LB k-Shortest Paths (KSP) for paths, LB for weights

KSP+AD k-Shortest Paths (KSP) for paths, AD for weights

RACKE+LB Räcke’s oblivious routing for paths, LB for weights

RACKE+AD Räcke’s oblivious routing for paths, AD for weights

OPTIMAL(LB)a All paths, LB for weights

OPTIMAL(AD)b All paths, AD for weights

a The best load balance is achieved with this system.
b The best average delay is achieved with this system.

routing scheme with SD pairs that has more than 4 paths, we use the 4 highest weight paths,

similar to SMORE.

Traffic matrix generation. We use the gravity model to generate the traffic matrix (TM)

[3, 18]. The gravity model approximates real-world TMs for a production network [77].

TMs are deduced based on incoming/outgoing flow for each forwarding device. Since that

information is not available, we use a capacity based heuristic rather than incoming/outgo-

ing flow information [18].

Topologies. We evaluate many TE systems for ATT and GÉANT2 production topologies.

The GÉANT network (European academic network) contains 38 nodes and 104 directed

links with heterogeneous capacities. Fig. 4.1 shows the link capacity distribution for this

network. Different TE systems may behave differently depending on link capacity dis-

tributions. Shortest-path TE systems may introduce a bottleneck in heterogeneous link

capacities as many SD pairs compete for the same resources.

2 dataset available at: http://www.topology-zoo.org/dataset.html
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Figure 4.1: Capacity distribution for GÉANT network (log scaled).

4.5 Results

We evaluated multiple routing schemes using criteria focused on:

• how each TE system performs regarding throughput and congestion, and

• SMORE and KSP TE system impacts on latency.

4.5.1 Throughput

Performance for many TE systems were evaluated on GÉANT and ATT networks with path

budget = 4 for a fair comparison with SMORE. Figures 4.2(a) and 4.2(b) show throughput

and corresponding throughput distribution for GÉANT network, respectively. Rate adap-

tation using AD objective function significantly increases throughput, achieving 4.2% and

9.6% improvement over SMORE and KSP+LB, respectively, which confirms path selection

effectiveness using Räcke’s oblivious routing algorithm.

Similar to GÉANT topology, a higher throughput was achieved for ATT topology
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Figure 4.2: Throughput on GÉANT topology

using the AD adaptation rate objective function. KSP had slightly better throughput than
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Figure 4.3: Throughput on ATT topology

Räcke’s oblivious routing path selection algorithm (Figs. 4.3(a) and 4.3(b)).

Räcke’s oblivious routing model with LB adaptation rate performed 1.14% better than
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KSP on average. This may confirm that AD favors shortest paths when all links have the

same capacity. However, there is no guarantee that SMORE will always outperform (or un-

derperform) KSP under the same conditions due to oblivious routing scheme randomness.

Figure 4.4 shows throughput distributions for KSP+AD with a different Räcke’s oblivious

routing TE systems obtained by repeatedly calculating the oblivious routing scheme. Out-

put from KSP+AD remained constant since KSP+AD is deterministic. Räcke’s oblivious

routing scheme outperformed KSP for 5 runs and underperformed for 1 run. Thus, there

is a worst case scenario where KSP may perform better than SMORE. The best run had

2.29% higher throughput than KSP+AD. Therefore, a network operator may choose to run

Räcke’s scheme several times and choose the best outcome.
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4.5.2 Congestion

Figures 4.5(a) and 4.5(b) show network congestion for GÉANT topology using AD and LB.

The AD objective function scheduled link loading differently from LB. Figure 4.5(a) shows

the maximum congested link over time. All TE systems scheduled link loads that exceeded

specific link capacities since we deliberately fed the system with high volume demands to

investigate TE system performance well under stressed conditions. AD (Fig. 4.5(a)) seems

to have higher MLU whereas Fig. 4.5(b)) shows that the AD objective utilizes link loads

much better than LB. TE systems with LB caused a bottleneck for more than 40% of links

whereas TE systems with AD objective caused a bottleneck for 13% of links. This low

congestion ratio for AD is the main reason for the higher throughput (Fig. 4.2).

The LB objective always distributes traffic perfectly across the available routes, in

the sense that all paths are used and all nodes send and receive traffic with quite similar

link utilization (relative load) for all links. Thus, all links might be over-utilized under high

demands when the system is not feasible. On the other hand, AD deals more with delay and

throughput, but generates worse MLU than from LB. However, MLU is not a true network

metric as it only considers congestion for a single link rather than the whole network. Thus,

congestion distribution seems like a more reasonable metric, and we only measured MLU

to make that point since it is heavily used in the literature.

Thus, two factors contributed to better throughput and less congestion: routes selected

using Räcke’s oblivious routing algorithm, and using the AD objective. Similar results were

obtained for ATT topology (Figs. 4.6(a) and 4.6(b)).

4.5.3 Latency

Figure 4.7 shows link delay distribution with respect to traffic delivered within that de-

lay for GÉANT and ATT topologies. Latency for each path was computed by summing
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Figure 4.5: Max link congestion and links’ congestion distribution on GÉANT topology

the link delays to obtain the path delay. Including AD selection outperforms LB, achiev-

ing significantly lower latency. Figure 4.7(a) shows that LB and AD TE systems different
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Figure 4.6: Max link congestion and links’ congestion distribution on ATT topology

considerably for GÉANT topology. TE systems with AD objective initially deliver approx-

imately 34% traffic more than those with LB objective, which also has latency 50% lower
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latency than TE systems with AD. RACKE+AD routing delivered slightly more traffic than

OPTIMAL(AD) since OPTIMAL(AD) goal is to reduce total delay rather than throughput.

Figure 4.7(b) shows that routing schemes with AD also delivered more traffic than those

with LB for ATT topology. However, the gap between the two groups is somewhat smaller

than for GÉANT topologies (Fig. 8(a)) because ATT network links are heterogeneous,

hence smaller performance differences between individual links.

4.6 Discussion

This section discusses the reason behind the high gap in performance and delay between

LB and AD objective functions and one potential limitation for this work. The LB objec-

tive function tends to make the relative load the same for all links when all SD pairs are

sending and receiving traffic. This can enhance performance to some extent but causes bot-

tlenecks between some SD pairs under stressed conditions and unpredicted demands, with

consequential congestion loss. On the other hand, the AD objective function increases the

cost for highly utilized links to avoid utilizing them if other less heavily utilized links are

available. Thus, AD is more demand aware than LB and hence offers better contribution

to performance. However, solving LP for LB is much faster than for AD, particularly for

larger networks due to the increased number of constraints and decision variables.

4.7 Summary

Although a few TE systems have been optimized previously using different path selec-

tion algorithms, few studies have investigates performance enhancement by testing many

objective functions for splitting traffic. These phases have only been studied in isolation

previously, with no prior studies testing all possible combinations to find a routing scheme
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(a) GÉANT topology.

0 20 40 60 80 100
Delay (ms)

0.0

0.2

0.4

0.6

0.8

CD
F 

 F
ra

ct
io

n 
of

 tr
af

fic
 d

el
iv

er
ed

OPTIMAL (AD)
OPTIMAL (LB)
KSP+AD
KSP+LB (SWAN)
RAEKE+AD
RAEKE+LB (SMORE)

(b) ATT topology.

Figure 4.7: Latency distribution

with the best available performance.

This work proposed RACKE+AD TE system and validated its performance advan-
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tages by testing many possible combinations. RACKE+AD selects routes using Räcke’s

oblivious routing model and the average delay objective function. Although the intuitive

AD goal is to minimize network delay, it also provides surprisingly better throughput than

minimizing MLU (commonly known as load balancing).

Simulations confirmed the proposed RACKE+AD system outperformed state-of-the-

art routing TE systems in terms of throughput, congestion, and delay. We discussed a caveat

when running Räcke’s oblivious routing model, where k-shortest paths may give better

performance due to randomness in oblivious routing, and also discussed the importance

of excluding the maximum congestion metric when evaluating TE systems, particularly

system that split traffic not based on the LB objective function.
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5 Responsive Traffic Engineering System

The routing problem for traffic engineering can be solved using different techniques. For

example, the problem can be formulated as a linear program (LP) or a mixed-integer lin-

ear program (MILP) that requires solving a complex optimization problem. Thus, this

approach typically cannot be used for solving a large problem in real time. Alternatively,

heuristic algorithms may be devised that, though fast, do not guarantee an optimal decision.

This work proposes a novel design of a system that employs a deep learning model trained

on optimal decisions to solve the routing problem. The model learns to adapt to traffic dy-

namics by updating the traffic split ratios to distribute traffic to a few paths between a source

and a destination instead of frequently computing a single path for a source and destination

pair. This solves the problem of network disturbance and traffic disruption. Specifically, we

train two deep learning models: DNN (MLP), which is fully connected layers of neurons,

and DNN (LSTM) that consists of a few layers of LSTM neural network and a dense layer.

The two models are evaluated in a TE simulator. The system offers two important features

of a good traffic engineering system: producing close to optimal traffic engineering results

and responding to traffic dynamics in real time. We perform simulations on two topolo-

gies, the ATT North America topology, and a 4x4 grid topology. The results show that our

proposed system can learn from optimal decisions to attain a responsive traffic engineering

system. The paramount difference between previous work and our work is that the routing

problem is usually treated as selecting paths to send packets from sources to destinations

in previous work. In contrast, our work treats the problem as splitting traffic among a few

paths that are preselected for each SD pair.
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5.1 Background

Recently, there have been many proposals that exploit Machine Learning (ML)/Deep Learn-

ing (DL) techniques to solve the routing problem in Traffic Engineering (TE) to minimize

the network congestion or delay [38, 37, 44, 29, 34, 39, 40, 78, 30, 31, 32]. Regardless of

the different optimization objectives, most past research treats the TE problem as finding

a dynamic single path between any source-destination (SD) pair. It has been shown that

multi-path routing, i.e., traffic splitting across different paths, is more advantageous than

single-path routing, as we will show in Section 5.2. A dynamic optimal single path in

a production network can cause additional overhead to network elements, i.e., switching

or routing devices, due to the need for installing new paths whenever there is a change

in the network traffic patterns. It has been shown that, under real network settings, traf-

fic splittings between paths are relatively fast operation compared to installing new routes

in the system that may take several minutes to update on many geo-distributed network-

ing devices [3]. Besides, installing and deleting routes may introduce network disruption

and stability problems. Thus, it is more advisable to choose static multi-path routing over

dynamic single-path routing.

Considerably, the most prevalent solutions to the TE problem is to model it using

LP or MILP. The use of such mathematical modeling can give an optimal solution, but

requires significant amount of computation, and therefore is not responsive to real time

requirements [37]. As a result, researchers have designed heuristic solutions to solve for

the same objective function, a task that is non-trivial in many cases and does not guarantee

an optimal or near-optimal solution [70, 71].

ML/DL offers promising solutions to the TE problem. Researchers often use a Su-

pervised Learning (SL) model that was trained on sub-optimal or local optimal data, e.g.,

training data obtained from standard routing protocols [38] such as the Open-Shortest Path

First (OSPF) protocol. However, an ML model trained on such data cannot produce op-

timal or quasi-optimal routing decisions. This is the reason why researchers tend to use
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Reinforcement Learning (RL). However, reinforcement learning has two major problems

that have not been addressed yet, proof of optimality and speed of convergence [33].

In this work, we strive for a TE system with the following desirable characteristics:

• Multipath TE The TE system makes use of more than one path between each SD

pair to take full advantage of network resources.

• Optimality The TE solution is optimal or quasi-optimal.

• Responsiveness The TE system must quickly adapt to changing traffic patterns while

producing the optimal or quasi-optimal solutions.

• Stability The TE system must ensure stability by using a few precomputed paths

or dynamic paths but with minimal changes to these paths in response to changing

traffic patterns.

Deep Neural Networks (DNNs) can generalize from previously seen examples and

process a new input instantaneously after the training process is finished. Unlike tradi-

tional Machine Learning (ML) techniques, DNN can perform feature engineering with the

underlying learning system instead of selecting features manually. In addition, it is chal-

lenging to perform feature engineering for the routing problem as all the input features we

use are of the same type, a quantity of demand that needs to be forwarded from a source to

a destination.

To this end, we propose DNN models to learn traffic forwarding based on traffic split-

ting instead of learning optimal paths. We train the DNN to learn traffic routing based on

traffic engineering decisions from a TE system known as RACKE+AD described in [41]

that has been shown superiority over other TE systems in terms of throughput, delay, and

congestion. The RACKE+AD TE system forwards traffic based on routes computed using

the Räcke’s oblivious routing algorithm [19, 20, 74] and split traffic across these routes
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based on the average delay objective function described in Section 5.2. Routes selected us-

ing the Räcke’s model mitigate congestion that occurs when the TE system always selects

the shortest path without being aware of network link capacity.

The routing problem is not limited to communication networks but can arise in many

types of networks, such as transportation networks [?], and complex networks [?, ?].

The contributions of this work are as follows:

• We propose two DL models, DNN (MLP) and DNN (LSTM), for the routing prob-

lem. The models learn traffic split ratios obtained from the optimal solutions as a

result of solving the routing problems using LP. Furthermore, we test the trained

models in a TE simulator and report the gap in throughput between the optimal LP

solution and the solution we get from the trained models.

• We compare the performance of the two proposed DL models. The result confirms

that the LSTM neural network performs better than MLP.

• We show the effectiveness of multi-path routing over single-path routing and their

impact on network performance.

The rest of this chapter is organized as follows. In Section 5.2, we describe the motiva-

tion behind our proposal with some early experimental results that shows the performance

of different TE systems. We describe our system in section 5.3. In Section 5.4, we report

and discuss our findings.

5.2 Motivation

To the best of our knowledge, most of the previously proposed ML/DL solutions for the

routing problem involve a single path planning [29, 34, 37, 38, 39, 40, 44, 78] and ignore

the effect of multipath routing on network performance, i.e., the lack of modeling a TE

system that splits traffic across many available paths between the source and destination
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nodes. In this section, we perform a series of simulations to show the benefit of splitting

traffic across a few static paths between each SD pair over forwarding traffic on a single

but dynamic optimal path between each SD pair.

Seattle

Sunnyvale

Los Angeles

Denver

Kansas City

Houston

Atlanta

Washington DC

New York

Indianapolis

Chicago

Figure 5.1: Abilene topology, regenerated from [1].

Simulation Setup. We compare six TE systems, four of which use three static paths be-

tween each SD pair. These four multi-path systems are the combinations of two path se-

lection strategies and two traffic splitting objective functions. The two routing strategies

are the k-shortest paths and paths extracted from the Racke’s oblivious routing algorithm.

The two traffic splitting objective functions are Load Balance (LB), also known in the lit-

erature as the minimization of the maximum link utilization (MLU), and Average Delay

(AD) objective function which is a piecewise linear approximation of the delay function

depicted in Fig. 3.6. The other two TE systems are the optimal systems that use a single

dynamic path with the same two traffic objective functions mentioned earlier. We conduct

the experiment using the Abilene topology1 as depicted in Fig. 5.1. The traffic matrices are
1 dataset available at: http://www.topology-zoo.org/dataset.html
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generated using the gravity model [3, 18].

Fig. 5.2 shows the cumulative distribution function of the six TE systems for 3 per-

formance metrics: delay, throughput, and link congestion. The results confirm that TE

systems with dynamic optimal single paths do not perform better than multi-path systems.

For example, in Fig 5.2(c), using 3 static paths over one single path enhanced the utiliza-

tion of about 40% when the LB objective function was used. Thus, we propose a deep

learning model that learns traffic splitting instead of learning the best single path to route

traffic. Furthermore, we propose modeling a TE system with paths chosen based on the

Racke’s oblivious routing model and traffic splitting based on the AD objective function.

This traffic engineering approach achieves comparable performance in delay, throughput,

and link utilization with respect to the optimal traffic engineering [41]. The AD objective

function has shown better performance than MLU [41] due to the degraded performance of

MLU under heavy traffic loads, which may limit the total throughput of the network [43].

The aforementioned TE system is referred to in the literature as RACKE+AD [41].
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Figure 5.2: Three measured metrics for the Abilene topology for different routing strategy
settings.
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5.3 System Description

This section describes our proposed model that learns near-optimal traffic split ratios that

will be used to route traffic flows for better delay, throughput, and resource utilization. Fig.

5.3 shows the three main steps of the proposed system. Please note that the first two steps,

training data preparation and model training, happen offline, then the resulting model can

be applied online through the third step, the running phase.

5.3.1 Training Data Preparation

Training data are generated, in an offline mode, by solving tens of thousands of problem

instances in parallel using a Linear Program (LP). One LP instance takes the topology

information and TM as input. It produces the corresponding routing strategy, i.e., split

ratios over a fixed set of routes as output. We use the Gurobi optimization software [7]

to solve these problem formulations in parallel. To output a valid routing prediction, data

should not be scaled or normalized on a per column basis. Instead, the whole dataset should

be normalized or scaled altogether as there are dependencies between individual columns

in the dataset. Alternatively, data can be generated on a scaled topology, i.e., link capacities

are scaled in the range [0, 1]. This is necessary to match the output of activation functions

(for example, ReLU and Sigmoid).
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5.3.2 Model Training

We train two deep learning models, DNN (MLP) and DNN (LSTM), that, once trained, can

find the routing decision instantaneously. They learn mapping traffic matrices to their cor-

responding near-optimal traffic split ratios, with routes selected statically using the Racke’s

oblivious routing model [20, 74]. To ensure unbiased evaluation, each traffic matrix (TM)

is generated independently from a distribution of a sparsified gravity model. The split ratios

are calculated based on the piecewise linear approximation (PLA) [47, 41] of the average

delay objective function [79]. One of the motivations for considering demands only as in-

put features is that they directly relate to network status. When a new flow arrives, some

links will be affected. Likewise, when an existing flow terminates, some links’ loads will

be reduced. The traffic matrices can be easily collected due to SDN technology. The neural

network models are trained using a dataset generated as described in Section 5.3.1 by solv-

ing many optimization problems using LP. LP is an optimal method to solve the routing

problem but may not be efficient, especially for a large network. Thus, in this work, we try

to utilize the output we get from LP to train a neural network model to do the job instead. In

our case, the routing strategy is to obtain only split ratios of traffic per each SD pair over a

limited number of static routes. These routes are calculated based on the Racke’s oblivious

routing model that has shown superiority [3, 41] over the shortest path-based techniques

[4]. Similar to the first step in Section 5.3.1, this step is also done in an offline mode.

5.3.3 Running Phase

When the training is completed, the SDN controller can use the model to provide switches

with the new split ratios periodically. The frequency at which the routing decision is up-

dated is up to the network operator. The real-time traffic matrix must be collected by the

SDN controller and fed to the model to decide on the new ratios. The evaluation results

have shown that this model is accurate enough to achieve near-optimal performance. Using
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Table 5.1: Network topologies used in the evaluation.

Topology Nodes Directed Links

4 x 4 grid 16 48

ATT North America 25 114

this approach, the SDN controller does not need to install new routes on switching devices;

instead, the same routes are used. Traffic is adapted to changing traffic patterns by chang-

ing the split ratios only. In a production network, updating split ratios is a relatively cheap

operation compared to the operation of updating routes on network elements [3].

The quantity of the split ratios might be quite large for large networks. A network of N

nodes with 4 selected routes per each SD pair (assuming 4 routes per SD pair are available)

will lead to a total of N ∗ (N − 1) ∗ 4 split ratios. It has been shown that using only a few

routes per SD pair can give a performance that is only a few percent away from the optimal

[3, 41, 5]. Because the running phase relies on the trained model, this phase is applied

online. Thus, the SDN controller can query the model and get the routing configuration in

real-time. This process of querying the trained model is much faster compared to solving

an optimization problem.

5.4 Performance Evaluation

This section evaluates the performance of the two proposed deep learning models using

two topologies, a 4 x 4 grid topology (Fig. 5.4) and ATT North America topology (Fig.

5.5). The information of these two topologies is given in Table 5.1. We trained two models,

DNN (LSTM) and DNN (MLP), for each topology.
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Figure 5.4: A 4 by 4 grid topology used in evaluation.

5.4.1 Evaluation Setup

We conducted model training on a remote computer with an Intel Xeon 2.20Ghz CPU,

16GB RAM, and Tesla V100-SXM2-16GB GPU. Due to the large size of the output (rout-

ing decision) that needs to be predicted by the neural network, we restricted our evaluation

on two backbone topologies, a 4 x 4 grid topology and the ATT North America topology.

The length of the input vector represents the number of demands between all SD pairs.

Thus the input vector length is 240 and 600 for the 4 x 4 grid topology and the ATT North

America topology, respectively. The length of the output vector that needs to be predicted

depends on the input vector, i.e., the number of demands and the number of paths used

between each SD pair. Thus, with only 3 paths used between each SD pair, the length of

the output vector is 720 and 1800 for the two topologies, respectively. However, although

3 paths are allocated for each SD pair, some paths are not used at all as this depends on the

objective function being used. We use grid search to decide on the number of neurons and

number of layers in the DNN and other hyperparameters. We tried different configurations

regarding the learning rate, drop rate, and the optimization algorithm. The rest of the used

hyperparameters are depicted in Table 5.2. We checked the performance of the model for

each configuration by testing it on a validation set, and selected the model with the least

Mean Absolute Error (MAE). The MAE was also used to compare the performance of the
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Figure 5.5: The ATT North America topology, regenerated from [1].

two mentioned DNN architectures. For DNN (MLP), the best performance is achieved

with two layers. The first layer has a number of neurons 25% larger than the length of the

input vector, and the second layer has a number of neurons equal to the length of the output

vector. For the DNN (LSTM), 2 layers of LSTM cells with one last dense layer were used.

5.4.2 Evaluation

In this section, the performance of our two proposed deep learning models is evaluated. We

evaluated the performance in two stages. First, we show how the models are learning traffic

splitting with decreasing model training error over time (Fig. 5.6(a) and 5.7(a)). Second,

we perform model inference (Fig. 5.6(b) and 5.7(b)) by integrating the best model obtained

in stage 1 into a TE simulator from [41]. The response time for each approach is reported in

Table 5.3. Using the TE simulator, we show how close the throughput from the DL model

to the throughput obtained from solving the LP in two cases, RACKE+AD and optimal.
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Table 5.2: Hyperparameters used for training DNN (LSTM) and DNN (MLP) for two
topologies.

4 x 4 grid ATT North America

DNN (MLP) DNN (LSTM) DNN (MLP) DNN (LSTM)

Learning rate α 0.01, 0.001 0.01, 0.001 0.01, 0.001 0.01, 0.001
Dropout rate 0, 0.1, 0.2 0, 0.1, 0.2 0, 0.1, 0.2 0, 0.1, 0.2
Optimizer Adam, RMSProp Adam, RMSProp Adam, RMSProp Adam, RMSProp

Layers information:

1 hidden layer [255] [65] [450] [80]

[240] [85] [600] [100]

[300] [95] [750] [120]

[360] [115] [900] [140]

2 hidden layers [240, 720] [65, 95] [600, 1800] [80, 120]

[300, 720] [85, 85] [750, 1800] [90, 110]

[360, 720] [95, 65] [900, 1800] [100, 100]
[110, 90]

We define the optimal solution as using all the paths between all the source-destination

pairs in the network with the AD objective function described in Section 5.2. We refer to

this optimal solution as OPTIMAL (AD).

Model training

As can be seen in Fig. 5.6(a) and 5.7(a), both models are able to learn the splitting ratios

for both topologies. The model that uses LSTM results in a slightly better prediction per-

formance. This could be attributed to the fact that LSTM has memory and a much more

complex architecture than MLP. However, the results show slight overfitting to the train-

ing data, which can be mitigated using the deep learning regularization techniques. Both

models took less than one hour to finish training, making them feasible to retrain in case of

topology change.
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Figure 5.6: (a) Training errors for models; (b) network throughput achieved using the two
models for 4x4 grid topology.
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Figure 5.7: (a) Training errors for models; (b) network throughput achieved using the two
models for ATT North America topology.
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Table 5.3: Total response time for 100 traffic matrices (in seconds). ∆1 is the percentage
difference between the current model and RACKE+AD. ∆2 is the percentage difference
between the current model and the optimal solution.

Algorithm 4x4
grid

(∆1) (∆2) ATT N. A. (∆1) (∆2)

DNN (MLP) 20.85 (-83.48%) (-94.27%) 25.48 (-81.39%) (-99.07%)

DNN (LSTM) 24.09 (-80.92%) (-93.38%) 30.134 (-77.99%) (-98.91%)

RACKE+AD 126.26 ( 0.0%) (-65.32%) 136.94 ( 0.0%) (-95.04%)

OPTIMAL (AD) 364.10 (+188.37%) ( 0.0%) 2765.52 (+1919.51%)( 0.0%)

Model inference

We would like to see how the learned models from the first stage perform in the simulator.

We integrated the two proposed DL models into the TE simulator to evaluate how the pre-

diction performs against the original near-optimal solution obtained by the RACKE+AD

TE system and the optimal solution. As shown in Fig. 5.6(b) and Fig. 5.7(b), network per-

formance is evaluated for the two DL models, RACKE+AD TE, and the optimal solution,

using the throughput metric. Because of the consequent overlapping between lines in Fig.

5.6(b), the results in Fig. 5.6(b) and 5.7(b) are aggregated in Table 5.4. The throughput

on average, as can be seen in Table 5.4, is about 1% and 6% away from the RACKE+AD

throughput for the 4 x 4 grid and the ATT North America topologies, respectively. The

gap in the throughput between the learned models and the RACKE+AD system on the 4 x

4 grid topology is much smaller than the gap on the ATT North America topology. This

is due to the much smaller size of the predicted splitting ratios vector of the 4 x 4 grid

compared to the output size in the ATT North America topology which is 720 to 1800.

In the simulator, although it is not the case in practice, we assumed that the RACKE+AD

TE system could find the optimal solution instantaneously without accounting for the time

required to find the solution each time the TM is updated. Thus, we expect the learned

DL models to perform much better in a real production network than the solution obtained

by solving LP, RACKE+AD and OPTIMAL (AD). We compare our results mainly with
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Table 5.4: Overall average of network throughput.

Topology Algorithm Mean

DNN (MLP) 89.836

4 x 4 grid DNN (LSTM) 89.992

RACKE+AD 90.990

OPTIMAL (AD) 91.177

DNN (MLP) 91.506

ATT North America DNN (LSTM) 91.771

RACKE+AD 97.136

OPTIMAL (AD) 98.807

RACKE+AD because our two DL models are trained on data obtained from RACKE+AD.

However, the result for the optimal model is also provided as a reference. RACKE+AD was

0.187% and 1.671% away from the optimal solution in 4 x 4 grid and ATT North America

topologies, respectively. It should be noted that although we provided the optimal solution

in terms of performance (Figs. 5.6(b) and 5.7(b)) and time taken to find the solution (Table

5.3), in practice, it is difficult to apply the optimal solution due to three reasons. First, the

optimal solution uses all the available routes in the system which introduces routes oscil-

lation problem [3, 41]. Second, switching devices typically have limited TCAM memory

and it is difficult to store all available paths in that limited memory. Third, due to the large

number of variables and constraints in the LP of the optimal solution, the optimal solution

is difficult to be realized in real-time as can be seen in Table 5.3.

Responsiveness

Table 5.3 indicates that the two DL models require a remarkably less time in processing the

input than the LP solutions, RACKE+AD and OPTIMAL (AD). The numbers in Table 5.3

(highlighted in a bold font) represent the total time in seconds an approach took to process

the inputs of 100 traffic matrices.
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For 4 x 4 the grid topology, the two DL models process the input 80.92% – 83.48%

faster than RACKE+AD while it is 93.38% – 94.27% faster than OPTIMAL (AD). On

the other hand, for the ATT North America topology, the two DL models process the in-

put -77.99% – 81.39% faster than RACKE+AD and 98.91% – 99.07% faster than OPTI-

MAL (AD). As there is a trade-off between performance and responsiveness, we expect our

learned approach to give better than or comparable performance of that of LP as network

demands are dynamic in nature and frequent update is required.

5.5 Summary

In this chapter, we have shown two main contributions. First, using the TE simulator pre-

sented in Chapter 3, we showed the prominent effect of multi-path systems on performance

over single path systems. We also showed the effect of the average delay objective function.

Second, due to the high complexity of the average delay objective function, we proposed

two deep learning models that learn traffic splitting based on that function. The two models

are multi-layers feed-forward artificial neural networks and two layers of LSTM with one

dense layer that serves as the output. The results have shown that these aforementioned

models can learn traffic splitting from the dataset generated from the TE simulator. The

benefit of training such deep learning models is to get a responsive traffic engineering sys-

tem due to the instantaneous model inference a neural network can achieve. However, as

more nodes are added to the network, the output vector can be large, and as a result, this

affects the accuracy of the prediction; in a small network such as the 4 x 4 grid network,

the prediction of the DL models matched with the output of the LP with negligible error.

For the larger network, the ATT North America topology, the result has shown a gap in the

prediction between the LP and the DL approaches that resulted in roughly 5% degraded

performance in terms of throughput. In the real-world scenario, however, we expect the

proposed DL models to outperform the LP due to the high complexity the average delay
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function has that makes the system unresponsive.
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6 Conclusions and Future Directions

In this dissertation, we presented a new, responsive, near-optimal traffic engineering sys-

tem. The new TE system has many enablers that we discuss here briefly.

6.1 A New TE Simulator

In Chapter 3, we have presented the design and implementation of a new TE simulator.

The simulator provides ease-of-use and ease-of-extendability. It mainly differs from the

previous TE simulator in its efficiency realized by the utilization of parallel processing. We

also showed how to use this simulator by changing the input parameters. Our main use of

the simulator was to show how a solution based on a specific configuration deviates from

the optimal solution. Specifically, with the aid of the simulator, we were able to realize the

following:

• Using only a few paths per SD pair is enough to achieve near-optimal performance.

• A new TE system, RACKE+AD, that, for each SD pair, selects static paths that guar-

antee a congestion level no worse than n log(n), where n is the number of nodes in

the network, and, for each flow between SD pair, splits traffic using the AD objective

function.

• The AD function has much better performance than the LB function in three impor-

tant metrics: throughput, delay, and lesser utilization of network resources.

• Multipath routing is superior over single path routing and can also significantly help

achieve better performance in terms of the same three metrics mentioned above.
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6.2 A New TE System

In Chapter 4, we presented a new TE system, RACKE+AD. The new system realized by

constructing new TE techniques resulted from combining different path selection algo-

rithms, specifically, oblivious paths, shortest paths, and simply selecting all paths, with two

objective functions, specifically, AD and LB. Combining an item from the first set of differ-

ent path selection algorithms and an item from the set of rate adaptation functions resulted

in ten different TE algorithms. All the ten algorithms have been compared, and the result

has shown that RACKE+AD has superiority over all the rest nine TE algorithms.

6.3 Responsive TE System

In Chapter 5, we have presented the design and evaluation of a new DL-based traffic en-

gineering system for a software-defined network. The new system achieves two important

characteristics of a good TE system, closeness to optimality and fast responsiveness. The

fast responsiveness is naturally achieved due to the instantaneous inference of ML models.

The closeness to optimality is achieved by training DL models on optimal solutions calcu-

lated beforehand using linear programming mathematical modeling. The proposed system

also achieves an important feature which is the stability of network operation. The stability

is achieved by changing traffic split ratios as needed rather than installing/deleting new/old

routes in the network in response to the change in traffic patterns. The main difference

between our work and previous work is how we characterize the input and the output of

the deep learning model. We have shown that relying on traffic demand patterns only, as

features, can give a good performance due to the direct relationship between demands and

routing of demands over multiple paths. The output of the DL models is characterized by

the traffic split ratios, as opposed to paths between SD pairs in previous work. The pro-

posed system has shown an optimality gap with the ATT North America topology larger
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than the optimality gap with the 4 x 4 grid topology due to the much larger output for the

ATT North American topology. The optimality gap is relatively high only for large net-

works due to the increased size in the output vector that needs to be predicted. However,

during the simulations, we assumed that the linear program could make an instantaneous

decision. While it actually takes several seconds to find a solution just for a single TM in

a production network. On the other hand, the AD objective function comes with higher

complexity than the LB objective function.

As a future directions, we aim at reducing the limitation of this work in two ways

(i) reformulating a new LP to reduce the complexity (ii) building many machine learning

models to learn routing strategy to mitigate the gap in optimality.

6.4 Future Directions

6.4.1 Formulating New LP

As can be seen by now, the AD objective function is a good choice when designing a TE

system. It performs much better than the LB objective function in terms of throughput, con-

gestion, and delay. It is a good fit to manage network resources efficiently while providing

a high quality of service to the end-user. Thus, we try to find another LP formulation with

fewer decision variables and fewer constraints. The work in [80] does not apply directly to

our case because it considers the unsplittable flow (single-path case), but it is a good place

to start. For example, any link being traversed by given traffic that belongs to a specific SD

pair cannot be on a line segment with an upper breakpoint smaller than the demand flow.

This can be used to reduce the number of constraints used in the LP.

Another idea is to approximate the function with a fewer number of line segments. The

approximation we used [8, 47] approximating the nonlinear function with 6 line segments.

We would also try approximating with fewer segments. However, this may not give the
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same performance that we expect.

6.4.2 Building Many Machine Learning Models

To reduce the optimality gap and enhance the scalability of the proposed TE system, we

would like to train many DL models where each model is in charge of predicting a small

part of the large output. We expect better results if we break the output into k parts and

specify one ML model for each part. For example, if we partition the destinations into

five groups, five ML models are trained, where each model learns the routing strategy for

one group. All the models in the network use the same input traffic pattern but produce

different outputs, where each output is only a subset of the main output. We expect this to

work due to the ability of deep neural networks to find the proper set of features that are

directly affecting the output; each model should extract different features than other models

and based on the subset of the main output sequence.
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[20] Harald Räcke. Optimal hierarchical decompositions for congestion minimization in

networks. In Proceedings of the Fortieth Annual ACM Symposium on Theory of Com-

puting, STOC ’08, page 255–264, New York, NY, USA, 2008. Association for Com-

puting Machinery.

[21] Jittat Fakcharoenphol, Satish Rao, and Kunal Talwar. A tight bound on approximating

arbitrary metrics by tree metrics. In Proceedings of the Thirty-Fifth Annual ACM

Symposium on Theory of Computing, STOC ’03, page 448–455, New York, NY, USA,

2003. Association for Computing Machinery.

[22] Dahai Xu, Mung Chiang, and Jennifer Rexford. Link-state routing with hop-by-

hop forwarding can achieve optimal traffic engineering. IEEE/ACM Trans. Netw.,

19(6):1717–1730, December 2011.

92



[23] D. Xu, M. Chiang, and J. Rexford. Corrections to “link-state routing with hop-by-hop

forwarding can achieve optimal traffic engineering” [ dec 11 1717-1730]. IEEE/ACM

Transactions on Networking, 23(5):1702–1703, 2015.

[24] N. Michael and A. Tang. Halo: Hop-by-hop adaptive link-state optimal routing.

IEEE/ACM Transactions on Networking, 23(6):1862–1875, Dec 2015.

[25] Volodymyr Mnih, Koray Kavukcuoglu, David Silver, Andrei A. Rusu, Joel Veness,

Marc G. Bellemare, Alex Graves, Martin Riedmiller, Andreas K. Fidjeland, Georg

Ostrovski, Stig Petersen, Charles Beattie, Amir Sadik, Ioannis Antonoglou, Helen

King, Dharshan Kumaran, Daan Wierstra, Shane Legg, and Demis Hassabis. Human-

level control through deep reinforcement learning. Nature, 518(7540):529–533, Feb

2015.

[26] David Silver, Aja Huang, Chris J. Maddison, Arthur Guez, Laurent Sifre, George

van den Driessche, Julian Schrittwieser, Ioannis Antonoglou, Veda Panneershelvam,

Marc Lanctot, Sander Dieleman, Dominik Grewe, John Nham, Nal Kalchbrenner, Ilya

Sutskever, Timothy Lillicrap, Madeleine Leach, Koray Kavukcuoglu, Thore Graepel,

and Demis Hassabis. Mastering the game of go with deep neural networks and tree

search. Nature, 529(7587):484–489, Jan 2016.

[27] Asaf Valadarsky, Michael Schapira, Dafna Shahaf, and Aviv Tamar. Learning to route.

In Proceedings of the 16th ACM Workshop on Hot Topics in Networks, HotNets-XVI,

page 185–191, New York, NY, USA, 2017. Association for Computing Machinery.

[28] John Schulman, Sergey Levine, Pieter Abbeel, Michael Jordan, and Philipp Moritz.

Trust region policy optimization. In Francis Bach and David Blei, editors, Proceed-

ings of the 32nd International Conference on Machine Learning, volume 37 of Pro-

ceedings of Machine Learning Research, pages 1889–1897, Lille, France, 07–09 Jul

2015. PMLR.

93



[29] Junjie Zhang, Minghao Ye, Zehua Guo, Chen-Yu Yen, and H. Jonathan Chao. Cfr-rl:

Traffic engineering with reinforcement learning in sdn. IEEE Journal on Selected

Areas in Communications, 38(10):2249–2259, 2020.

[30] Albert Mestres, Alberto Rodriguez-Natal, Josep Carner, Pere Barlet-Ros, Eduard
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[74] Philipp Czerner and Harald Räcke. Compact oblivious routing in weighted graphs,

2020.
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