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Abstract

In the past, many of the steps involved in the radiotherapy workflow have been heavily

reliant on X-ray based anatomical imaging. Incorporating additional imaging modalities

in this workflow has been shown to be promising. This includes aiding in generating and

modifying a patient’s treatment regimen and also helping determine a patient’s response to

treatment. Magnetic resonance imaging (MRI) is one of these modalities which can pro-

vide both enhanced soft-tissue anatomical images and supplementary information relating

to changes in tissue physiology (which occurs at a faster rate than anatomical changes).

Quantitative imaging biomarkers (QIBs), derived from quantitative MRI (qMRI) tech-

niques, are measurable quantities that relate to tissue physiology (e.g., diffusion or perfu-

sion) and thus are of particular interest in radiotherapy.

Given these capabilities, there is potential for MRI to replace X-ray imaging in several

steps of the radiotherapy workflow. However, until recent years there were no qMRI

quality assurance (QA) guidelines available for departments to assess the technical per-

formance of QIBs on their MRI scanners (e.g., accuracy and repeatability). This resulted

in limited work being completed that investigates QIB performance metrics; ultimately

limiting the widespread clinical utilisation of qMRI techniques. These investigations are

essential to determine if the quantitative values derived can be accurately used to guide

radiotherapy workflow decisions.

The overall aim of the work presented in this thesis was to provide a framework for de-

partments to use and assess the accuracy and repeatability of qMRI QIBs intended for use
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in their prospective single- and multi-centre clinical trials. This work included design-

ing protocols that followed novel QA guideline recommendations, and also investigating

methods to improve QA inefficiencies. The QA protocols designed were then monitored

over short (daily) and long (monthly) periods to provide evidence for the need of this type

of QA. All monitoring and testing was performed using a 3T radiotherapy dedicated MRI

scanner, involved using standardized sequences and phantoms, and used semi-automated

image analysis tools. This type of MRI scanner in particular is primarily designed for

radiotherapy simulation and planning applications.

In Chapter 3, scanner performance metrics were assessed, including finding the long-term

accuracy, linearity, and repeatability of T1- and T2-relaxation times. Image acquisitions

were performed monthly over one year, and baseline accuracy errors (%bias) were de-

termined. This involved calculating the relative differences in measured relaxation times

compared to known reference values. Additionally, repeatability was assessed by cal-

culating the coefficient of variation (%CV) of T1- and T2-time measurements across all

monthly scans. Results included finding a strong linear correlation between measured

and reference relaxation times. Further, the baseline bias and CV for all sequences tested

was ≤ +8.5% and 4.2%, respectively. Signal saturation was reported to have the largest

impact on image analysis and performance results.

In Chapter 4, scanner performance metrics for the apparent diffusion coefficient (ADC)

QIB were assessed according to the Quantitative Imaging Biomarker Alliance (QIBA)

Diffusion Profile. Image acquisitions were again performed monthly over one year, and

comparison metrics included ADC %bias, %CV (for short-/long-term repeatability and

precision), signal-to-noise ratio, and b-value dependency. Novel investigations into fac-

tors that could impact the technical performance of ADC in the clinic were also com-

pleted. This included changing the slice-encoded imaging direction and the reference

sample ADC value. All performance metrics were found to be within Profile confor-

mance tolerance limits and thus were considered sufficient. This included finding the bias
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and long-term CV to be ≤ +0.83% and 0.9%, respectively.

In the last study of this thesis, as described in Chapter 5, the daily accuracy and repeata-

bility of the T1-time and ADC was determined using anatomic-specific sequences. These

sequences were selected from the imaging protocols routinely performed on patients en-

rolled in clinical trials run by the same department housing the 3T MRI scanner. In addi-

tion, an investigation seeking to improve QA efficiencies was completed. Results found

that ADC measurements carried out at standard 0◦C conditions and at ambient room tem-

perature (AT) were comparable, and thus either could be incorporated into qMRI QA.

Daily T1-time and ADC (at AT) results were also within acceptable %bias (< 20%) and

%CV (< 2%) ranges for almost all sequences tested.

Recommendations derived from this thesis included that departments should first estab-

lish long-term QIB baseline performance metrics, and then routinely implement qMRI

QA. This includes at annual frequencies, along with before and after any clinical trial,

and also surrounding the time of any major system hardware and/or software upgrade.

Further, constructing and utilizing phantom-positioning apparatuses was recommended to

minimise setup time and phantom/coil positioning variation. Accurately quantifying these

performance characteristics with routine QA will aid in progressing these techniques clin-

ically. Employing this type of QA will help ensure that an observed change in a tissue’s

QIB value is due to a physiological response, and not measurement variability.
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Chapter 1

Introduction

1.1 Overview

Cancer, a disease characterized by uncontrollable cell growth, is one of the leading causes

of death in Australia [1]. Radiotherapy can be used to impede this growth by aiming high

doses of radiation at cancer cells (tumours) to cause irreparable damage to their DNA.

Imaging plays an important role in radiotherapy, including disease diagnosis and staging,

radiotherapy planning (RTP), and assessing treatment response [2]. X-ray based imaging

is often used to indicate responses via changes in tumour anatomy. However, such imag-

ing has limitations. This includes the amount of time it takes for anatomical changes to

become visible, and also in that X-rays deliver additional radiation doses to a patient [3].

Magnetic Resonance Imaging (MRI) has the potential to overcome these limitations. His-

torically, MRI has been used diagnostically to produce high-contrast images of a patient’s

soft-tissue anatomy without delivering an ionising radiation dose [4, 5]. In recent years,

novel quantitative MRI (qMRI) techniques have been developed. These are capable of

detecting changes in the physiological properties of the body and have the potential to in-

dicate a tissue response to treatment faster than anatomical changes [2, 3, 6–9]. If a given

property is extracted from an in vivo image and can be expressed quantitatively, it can be

classified as a quantitative imaging biomarker (QIB) [10].

1
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Examples of QIBs include the apparent diffusion coefficient (ADC) and longitudinal (T1)

and transverse (T2) relaxation times. These QIBs have been shown to have potential as

tools for cancer staging, and treatment response monitoring and predictions [2, 3, 11–16].

Such early treatment response indicators would thus allow clinicians to adapt treatment

plans earlier than conventional response assessment methods. This would aid in enhanc-

ing treatment to better suit the patient’s physiological needs, and thus improve their qual-

ity of life post-treatment [4, 17, 18].

To use these QIBs for clinical decision-making in radiotherapy, it is essential that their

values have high accuracy and repeatability. This is especially the case given that the

quantitative values derived could be used to guide the radiotherapy plan adaptation and

thus affect patient outcomes [6, 13, 19]. However, there are minimal studies in the lit-

erature that report on assessing these performance metrics on MRI scanners which are

routinely used to compute patient-based QIBs [7, 11, 18, 20, 21].

To validate the performance of QIBs, standardized imaging sequences and phantoms are

required along with the development of standardized QIB quality assurance (QA) proto-

cols [2, 7]. This thesis focused on developing such QA protocols for a 3T radiotherapy

dedicated MRI scanner. These protocols were then routinely implemented on the scanner

to assess its technical performance in deriving the ADC, and T1- and T2- relaxation times.

Specifically, Chapter 3 investigated the accuracy and long-term repeatability of T1- and

T2-relaxation times. Chapter 4 investigated similar technical performance measures for

ADC, along with delivering the outcome of novel ADC performance testing which used

the 2019 Quantitative Imaging Biomarker Alliance (QIBA) Diffusion Profile. The short-

term intra-scanner ambient temperature ADC and T1-time variability were also inves-

tigated in Chapter 5 using anatomy-specific sequences; simulating serial daily patient

scanning as would occur during typical radiotherapy treatment.
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This thesis overall aims to increase knowledge on the reliability of MRI-derived QIBs.

A summary of this work and an overview of the potential future works from this thesis

are provided in Chapter 6. The results from this thesis will be of particular use to the

department housing the 3T MRI scanner, but also for external departments aiming to

develop their own QA protocols and decide on the frequency in which they should be

carried out. This aims to assist in translating qMRI techniques and their QIBs into the

clinic to improve personalised cancer therapies and post-treatment outcomes for patients.

1.2 Aims and Objectives

The aims of this thesis are to:

Aim 1: Quantify the longitudinal intra-scanner accuracy and repeatability of T1 and

T2 relaxation times.

Research Question (Chapter 3): How accurate and reproducible are the T1- and T2-relaxation

times extracted from a clinical MRI scanner, when measured monthly, over a one-year pe-

riod?

Aim 2: Assess the overall technical performance of a scanner measuring the ADC.

Research Questions (Chapter 4): How accurate, repeatable, and reproducible is the ADC

value that is extracted from an MRI scanner, according to the Quantitative Imaging Biomarker

Alliance (QIBA) Diffusion Profile? What impact does alternating the slice-encoding

imaging direction have on ADC technical performance?

Aim 3: Monitor and quantify the daily fluctuations of measured T1-relaxation time

and ADC values, when using anatomy-specific qMRI sequences on a clinical MRI

scanner.

Research Questions (Chapter 5): Is it possible to simplify ADC qMRI QA by measuring

ADC samples at ambient temperature? What intra-scanner variability exists in terms of

accuracy and repeatability of T1-time and ADC when using anatomy-specific sequences

daily?



Chapter 2

Literature Review

The purpose of this chapter is to provide an overview of radiotherapy and particular MRI

techniques that have the potential to be used within the radiotherapy workflow. To start,

the current radiotherapy workflow will be described, which will then be followed by an

outline of MRI physics and specialised MRI techniques. The last section of this chapter

will briefly cover the current state of quality assurance protocols available for MRI, and

some of the prospective needs in this space for ensuring reproducibility; all of which will

assist in the clinical implementation of specialised MRI techniques into radiotherapy.

2.1 Cancer and Radiotherapy

Rapid and abnormal cell multiplication in the body occurs due to a mutation in the cell’s

DNA. When multiplying cells form groups, they are known as tumours which can be clas-

sified as malignant (cancer) or benign (not cancer). Malignant tumours can break away

from their primary site, spreading through either the bloodstream or lymphatic system,

and can have detrimental effects on a body if left untreated. Globally, cancer is one of

the leading causes of death. In 2020, approximately 19.3 million new cancer cases were

diagnosed and nearly 10 million deaths were caused by the disease [22].

There are continuous improvements made to cancer therapy treatments; some of which

have led to the increase of cancer survival rate post-5 years of diagnosis in Australia.

4
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This includes survival rates increasing from less than 50% in the 1980s to 70% today [1].

Radiation therapy, or radiotherapy, is one of the most common modalities used to treat

cancer, with approximately 50% of newly diagnosed cancer patients being recommended

radiotherapy to ensure an optimal outcome [23]. Radiotherapy directs radiation (e.g. X-

rays or particle beams) at tumour sites, with the overall aim to damage beyond repair the

cancer cell’s DNA to try and stop the rapid cell multiplication from occurring.

Radiotherapy thus requires a high level of precision when both delineating the tumours

and directing the radiation to successfully damage the cancer cells. This is whilst sparing

the surrounding healthy tissues and organs at risk (OAR). Carefully conducting each step

of the radiotherapy process is key to better treating and then improving the quality of life

for a patient following their treatment.

The standard treatment pathway for radiotherapy patients commences once a diagnosis

and treatment method are agreed upon by a radiation oncologist (RO) and the patient. Ra-

diotherapy treatment planning (RTP) then involves using imaging to simulate the patient’s

anatomy in their intended treatment position. Using these images, contours of the target

tumour volume and surrounding OARs will be created and calculations are performed

over the entire contoured volume to simulate the dose delivery. To ensure the correct dose

(as prescribed by the RO) will be delivered to the tumour, quality assurance (QA) is car-

ried out by medical physicists.

Radiotherapy treatment then involves delivering the planned treatment dose (ionising ra-

diation) to the patient. For the purpose of this thesis, delivery via external beam radio-

therapy using a linear accelerator (linac) will be of focus. Depending on the RO’s dose

prescription, treatment on the linac will be carried out in a number of ‘fractions’ and over

multiple days or weeks. At the end of standard radiotherapy treatment, follow-up assess-

ments by the RO and their clinical team are performed.
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These assessments generally involve anatomical imaging of the tumour site to assess the

response of the tumour; dependent on anatomical changes observed according to a crite-

rion of classification, as outlined in Table 2.1. Physiological imaging of the tumour can

be acquired complementary to the anatomical imaging and can provide an RO with en-

hanced treatment response assessment tools [3,16,21,24,25]. The use of both anatomical

and physiological imaging techniques in radiotherapy is briefly discussed below.

Table 2.1: Classification of treatment responses, defined by the World Health Organisa-
tion (WHO) [26].

Response Type Acronym Definition

Complete Response CR Complete disappearance of disease

Partial Response PR ≥ 50% decrease in total tumour size

No Change NC No PR nor ≥ 25% size increase in any lesions

Progressive Disease PD ≥ 25% lesion increase or new lesions appear

2.1.1 Adaptive Radiotherapy

Adaptive Radiotherapy (ART) is a specialized cancer therapy technique that adapts a ra-

diotherapy plan during treatment, depending on early observations seen in the particular

patient. Literature such as Li et al. (2011) provides a comprehensive review of this spe-

cialised technique [3].

As an overview of ART, a feedback loop is implemented at the time of treatment delivery

(Figure 2.1). It is designed to detect and respond to signs of changes in the body during

treatment. The type of feedback detected can be variable, including changes in anatomy

(e.g., the tumour physically growing throughout treatment) or in the biology (e.g. tumour

cellularity is increasing). Depending on the individualized feedback detected, clinicians

can make an updated decision on the treatment regime and make changes accordingly,

with an aim to improve outcomes for the patient.
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Figure 2.1: General radiotherapy workflow, with the addition of an adaptive pathway
option. The choice of the selected adaptive pathway will be based on the observed change
detected during imaging, which occurs just before treatment delivery (e.g. anatomical or
biological change in the tumour). Simulation imaging is often performed using both
computed tomography (CT) and magnetic resonance imaging (MRI).

2.1.2 Imaging for Radiotherapy

X-ray based computerized tomography (CT) is the most common imaging modality used

to acquire images for RTP contouring. Multi-modal tumour localisation (and image regis-

tration) is occasionally completed using additional imaging modalities such as MRI when

superior soft-tissue contrasting capabilities are required (e.g. in Brain) [3,27]. According

to the International Commission on Radiation Units and Measurements (ICRU) guide-

lines [28], planning volumes can be defined as:

• Gross Tumour Volume (GTV): Volume of primary tumour and metastatic sub-tumours.

• Clinical Target Volume (CTV): Volume of tissue considered to require radiotherapy (which

contains an observable amount of GTV and/or sub-clinical malignant disease).

• Planning Target Volume (PTV): Geometrical concept of volume used to ensure the desired

dose is delivered to the CTV with accepted clinical probability.

• Organ At Risk (OAR): Organs or tissues that are at risk of severe damage if irradiated.

As noted, accurately defining these volumes is one of the most important aspects of RTP;
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ensuring sufficient dose is delivered to the tumour whilst sparing the healthy tissues sur-

rounding [27]. The GTV and CTV are defined during the contouring process and are

created relative to the volumes of known and alleged tumour locations, respectively (see

Figure 2.2). In contrast, the PTV is defined during the dose planning stages and is de-

signed to guarantee that the GTV and CTV receive their prescribed doses during treat-

ment.

Figure 2.2: Simplified schematic diagram of different volumes delineated in the RTP
process. This includes the Gross Tumour Volume (GTV), Clinical Target Volume (CTV),
Planning Target Volume (PTV) and Organs At Risk (OAR).

In the past, only a single pre-treatment CT image was acquired for all planning and treat-

ment; resulting in the requirement of very large PTVs. This was to account for the poten-

tially large variability in tumour position, size and shape which could occur throughout

treatment. Dose constraints on the surrounding healthy tissues however limited the dose

that could be delivered to the tumour [4]. To accurately decrease the size of the PTV and

boost tumour dose, high confidence in the tumour’s position during treatment is required.

Image-guided radiotherapy, described below in section 2.1.3, employs imaging (usually

X-ray based) in the treatment room to visualise the patient’s anatomy on the day of each

fraction delivery. This allows the clinician to gain confidence in tumour position (thus

reducing the PTV margin) and perform image registration back to the reference simula-

tion CT. Image registration thus examines if the patient’s anatomy on the day of treatment

matches that observed during simulation. This is completed to ensure that the dose is
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correctly delivered to the planned volumes.

Cone-beam CT (CBCT) allows for this type of soft-tissue imaging. Specifically, CBCT

has demonstrated improved target dose coverage compared to skin tattoos for example [4].

This is where tattoos have been used in the past to identify a tumour’s corresponding sur-

face location and thus assist in patient positioning. However, these are not always perfect

surrogates for internal tumour location. Advanced radiotherapy techniques which deliver

high doses in single fractions, such as intensity-modulated radiotherapy (IMRT), would

not be possible without high levels of assurance that the patient is in the correct setup

position [29].

Treatment response assessment, however, is still majorly assessed based on anatomical

changes such as those outlined in Table 2.1. Using X-ray based imaging for all steps

described has limitations, including additional radiation dose being delivered to the pa-

tient during imaging. Further, structural changes to anatomy take longer amounts of time

to become observable than changes occurring at the cellular and molecular level [2, 3].

For these reasons, biological imaging is becoming increasingly of interest in the field of

radiation oncology for disease diagnosis and response assessment [3, 4].

2.1.3 Image Guided Radiotherapy

Image-guided radiotherapy (IGRT) is a generalized term which includes any type of imag-

ing completed in the radiotherapy treatment room. It can be defined for in-room imag-

ing (e.g., patient alignment, adjusting for tumour motion or ART assessment) and for

biological imaging [29]. In-room imaging can be performed immediately before treat-

ment, which is useful to visualise inter-fraction anatomy changes. However, the infor-

mation gained from these images acquired before treatment does not account for any

intra-fraction anatomy movements (e.g. breathing, bladder filling, or muscular motion).

Fundamental developments in novel technologies now allow clinicians to acquire in-room
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images during treatment, and adapt radiotherapy delivery in real-time [30]. This allows

for increased accuracy in tumour targeting, reducing the dose to surrounding healthy tis-

sues, and ultimately improving the quality of treatment [29]. There are several ways to

implement IGRT to assist in real-time ART, and this is covered extensively in the litera-

ture [29, 30].

MRI is one of the imaging modalities that can be used to aid in the contouring and

planning stages of the RTP pathway. This modality can supply high-quality soft-tissue

anatomical images as well as physiological information through biological imaging. It

also is starting to be used to improve ART treatments using real-time tumour and OAR

tracking with hybrid MR-linear accelerators (MR-Linac).

2.2 The Physics of MRI

MRI is an imaging modality that exploits the known magnetic properties of tissues in the

body to generate images of the underlying structures. A high level of complex quantum

and electromagnetic physics is required to explain how these images are generated and

can be found in detail in the literature (e.g. Tofts. et al. (2003)) [31, 32].

The overall design of an MRI scanner can be seen in Figure 2.3. Generally, clinical

MRI scanners have main magnetic B0 field strengths ranging between 0.3-4 T [33], and

have gradient coils and radio-frequency (RF) coils to generate secondary magnetic fields.

These are most commonly tuned to selectively interact with protons.

As a simplified overview of MRI physics, the human body has an abundance of protons

(in the form of Hydrogen nuclei), and these are targeted in MRI. Protons have ‘spin’: a

property enabling them to act like small bar magnets which are usually randomly aligned

in the body due to thermal energy [33]. When protons are subject to a strong constant

external magnetic field (B0) such as in an MRI scanner, the axes’ of the protons line up

with the external field either in a parallel or anti-parallel direction.
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Figure 2.3: Schematic of a typical MRI scanner taken from Haynes et al. (2013) [34],
showing the main-magnet (B0), and gradient and radio-frequency (RF) coils position .

There are different components to the net magnetization (
−→
M ) that the protons experience:

longitudinal magnetization (Mz), which is generated in line with B0, and transverse mag-

netization (Mx and My, or Mxy ), which is generated perpendicular to B0. At equilibrium,

when subjecting protons to B0, the longitudinal magnetization parallel to B0 (lower energy

state) is at a maximum (M0), whilst Mx and My are zero. This alignment is not static, but

instead involves precessing in a circular motion around the external field at the Larmor

frequency, ω0. This frequency (Equation 2.1) is proportional to the strength of B0 and

the gyromagnetic ratio (γ) (which is measured in MHz/Tesla (T), and is unique for each

element).

ω0 = γB0(rad/s) (2.1)

When energy in the form of RF pulses (B1) is transmitted from the RF coils at the ω0

for Hydrogen (42.57 MHz/T), protons in the lower energy state are able to absorb this

energy and jump into higher energy states. This effectively rotates the direction of net

magnetization (
−→
M ) in the tissue to be orientated in the transverse plane (Figure 2.4). The

flip angle (FA = α) is usually given in degrees (◦) or radians (R), and represents the

amount of rotation
−→
M experiences during the application of the RF pulse.
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Figure 2.4: Excited proton with three associated magnetic field vector components
(Mz,Mx,My), which add to give the net magnetisation (

−→
M ).

2.2.1 Characteristic Times

Immediately following the application of B1, the net magnetization vector begins to re-

turn to its equilibrium state (M0) through the process of relaxation. This process in-

volves energy loss with the net magnetization vector gradually realigning with the z-axis

(longitudinal relaxation), while the spins simultaneously lose their in-phase coherence in

the transverse plane (transverse relaxation) and start to precess at their Larmor frequen-

cies [33].

These changes in precession give rise to an oscillating magnetic field which induces a

current in the scanners receiver coil; analogous to the effect of a vibrating string on an

electric guitar. This current is registered as an MR signal. Additionally, gradient coils are

used to modify the strength of the magnetic field as a function of spatial location within

the scanner. This variation allows for the location of signal origin to be calculated from

the frequency and phase of the detected current (allowing for spatial encoding of the MR

signal) [33].

The characteristic time it takes for Mz to reach 63% of its original magnitude (Mz0) is

called T1. During the regrowth of Mz, the protons dissipate their energy into the sur-

rounding lattice environment and thus T1 is also known as the longitudinal or “spin-
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lattice” relaxation time. Without additional RF pulses applied, the regrowth of Mz occurs

exponentially (see Equation 2.2).

Mz(t) = M0(1− e−
t

T 1 ) (2.2)

In terms of the transverse magnetisation (Mxy), as noted it begins to decay simultaneously

to Mz, but at a faster rate (Figure 2.5). T2 is the characteristic time for transversal or “spin-

spin” relaxation, and is the time associated with the transverse magnetic field decaying to

37% of its original strength. The decay of Mxy is of mono-exponential nature and can be

described by Equation 2.3.

Mxy(t) = M0(e−
t

T 2 ) (2.3)

Figure 2.5: Different durations of MRI characteristic times, T1 and T2, which occur
simultaneously, however at different rates. T1 refers to 63% of the recovery of the longi-
tudinal magnetization (Mz), whilst T2 refers to 37% the decay of the transverse magne-
tization Mxy, following the stimulation from an RF pulse. Image taken from McRobbie
et al. (2006) [35].

There is a third characteristic time defined as T2* (the ‘spin-spin dephasing’ time), which

accounts for the fact that Mxy decays at a much faster rate than that mathematically pre-

dicted by Equation 2.3. This faster decay rate can be due to either external or inter-

nal factors, including inhomogeneities in the external magnetic field or the susceptibility

properties of the tissue and surrounds.
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It is known that T1- and T2-times differ for different tissues, and these properties are

exploited to gain better contrasted images of tissues and organs of interest [36]. The way

MRI pulse sequences are designed with specific imaging parameters to take advantage of

the tissues properties is well summarized in the literature [31, 33, 36].

2.3 Quantitative MRI

In the past, clinical MRI has predominantly been used as a tool for qualitative and di-

agnostic imaging [3]. Quantitative MRI (qMRI) on the other hand can be defined as the

extraction of a physical or biological feature from an image obtained from an MRI scan-

ner, that can be expressed as a metric with units (or given as a relative quantity compared

to a reference material) [7, 37].

This technique has been explored within the research domain for several decades and is

starting to transition into routine clinical applications. This has been with the aid of sig-

nificant developments in MRI hardware, image sequences, analysis, and reconstruction

methods in recent years, enabling improvements of such advanced techniques [3, 7].

Recall from section 2.1.2 that biological imaging is becoming of increased interest in ra-

diotherapy. Specifically, a quantitative imaging biomarker (QIB) can be defined as “an

objective characteristic derived from an in vivo image measured on a ratio or interval

scale as an indicator of normal biological processes, pathogenic processes or a response

to a therapeutic intervention” [10].

Although QIBs can be found using many imaging modalities, qMRI techniques such as

Diffusion-Weighted Imaging (DWI) and Dynamic Contrast Enhanced (DCE) MRI have

demonstrated significant potential to produce QIBs for radiotherapy purposes and are ex-

tended upon below. These purposes include assisting in target definitions [3, 38], disease

detection [21, 25], and assessing and monitoring treatment responses [3, 16, 24].
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Magnetic resonance fingerprinting (MRF) is an alternative and novel MRI technique,

which has significant potential for advancements in qMRI. This technique allows for

the simultaneous measurement of multiple tissue properties, often referred to as multi-

parametric maps; reducing image acquisition time. Essentially, MRF matches the signals

emitted by different tissue types in the body to a pre-calculated ’dictionary’ of potential

tissue signal patterns (like T1 and T2 relaxation times) [2, 39].

Successfully implementing MRF into the radiotherapy workflow could improve patient

comfort and minimize motion artefacts; offering a significant advantage over other qMRI

techniques [39, 40]. However, as Ding et al. (2021) highlighted in their review, there is

a need for additional research to be conducted before MRF can be confidently used by

clinicians for assessing tumour QIB response [39]. Thus, the focus for the remainder of

this thesis will be on established qMRI techniques, namely DWI- and DCE-MRI.

2.3.1 Diffusion-Weighted Imaging (DWI)

Diffusion describes the process of particles moving along a concentration gradient. Each

fluid has an individualized diffusion coefficient, D (m2/s or µm2/ms), that represents the

fluid’s molecular mobility (or Brownian motion). Given the movement of water can be

represented as the movement of protons (situated within the Hydrogen nuclei), it then

becomes evident that MRI can be used to measure diffusion-related properties of tissues.

In many fluids, the diffusion of molecules acts equally in every direction giving them

isotropic properties, which can be characterized by a scalar D. However, in biological

tissues, the diffusion properties of the water molecules are affected by various structures,

such as cell membranes, nerve fibres, and macromolecules [31,38]. This causes the diffu-

sion in biological tissues to be directionally dependent (i.e., have anisotropic properties).

It is assumed in DWI-MRI analysis that the signal intensity in diffusion images will expe-

rience a mono-exponential decay with increasing b-values (see below, including Equation
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2.5). However, non-mono-exponential decay may be observed for biological tissues with

such anisotropic properties. Thus, the term ‘apparent diffusion coefficient (ADC)’ is in-

stead used to describe water mobility and diffusivity within tissues.

In DWI-MRI, a b-value (b) is an acquisition parameter that determines the amount of

diffusion-weighting applied to a sequence. Differences in image signal intensities are

caused by changing the b-value, whereby the number and magnitude of the b-values

selected are generally tissue-dependent and require a compromise between the desired

diffusion-weighted (DW) contrast, signal-to-noise (SNR) and acquisition times [21, 41,

42].

The b-value is measured in s/mm2, and is dependent on γ , the time duration of the diffu-

sion pulse (δ ), and the time interval between (∆) and amplitude (|g|) of the two diffusion

gradients (see Figure 2.6). Mathematically, this parameter can be defined by equation

2.4 [31, 43]:

b = γ
2
δ

2|g|2(∆− δ

3
) (2.4)

One method proposed by Stejskal and Tanner in 1965 used the addition of two high-

amplitude gradients in a spin-echo (SE) sequence to introduce diffusion weighting into

an MRI acquisition [31, 43]. Utilizing these principals, echo-planar imaging (EPI) is a

common sequence type used for DWI-MRI clinical applications [31]. An EPI can en-

code the k-space and capture an entire 2D planar image using multiple or a single shot of

RF-excitation pulses. In order to measure the ADC, at least two different DW images are

needed, which are obtained at two distinct b-values [31].
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Figure 2.6: Schematic diagram of a Stejskal–Tanner pulsed field gradient (PFG) dif-
fusion weighted spin-echo scheme. This scheme is used by pulsed gradient spin-echo
(PGSE) sequences to measure diffusion. Image taken from Tofts et al. (2003) [31].

The first signal, (S0), is generated with very low (or no) DG switched on, creating ‘b0

images’ which are T2-weighted. Following, the DG’s are switched on using a non-zero

b-value to generate a second signal (S(b)) and corresponding image with a particular

diffusion-weighting. This can be repeated with multiple non-zero b-values. In the case of

2 b-values, the ADC is calculated for each voxel in an image according to equation 2.5.

S(b) = S0e−b.ADC → ADC =−1
b

ln(
S(b)
S0

) (2.5)

Another ADC-mapping sequence is called ZoomIt [44]. As an overview, ZoomIt com-

prises of a Siemens-specific EPI sequence which is combined with a reduced volume

excitation technique. This sequence is often used clinically since it can produce high-

quality images without long acquisition times. Shorter acquisition times are achieved by

meticulously only exciting (or zooming in to) regions of interest in the phase-encoded

(PE) (critical) direction. This reduces the amount of encoding information collected, and

thus the computation time required to produce an image [44, 45].

Similarly, Readout Segmentation Of Long Variable Echo-trains (RESOLVE), is another

common Siemens manufactured sequence [46]. As the name suggests, the technique

uses a read-out segmented EPI to reduce the sampling time. This in effect minimizes
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susceptibility distortions and T2* blurring effects, which are known to affect DWI-EPI

sequences [46–48]. Sequences such as these are often used for imaging specific anatomy

in the body which is prone to susceptibility effects or requires shorter acquisition times

(e.g., lungs). The composition of RESOLVE and ZoomIt sequences are out of the scope

of this thesis, however can be found in the literature [44, 46, 47].

2.3.2 Clinical Potential of DWI-MRI in Radiotherapy

The ADC of tissues is impacted by factors such as tissue cellularity and membrane per-

meability [21, 38]. In general, malignant tissues have lower ADC values due to their

increased cellularity and structural disorder, as caused by the rapid cell multiplication

[21, 38]. Measuring the ADC value of tissues in past studies has been found to assist in

tumour characterization, such as in renal lesions [49] and breast tumours [50].

Measuring the changes in ADC of tissues over time can also indicate cellular structure

and physiological changes, as shown in Figure 2.7. These changes would otherwise be

invisible using other imaging methods [21]. When radiotherapy causes sufficient damage

to the cancer cell’s DNA for example, cellular membranes break down. This in turn

reduces the cell density and increases the ADC value. These changes can be detected

earlier than anatomical changes during treatment, and can thus allow for earlier adaption

to the treatment plan [14, 18].
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Figure 2.7: Schematic, taken from Thoeny et al. (2010) [8], displaying the effect of
successful therapy on the distribution of ADC within a tumour: Cellular density reduces,
increasing the diffusivity and thus increasing the mean tumour ADC value.

Monitoring ADC changes over the course of treatment has shown potential to assist in

outcome prediction for tumours in a variety of regions in the body [14, 38, 51–55]. This

includes predicting primary rectal cancer tumour response to neoadjuvant (delivered be-

fore the main treatment) combined radiotherapy- and chemotherapy (CRT) [54, 55]. For

example, in a study by Lambrecht et al. (2012), patients with pathologic complete re-

sponse (pCR) had significantly lower pretreatment tumour ADC values, compared to pa-

tients with no pCR [54]. Further, the change in ADC (∆ADC) was found to be larger for

patients with pCR.

Similar results have been found for head and neck squamous cell carcinoma (HNSCC)

cancer patients. For example, ADC data acquired throughout treatment found that pri-

mary tumours with lower %∆ADC predicted local failure when treated with CRT, com-

pared to those with locoregional control [14, 56]. This finding was confirmed in several

other HNSCC predictive response studies that were included in a systematic review by

Chung et al. (2018) [53].
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Given approximately 30-40% of HNSCC cancer patients still have locoregional disease

failure [56], finding a reliable QIB that can indicate failure before treatment is of high

clinical interest. Such indications would give clinicians the confidence required to decide

to adapt a treatment plan earlier, or to use alternative treatment methods which would

spare the surrounding healthy tissue from unnecessary radiation toxicity [53, 56].

Methods providing early indications of recurrence for cervical cancers are also desired.

This is due to approximately 40% of this patient cohort being at risk of a recurrence

developing [57]. A systematic review by Schreuder et al. (2014) concluded that of all cer-

vical cancer ADC studies completed between 2005 and 2014, a threshold ∆ADC within

the tumour between pre- and post-treatment MRI scans could predict either CR or no-

response [58]. With several studies since reporting on similar observed changes in cervi-

cal cancer tumour ADC values with clinical outcomes [9,57,59,60], ADC shows promis-

ing potential to aid in methods for monitoring and/or treating cervical cancers.

Correlating observed early changes in tumour ADC with response has also been inves-

tigated in the brain [31, 61], breast [52], prostate [16] and lungs [62]. The majority of

radiotherapy response studies report larger increases in ADC post-treatment for respon-

ders compared to non-responders [18]. Such findings highlight the potential of ADC to

assist in early response detection.

When determining the exact ADC thresholds for tissue characterisation and responses,

the imaging parameters used for the data acquisition need to be taken into account [21].

This makes it increasingly difficult when there are other study limitations including bi-

ases in the patient cohort selection [49, 58, 62], or the fact that some studies use multiple

scanners to make conclusions [49]. Several additional factors can impact the accuracy of

DWI-MRI, which are summarised by Winfield et al. (2014) [6]. This includes EPI-based

sequences’ insufficient SNR and non-linearities in diffusion gradient field strengths; all

leading to biased ADC values.
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Additional factors that can influence ADC values includes the presence of magnetic field

inhomogeneities. Such field variations can originate from several causes, such as suscep-

tibility effects at the interface of different structures (e.g., tissue and air), or the influence

of eddy currents; both of which are common in DWI sequences [2, 6]. These field inho-

mogeneities can lead to geometric image distortions: as the proton spin frequency is im-

pacted by changes in the magnetic field, this can result in the output signal being mapped

to the wrong location [63]. This in effect can alter the perceived location of the signal and

measured ADC value.

There is hence a significant need to validate the repeatability of ADC before it can be

used in widespread clinical applications. Further, ensuring a standardized approach to

data acquisition and image analysis between centers/scanners is essential [6, 7, 21, 64].

QA methods attempt to address these needs and noted challenges and will be discussed in

detail in section 2.4.

2.3.3 Dynamic-Contrast Enhanced MRI

Dynamic-Contrast Enhanced (DCE) MRI is a qMRI technique capable of quantifying

blood flow, tissue perfusion, and microvascular wall permeability [12,19]. The technique

involves using a dynamic and highly T1-weighted sequence to observe contrast agent

(CA) up-take into a tissue after a CA is administered into the peripheral vein [65]. A

pre-contrast T1-map is also commonly acquired so that changes in T1-time (caused by

the CA) can be tracked from its baseline value (T10).

As the CA is being taken up, a sufficient temporal resolution is required to effectively de-

termine the signal enhancement rate as caused by the CA [65, 66]. This signal is mapped

as a time-intensity curve (TIC) and is then converted to a concentration. This concentra-

tion is then used in mathematically fitted and calculated pharmacokinetic (PK) parameters

which are capable of characterizing particular tissue cell properties (e.g., plasma volume
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fraction- see Figure 2.8). Yankeelov et al. (2009) and Tofts et al. (2003) provide a com-

prehensive review of DCE-MRI and PK-modelling theory [65].

2.3.4 T1 Mapping for DCE-MRI

For reliable quantitative measurements to be obtained from DCE-MRI, pre-contrast T1-

times are required to be either known or able to be accurately measured (T10) [19, 31,

65, 67–69]. This is in order to have adequate conversions from the TIC to concentration,

and thus accurate PK parameter generation. For regions of increased homogeneity, the

simplest method of T1-time estimation for a tissue is to assign its value to the tissue’s

T1-time reported in the literature [68, 70].

Figure 2.8: Graphical depiction of the major compartments involved in contrast agent
movement for DCE-MRI, taken from Tofts et al. (2003) [31]. The small grey circles
represent the contrast agent particles, while large ovals identify the cells. Here, Ktrans

is another PK-parameter called the intravascular-extravascular transfer rate constant. It
is displayed along with ve and vp, and is dependant on the capillary wall’s surface and
permeability.

The prostate for instance, has a broadly accepted T1-value of 1400-1700ms [68, 70, 71].

The problem with such an assumption is it lacks accounting for patient individuality, in-

cluding age and inhomogeneity between regions of the organ/tissue (e.g., glands in the

prostate) [68]. Thus, it has been suggested that in order to achieve the most accurate
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PK-parameter output results, patient-specific T1-mapping should be employed [68]. For

example, the head and neck (HN) region has increased heterogeneity, low SNR, and larger

variations in magnetic susceptibilities, which can make assumptions of the T1-time to one

value increasingly inaccurate [72].

The current gold standard method for measuring T1-time is using an inversion recovery

(IR) sequence [31, 72]. This approach includes changing the time of inversion (TI) in a

modified SE sequence to generate 3D T1-maps. This method however requires extensive

acquisition times and is thus difficult to implement clinically [7].

Instead, gradient-echo (GRE) based sequences are generally used to generate the T1-

maps for patient-based imaging due to shorter acquisition times [7, 73]. This includes

using the variable flip angle (VFA) method [74], which uses several short spoiled GRE

(SPGR) sequences sensitive to T1-times, whereby the FA’s (αn) are changed between rep-

etitions [74–77].

Most FA’s utilized in VFA sequences’ are less than 60◦. Due to this smaller FA, some

longitudinal magnetization still exists between repetitions, and hence the TR required to

wait for the original magnetization to return to its original amount is reduced for following

pulses. This allows for the desired shorter image acquisition time [31, 75, 76]. Another

benefit to using an SPGR sequence is that it obtains the images using a similar acquisi-

tion (imaging type and parameters) to the dynamic sequence. This allows for cross-image

registration and calibration errors to be mitigated [68, 76].

The dual flip angle (DFA) method involves using only two FA’s. The reduction in the

number of FAs shortens the time of acquisition even further and simplifies image post-

processing [75, 78]. However, there is often a compromise between reduced VFA ac-

quisition time and the accuracy of the T1-time estimation, which can have consequential

effects on the output PK-parameter maps [68, 72].
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When using the VFA method, sometimes the prescribed and applied FA magnitude can

differ due to B1-inhomogeneities [79, 80]. This can cause errors in the T1-time calcula-

tion, and have significant impacts on the PK parameters derived [67–69]. Further, this

effect increases with higher strength B0 fields [79]. Thus, B1-maps are often acquired

during the same imaging session as the VFA acquisition, and are used in post-processing

to correct the T1-times calculated [80].

One Siemens vendor-specific T1-mapping sequence is a volumetric interpolated breath-

hold examination (VIBE), which was developed in 1999 by Rofsky et al. (1999) [81].

VIBE uses fast 3D GRE sequences to generate high-quality T1-weighted and 3D-volumetric

images of the patient’s anatomy in a “breath-hold” (less than 30-seconds) time-frame to

minimise respiratory motion effects [82].

Another variant of this sequence is called StarVIBE. It is commonly used to compen-

sate for forms of involuntary motion in the body and reduce artefacts [83]. This allows

patients to continue free-breathing during imaging, which is beneficial for patients who

may not be able to hold their breaths for extended periods of time (E.g., for lung cancer

patients). StarVIBE has been shown to robustly be able to produce sufficient anatomical

and functional images of structures in the lung [83, 84].

2.3.5 Clinical Potential of DCE-MRI in Radiotherapy

DCE-MRI is often used clinically in cancer therapies for qualitative analysis (e.g. aiding

in visualizing tumour location) [12]. The technique’s non-invasive and quantitative ability

to assess tumour blood flow and vessel permeability has shown promise for it to be used in

tissue characterisation and treatment response assessment. This includes for tumours lo-

cated in the breast [15,52,85,86], brain [87], head and neck [88,89], and prostate [12,38].

This technique has seen the potential to be particularly useful in breast cancer diagnosis; a
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disease where often traditional diagnostic techniques, such as mammography, especially

can fail for women with dense breasts [85]. Several studies have reported on its use to

improve the diagnostic ability to characterize breast lesions [85, 86].

One such study composed of 124 patients was completed by Cheng et al. (2018). It aimed

to use DCE-MRI to help differentiate between benign and malignant lesions, and the re-

sults were very promising [85]. The study showed that the quantitative DCE parameters

derived alone had high diagnostic accuracy (specificity) of 94.9%. Further, several of the

PK parameters (inc. Ktrans and vp) were significantly higher for lesions which were ma-

lignant than those classified as benign.

Other studies highlight the potential of DCE-MRI in predicting treatment response for

cervical cancer patients [90]. One study conducted by Zahra et al. (2008), found that both

semi-quantitative and quantitative PK-parameters significantly aligned with the tumour

regression trends which were observed over the course of treatment.

Anatomy-specific technical limitations have been reported to exist in the literature; in-

hibiting conclusive correlations between PK-parameters and diagnosis and/or treatment

outcomes to be made. This includes tumours in the head and neck region due to the large

susceptibilities and tumour motion that can be present [72, 88]. Similarly, tumours lo-

cated in the cervical and lung regions often require increased temporal resolution for the

dynamic sequence due to rapid CA uptake; this presents a compromise to spatial resolu-

tion, sometimes at the expense of adequate PK-parameter assessment [90, 91].

There are however a number of broad factors which can impact the output PK parameters

accuracy and precision, which are ultimately limiting DCE-MRI’s clinical implementa-

tion [15]. This includes the noted inaccuracies that can be present in the pre-contrast

T1-map, image artefacts, and lack of standardization in used image acquisition parame-

ters and image processing/analysis techniques [15, 89, 90, 92, 93].
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For the technique to become translated clinically, imaging standardization is required.

This is along with the development of internationally recognized T1-mapping QA meth-

ods, in order to validate the accuracy and repeatability of the T1-maps subsequent PK-

parameters. This will be further addressed in section 2.4.

2.4 MRI Quality Assurance (QA)

QA refers to the process of ensuring that a product (e.g. an MRI scanner) is producing an

output (e.g. accurate ADC) of its intended quality. It does this by assessing if the process

is operating adequately in generating the output [31, 94]. There exist two types of QA.

The first includes QA services completed by a vendor to ensure the machine is perform-

ing within the manufacturer’s specifications (without user interaction). The second is that

carried out by the user to quantify any other machine performance characteristics [31].

MRI QA often involves manual and department-specific processes. This is due to there

being only very few national/international MRI QA guidelines available when compared

to other imaging modalities which use ionizing radiation [95]. There are some QA guide-

lines available for departments to use and test specific standard MRI performance char-

acteristics. For example, the National Electrical Manufacturers Association (NEMA) has

published specifications and procedures to verify a scanner’s SNR ratio [96] and slice

thickness [97] performance.

For MRI to be used in radiotherapy however, images need to have higher spatial accu-

racy and image reproducibility compared to diagnostic MRI images in order to achieve

accurate image registration and tissue delineation. Recently, the American Association of

Physicists in Medicine (AAPM) Task Group 284 Report was published. As an overview,

it outlined the additional MRI QA tasks needed for the effective implementation of MRI

into radiotherapy [98]. Suggested testing frequencies (e.g., monthly or daily) were noted

for certain QA tests, along with methods needed to carry out the tests such as characteris-
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ing B0 and B1 inhomogeneities [98].

At current, there are no qMRI performance characteristics listed in an MRI scanner’s ven-

dor specification list. Further, because of the novelty of qMRI compared to standard MRI

techniques, there are even fewer resources and literature available for departments to use

to develop and complete their own qMRI QA. It is for these reasons that the known level

of reliability for the quantitative values derived from scanners is limited, and is thus re-

stricting the clinical translation of the techniques [3, 7, 19, 37].

Ideally, qMRI assessments would involve measuring the technical performance charac-

teristics of each QIB, including its accuracy, repeatability, and reproducibility [7, 17]. A

definition of terms such as these, as per adopted from Sullivan et al. (2015) [99], will

serve to be standard references for the remainder of this thesis:

• Reference Value: A value used as a basis for comparison with values of quantities of the

same kind; derived through utilizing reference methods.

• Linearity: The ability to provide measured values directly proportional to the value of the

measure (in the same experimental unit). .

• Precision: The closeness of agreement between measured quantity values obtained by repli-

cate measurements of the same (or similar) experimental units.

• Repeatability: The precision; given that the conditions remain unchanged between replicate

measurements (e.g., same measurement procedure, operator and operating conditions, and

physical location).

• Reproducibility: The precision; given that the conditions vary between replicate measure-

ments.

• Bias: An estimate of a systematic measurement error; often expressed as a percentage

difference when comparing the measured value to a reference value.

• Accuracy: Does not have a single unambiguous definition. It is often used interchangeably

with bias (as per this thesis) and is used in a way that combines both bias and precision.

Determining such technical performance characteristics becomes especially important
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when the QIB is planned for use in cancer therapy, and a patient’s treatment plan is to

be potentially adapted based on the QIB value measured. There are developments cur-

rently occurring in this space, including international task groups developing qMRI QA

profiles and dedicated phantoms to assess QIB reliability on a scanner (as discussed in

sections 2.4.1 and 2.4.2 below).

2.4.1 qMRI QA Profiles

Although not yet recognised internationally as a standard for qMRI QA, there exist lists

of recommended qMRI imaging protocols, testing samples, and analysis methods for per-

forming the QA [7, 100]. The Quantitative Imaging Biomarkers Alliance (QIBA), a task

group created by the Radiological Society of North America (RSNA), has spent signifi-

cant time developing DWI- and DCE-MRI QA ‘Profiles’ [20, 101]; incorporating toler-

ances and QA recommendations from over 1000 publications in the literature [7].

These Profiles were released to aid in quantifying the reliability of DWI- and DCE-MRI

derived QIBs on MRI scanners to increase the QIBs clinical utility in single- and multi-site

trials. All Profiles, analysis software, and computer-generated DICOM datasets known as

digital reference objects (DROs) QIBA created are publicly available [7, 20, 101, 102].

The Profiles and literature suggest that standardized imaging sequences, protocols, phan-

toms for QA, and image analysis methods are key for translating qMRI QIBs into clinical

trials, and then clinical practice [7, 20]. A similar agreement was found in an overview

of Imaging Biomarkers in Oncology by Dregely et al. (2018) [2]. The following sections

will focus on MRI phantoms available for MRI QA purposes.

2.4.2 MRI QA Phantoms

A phantom refers to any object that acts to mimic human tissue for applications in medi-

cal imaging. They are generally designed with known properties and characteristics that

have been standardized using a source external to the medical imaging system (e.g. Nu-
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clear Magnetic Resonance (NMR) methods vs an MRI scanner). They have less variation

within their samples and allow for the removal of many of the variable properties and

interactions that occur naturally in human tissue. For these reasons, phantoms are largely

used for measuring the functional quality of medical imaging systems. However, due

to often oversimplifying the complexity of human tissue and having incomparably large

SNRs, in vivo imaging should also be used for QA validation [18].

There are several phantoms and reference objects designed for user-based clinical MRI

QA purposes [100, 103–105]. Clinical scanner properties like SNR, geometric accuracy,

spatial resolution, slice thickness and position, image uniformity, ghosting artefacts, and

central frequency can be assessed using phantoms like the American collage of Radiol-

ogy (ACR) MRI phantom [103], Eurospin Test Objects [104], or in part, the Alzheimer’s

Disease Neuroimaging Initiative (ADNI) MagPhan phantom [105].

All phantoms have specific usability limitations. For example, the Eurospin’s complex-

ity with multiple components and higher cost reduces its ability to be clinically imple-

mented [103]. Also, the ACR phantom is the most widely used clinical phantom in the

world, however, it’s known to degenerate over time and is limited in its set-up positioning

for performance assessments [100].

There are now specific qMRI phantoms and reference objects available; able to measure

both clinical and QIB related MRI scanner technical performance [7,100]. A summary by

Keenan et al. (2018) describes the phantom characteristics required for such assessments

and provides an overview of several phantoms currently available to complete this testing

[100]. qMRI QA using these phantoms can thus be used to ensure the changes measured

in patient QIBs are due to a physiological response, and not measurement variability

caused by scanner performance fluctuations.



2.4. MRI QUALITY ASSURANCE (QA) 30

2.4.3 ISMRM/NIST qMRI Phantoms

Two phantoms recommended for qMRI QA are the National Institute of Standards and

Technology (NIST)/International Society of Magnetic Resonance in Medicine (ISMRM)

System phantom, and the NIST/RSNA/ National Cancer Institute (NCI) Isotropic Diffu-

sion phantom [100].

ISMRM/NIST System Phantom

The System phantom was designed by NIST in collaboration with the ISMRM, and is

currently commercially manufactured by CaliberMRI (Colorado, United States). Its fea-

tures include similarities to the ADNI (geometric distortion array) and ACR (resolution

and slice profile additions) phantoms for clinical MRI QA applications. Additionally, this

phantom enables the measurement of some qMRI QIBs like T1, T2 (similar to EuroSpin)

and proton density (PD) [73, 100, 106]. The phantom is SI-traceable, low cost, has stable

vial solutions (for up to 4 years), and allows for simple and reproducible setups on MRI

scanners [73, 106].

In particular, the phantom has a spherical geometry with a 200 mm inner diameter (ID)

shell. This design was selected to mimic the approximate dimensions of a human head and

thus fit into most MRI receiver head coils [106]. The phantom design can be observed in

Figure 2.9 and includes five polyphenylene sulfide (PPS) plates (for low water absorption

and thermal expansion), which are connected together internally with PPS rod structures.

Anteriorly to posteriorly, the phantom comprises of [106]:

• Plate 5: 5 fiducial spheres (grey vials) and a T1 array (green vials)

• Plate 4: 13 fiducial spheres, resolution insert and a T2 array (red vials)

• Plate 3: 26 fiducial sphere and proton density array (yellow vials)

• Plate 2: 13 fiducial spheres and a slice profile (slice thickness insert)

• Plate 1: 5 fiducial spheres
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Figure 2.9: ISMRM/NIST System phantom schematic, taken from Stupic et al. (2021)
[106]. Observe there are five different plates embedded to facilitate the various tests
able to be performed using the phantom. These tests include geometric accuracy (grey
fiducials), slice thickness, spatial resolution, T1 (green vials), T2 (red vials) and proton
density (yellow vials) measurements.

The System phantom fulfils many of the phantom property requirements listed in the rec-

ommendations by Keenan et al. (2018) [100]. Further details on this phantom can be

found in a review on the phantom by Stupic et al. (2021) [106], and selected prior studies

which have used this phantom are outlined within chapters 3 and 5.

NIST/RSNA/NCI Isotropic Diffusion Phantom

NIST, NCI, and the RSNA collaboratively developed a commercially available isotropic

diffusion phantom, with 13-vials embedded with well-characterised reference ADC val-

ues [107, 108]. This phantom provides the ability to assess a scanner’s technical per-

formance over a wide range of physiologically relevant ADC values, which could affect

ADC reliability [107–109].

The Diffusion phantom is also manufactured by CaliberMRI, and its design has been

extensively described in the literature (see chapters 4 and 5) [7, 100, 107, 109]. As an

overview, it has an exterior spherical (194 mm diameter) plastic shell to again mimic the

shape of a human head [108]. To provide temperature stability, it has two opening points,
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located anteriorly and posteriorly, that can be opened to fill the phantom with an ice bath.

Figure 2.10: Vial arrangement within the Isotropic Diffusion phantom. PVP concentra-
tions are shown (by mass fraction (%)) for inner- and outer-ring vials. Centralized vial 1
(and vials 2-3) contain distilled water.

Within the phantom, there are 13 30mL plastic vials that encase aqueous solutions with

known reference ADC values. Figure 2.10 shows the phantom’s inner- and outer-rings

of vials surrounding the central distilled-water vial (positioned at isocenter). The sur-

rounding vials contain a range of concentrations (by mass fraction) of Polyvinylpyrroli-

done (PVP) in an aqueous solution including (%): 0, 10, 20, 30, 40, and 50. Reference

ADC values in each of the vials cover a wide range of physiologically relevant ADC

values [108].

2.5 Summary

Over the years, there have been many advances in radiotherapy: many of which have led

to improved post-treatment patient outcomes [1]. The use of both anatomical and phys-

iological imaging could further improve these outcomes by assisting ROs in ART-based

decision-making by providing enhanced treatment response assessment tools [2,3,16,21,

24, 25]. In particular, QIBs derived using qMRI techniques have been shown to have the

potential to aid in this decision-making. For example, some qMRI QIBs have been shown

to help assess treatment response for a wide-range range of anatomical sites [2,3,11–16].
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A key limitation associated with the past investigations that report on the potential of

qMRI QIBs includes the unknown accuracy and repeatability of the QIB values being

derived using clinical MRI scanners [7, 37]. To overcome this limitation, qMRI QA is

needed to be performed on scanners to assess the inherent technical performance of each

QIB [7, 18]. This includes for MRI scanners being used in both single- and multi-site

clinical trials investigating QIBs. Only in recent years have developments occurred in the

space of qMRI QA; including the evolution of dedicated qMRI phantoms and Profiles

(see sections 2.4.3 and 2.4.1).

Incorporating such QA will allow for the accuracy and repeatability of a QIB to be known,

and assist in overcoming some of the technical challenges of qMRI in single- and multi-

site clinical trials [7, 21, 64]. It is only then can the MRI-derived QIBs be considered for

clinical implementation and ultimately help improve treatment outcomes for patients [7].

The key focus of this thesis was to use the newly available resources to develop efficient

methodologies for assessing the accuracy and repeatability of qMRI biomarkers on MRI

scanners. These methods were then used to monitor a 3T radiotherapy dedicated MRI

scanner’s performance over short- (daily) and long-term (monthly) periods in order to

provide evidence for the need of this type of QA. Overall, this was aimed to assist other

departments in designing and implementing their own qMRI QA protocols.



Chapter 3

Determining the Accuracy and

Repeatability of T1 and T2 in a 3T MRI

Scanner

The results presented in this chapter have been published in the Journal of Applied Clini-

cal Medical Physics:

M. Carr, K. Keenan, A. Walker, R. Rai, P. Metcalfe, L. Holloway. Determining the

Longitudinal Accuracy and Reproducibility of T1 and T2 in a 3T MRI Scanner. Jour-

nal of Applied Clinical Medical Physics, vol. 22, no. 11, p. 143-150, 2021. DOI:

10.1002/acm2.13432

Contributions: M. Carr performed the measurements, analyzed the data, and wrote the

manuscript with support from all the authors. K. Keenan, R. Rai, P. Metcalfe, A. Walker,

and L. Holloway were involved in planning experiments and supervising the work.

3.1 Introduction

Recall from section 2.2.1 that T1- and T2-relaxation times become properties of tissues

when the body is exposed to an external magnetic field, such as inside an MRI scan-

34
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ner. These parameters are a function of the underlying quantum mechanical proper-

ties of the tissues in a magnetic field and can be measured using several different ap-

proaches [19, 40, 110].

T1-time is important in DCE-MRI for quantifying blood perfusion (see section 2.3.4), and

T2-time has been used in applications such as disease diagnosis [25,31] and detecting car-

tilage degeneration [111]. Quantifying the changes in T1- and T2-relaxation times, over

time, has seen the potential to aid in monitoring patient treatment responses to a variety

of cancer therapies [16, 24, 25, 31].

To translate T1- and T2-time into clinically utilized QIBs, it is essential they are accurate,

repeatable, reproducible and independent of scanner performance [7, 37]. As noted in

section 2.4.2, phantom-based QA programs can assist in determining the QIBs technical

performance on a specific scanner. The ISMRM/NIST System phantom is commercially

available for this purpose; with embedded vial arrays having well characterized T1- and

T2-reference times (see Figure 2.9).

In past longitudinal studies, this phantom was scanned repeatedly (up to 100 days) to

monitor changes in T1 and T2 over time using MRF [40, 110]. Variability in T1-time de-

rived from traditional spin echo (SE) methods has also been assessed using the phantom,

with single centre results finding that accuracy and repeatability of T1-time varied pre-

and post- a scanner upgrade [112].

Furthermore, a multi-site study found performance was dependent on sample T1-relaxation

time, magnetic field strength and sequence choice [19]. Previous longitudinal studies as-

sessing T1- and T2-time accuracy and repeatability acquired measurements at infrequent

and/or over short time periods [19,112,113], or assessed relaxation times relevant to spe-

cific anatomy at different magnetic field strengths [114].
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To address these noted shortfalls in the literature, the work presented in this chapter in-

vestigates T1- and T2-relaxation time accuracy and repeatability by uniquely imaging the

System phantom at high-frequency intervals. This included monthly image acquisitions

over one year, which were used to determine the scanners’ baseline performance metrics.

Using the System phantom also allowed for this assessment to be performed over a wide-

range of relaxation times instead of being limited to single relaxation time samples. Quan-

tifying the longitudinal changes in parameters such as T1- and T2-relaxation times is es-

sential for advancing the use of qMRI clinically (e.g., in long-term treatment response

monitoring) [7].

3.2 Methods

3.2.1 Data Acquisition

A System phantom was scanned on a monthly basis over the course of a year, ensuring

each scan was separated by a minimum interval of two weeks, using a 3T MRI scanner

(Siemens Healthineers, MAGNETOM Skyra, Erlangen, Germany). Imaging was com-

pleted using a 20 channel Head/Neck coil (Figure 3.1). T1-weighted inversion recovery

(T1-IR) and T1-VFA sequences were utilized for T1-mapping (see section 2.3.4), whilst

a multi-echo spin echo (T2-SE) sequence was used for T2-mapping.
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Figure 3.1: The System phantom on top of a 3D-printed holder, fitted to the Head/Neck
coil. 3D-orthogonal markings were drawn to assist with external laser alignment.

Sequence and parameter selections (outlined in Table 3.1), were based on recommended

protocols in the phantom manual [115]. All phantom setups, image acquisitions and

analyses were completed by one user (physicist with 3 years of MRI experience).
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Table 3.1: Acquisition parameters utilized for the three sequences tested. This includes
T1-inversion recovery (T1-IR), T1-variable flip angle (T1-VFA) and multi-echo spin
echo (T2-SE). Parameters encompassed: FA = flip angle, TE = echo time, TR = rep-
etition time, TI = time of inversion, FOV = field of view, Acq. time = acquisition time,
FE/PE/SE = frequency/phase/slice encoding respectively.

Parameter T1-IR T1-VFA T2-SE
Sequence 2D/TSE-IR 3D/SGRE 2D/SE-ME
Orientation Coronal Coronal Coronal
FA (degrees) N/A 2, 5, 10, 20,

25, 30

N/A

TE (ms) 6.9 2.44 10 to 320

by 10 ms

intervals
TR (ms) 4500 6.6 5000
TI (ms) 35, 75, 100, 125,

150, 250, 1000,

1500, 2000, 3000

N/A N/A

FOV (mm2)
(FE x PE)

250 x 250 250 x 250 250 x 250

# Slices 1 32 1
Slice Thickness (mm) 6 6 6
Matrix (FE/PE/SE) 256/192/1 256/192/32 256/192/1
# of averages 1 1 1
Acq. Time (min) 40 8 16

3.2.2 ISMRM/NIST System Phantom

The T1 and T2 sequences imaged the T1- and T2-arrays (as described in section 2.4.3)

embedded within the System phantom (serial: 130-0111: CaliberMRI, Colorado, United

States), respectively [106]. NMR IR methods have been used by NIST in the past to

characterize these solutions under 3T and 20◦C conditions, and the reference values are

provided in Table 3.3 [116, 117]. Note that vials 1 and 5 from the T2-array were not in-

cluded in the analysis at the recommendation of the manufacturer.

The phantoms’ arrays at 20◦C covered a large range of relaxation times, including those
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found in the human body at 3T: T1 = 121 ms to 1884 ms and T2 = 30 ms to 79 ms

[71, 106, 117, 118]. The physiologic range of relaxation times was of particular interest,

and thus results were separated into two categories: full vial range and, a subset, human

vial (physiologic) range. Temperature of the surrounding deionized water in the phan-

tom was measured both before and after each scanning session using a NIST-traceable

thermometer (Traceable® Extreme Accuracy Thermometer, 1227U09, Thomas Scien-

tific, Swedesboro, U.S.A).

3.2.3 Image Analysis

All image processing was completed using a consistent software platform and analysis

method. ImageJ (National Institutes of Health, Maryland, USA) was initially used to

manually identify the centre pixel locations of each array vial on the shortest inversion

time (TI) (35 ms) image of the T1-IR dataset. These locations along with all datasets

were imported into an in-house developed Python script (see Appendix A). This automat-

ically positioned a 10-pixel (approx. 9.8 mm) diameter circular region of interest (ROI)

to be at the centre of each vial and on the central slice of the respective T1 and T2 array.

The average signal (S) for each vial ROI was calculated and fitted to corresponding signal

Equations 3.1, 3.2, or, 3.3, depending on the sequence: T1-IR, T1-VFA or T2-SE, re-

spectively. This process included using a non-linear least-squares Levenberg-Marquardt

algorithm to calculate the respective relaxation times, as implemented by LMFIT in

Python [19,31,110,112,119]. Specifically, this was a mono-exponential fit (3-parameters)

for the T2-SE signal whereby the first echo was omitted due to expected and observed

inconsistent phase coherences [120, 121]. For T1-IR and T1-VFA, this used a 4- and 2-

parameter fit model, respectively (see Table 3.2).

T 1− IR : S(T I) = |M0(1+(invF −1)e
−T R

T1 − invF • e
−T I
T1 )|+n (3.1)
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T 1−V FA : S (α) =
sin(α)•M0

[
1− e

−T R
T1

]
1− cos(α)• e

−T R
T 1

(3.2)

T 2−ME : S (T E) = M0e
−T E
T 2 +n (3.3)

In equations 3.1, 3.2, or, 3.3, α denoted the nominal FA used in the VFA acquisition,

TR was the repetition time, TI was the time of the inversion pulse and TE was the echo

time. These parameters were read from the DICOM header in the imported images using

Python. Further, invF = (1− cos( /0)) was the inversion factor where /0 is the angle of

inversion, M0 was the equilibrium magnetization and n was the noise factor.

Table 3.2: Initial values and bounds of parameters implemented in the signal fitting
equations for each of the three sequences. Note that TInull was estimated to be the TI
which had the minimum signal (S(TI)) value registered to the T1-IR data.

Sequence Parameter Initial Value Min Max

T1-IR

M0 max(S(TI)) 0 -

InvF 2 1 2

n 0 0 -

T1 (ms) TInull/ln(2) 0 5000

T1-VFA
M0 max(S(α)) 0 -

T1 (ms) 800 10 3000

T2-SE

M0 max(S(TE)) 0 -

n0 0 - -

T2 (ms) median(S(TE)) 0 2000

These three parameters were all unknown and required derivation using the non-linear

least-squares Levenberg-Marquardt algorithm, with the initial parameters and bounds

given in Table 3.2. These were based on the expected range of minimum and maximum

T1 and T2 times in the phantom for each sequence, as well as to closely align with the

initial parameters reported in the literature [19].
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Note for T1-VFA signal fitting, vials 1-8 were fit with all six FA’s in the image sequence.

Vials 9-14 however, due to the large amount of signal saturation detected for FAs 20-30o,

were only fit with FAs: 2o , 5o and 10o. This was a similar filtering method to that em-

ployed in the literature when similar saturation effects were observed [112].

To assess the accuracy error of the measured T1- and T2- times, the %bias was calculated

(as per Equation 3.4) for each monthly acquisition and each vial using a comparison to

the NIST measured reference vial value.

%bias =

(
Measured T1 − NIST (NMR)T 1

NIST (NMR)T 1

)
×100 (3.4)

To assess the repeatability over the range of reference T1- and T2-times in the phantom,

a coefficient of variation (%CV) was calculated as per stipulated in Equation 3.5. This

was using the individual vials’ mean (µ) and standard deviation (σ ), calculated over the

12 monthly repetitions.

%CV =
σ

µ
×100 (3.5)
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3.3 Results

The phantoms’ T1 and T2 arrays were imaged monthly using the respective T1-IR/T1-

VFA and T2-SE imaging sequences described in Table 3.1. The average interval between

imaging sessions was 4 weeks. The mean T1- and T2-times derived for each vial and their

standard deviations (SD) are listed in Table 3.3, and were calculated using all months’

measurements. Table 3.3 also includes the NIST reference vial values, as reported by the

manufacturer [116, 117].

3.3.1 Full Vial Range

A wide range of accuracy errors in T1 and T2 measurements existed over the full vial

range. Visualization of this variability can be seen in Figure 3.2. T1-IR had the smallest

bias when all vials were included (median= +3.6%), compared to T1-VFA (+5.0%) and

T2-SE (+5.8%) sequences.

In terms of repeatability for T1-IR, T1-VFA and T2-SE sequences, respective CV’s over

the full vial range were 2.5%, 4.3% and 2.2%. The largest CV’s and accuracy deviations

were found to occur in the shortest reference time vials, as seen in Figure 3.3. For exam-

ple, the T1-IR bias in vials 13 and 14 was respectively +21% and +71%, and -14% and

-35% for T2-SE. Similarly, T1-VFA measurements in vials 10-14 had biases in the range

of -17% to +14%.
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Figure 3.2: Bland-Altman plots for (a) T1-IR, (b) T1-VFA and (c) T2-SE (bottom), show
the difference (%) between measured and reference T1 and T2 times for vials in the full
vial range. Median bias (and lower – upper quartiles) are displayed and include: +3.6 %
(+0.8 – +7.7), +5.0% (-1.46 – +9.96) and +5.8% (-3.8 – +11.1) for T1-IR, T1-VFA and
T2-SE respectively.
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Table 3.3: T1- and T2-times both measured by NIST at 20◦C and experimentally derived using T1-IR, T1-VFA or T2-SE methods. The NIST times
were obtained from the phantom manual [117], and experimental times have been presented as an average of the 12 monthly measurements (with
respective SD’s). Vials 1-14 refer to the full vial range, whilst only vials 1-9 refer to the human vial range (left).

Vial Number: 1 2 3 4 5 6 7 8 9 10 11 12 13 14

T1 (ms) NIST Value 1884.0 1330.2 987.3 690.1 485.0 341.6 240.9 175.0 121.1 85.8 60.2 42.9 30.4 21.4
SD 30.3 20.4 14.2 10.1 7.1 5.0 3.5 2.5 1.8 1.2 0.9 0.4 0.6 0.3

T1-IR (ms) Value 2007.2 1430.7 1032.9 655.0 489.4 348.3 246.8 170.2 117.9 86.7 64.9 46.4 36.7 36.8
SD 77.8 63.7 12.0 13.9 5.5 1.2 1.0 4.7 3.9 4.2 1.1 0.9 3.3 6.5

T1-VFA (ms) Value 1894.1 1370.2 1036.0 732.7 528.3 376.6 273.5 198.1 113.9 71.1 63.3 42.2 29.7 24.4
SD 74.7 52.4 39.8 27.1 22.7 15.8 11.9 8.4 5.4 3.9 3.4 3.7 2.1 2.4

T2 (ms) NIST Value * 379.5 267.3 175.1 * 88.9 63.4 44.2 29.9 19.4 14.7 10.5 7.3 5.3
SD * 3.6 2.5 1.7 * 0.8 0.6 0.4 0.3 0.2 0.1 0.1 0.1 0.1

T2-SE (ms) Value * 364.5 269.1 183.9 * 97.1 71.9 50.2 33.4 21.2 16.0 10.0 6.3 3.5
SD * 7.4 5.6 3.5 * 1.8 1.3 1.0 0.8 0.6 0.4 0.4 0.4 0.4

*Vials removed from analysis at the recommendation of the manufacturer.
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Figure 3.3: Coefficient of Variation (CV) calculated for each vial and each sequence
from all monthly acquisitions. This is where vial 14 corresponded to the shortest vial
reference T1- and T2-times, while vial 1 had the longest reference time (vial diagrams,
not to scale, provided from the System phantom manual [115]).

3.3.2 Human Vial Range

The human vial range omitted results from the vials with the shortest reference times.

Consequentially, the median bias fluctuated between approximately -20% and +20% (Fig-

ure 3.4), and IQR’s and CV’s were reduced compared to the full vial range (Table 3.4).

Table 3.4: Summary of the baseline accuracy (bias) and repeatability (CV) measured
for the 3 sequences investigated at 3T: Full phantom vial range (top) and human vial
range (bottom). Values are stated as the median of all months/vials’ acquisitions and
their respective inter-quartile ranges.

(%) T1-IR T1-VFA T2-SE

Full Vial Range:
T1: 1884-21 ms &
T2: 380-5 ms

bias +3.6 (6.9) +5.0 (11.4) +5.8 (14.9)

CV 2.5 (3.0) 4.3 (1.4) 2.2 (0.9)

Human Vial Range:
T1: 1884-121 ms &
T2: 380-30 ms

bias +2.0 (6.11) +6.5 (10.0) +8.5 (10.7)

CV 2.1 (2.2) 4.2 (0.4) 1.9 (0.2)
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Figure 3.4: Bland-Altman plots for (a): T1-IR, (b): T1-VFA, and (c): T2-SE. The
%difference can be observed between measured and reference T1 and T2 times for vials
within the human range. Median biases (and lower – upper quartiles) are displayed and
include: +2.0 % (-1.6 - +4.5), +6.5 % (+0.7 – +10.8) and +8.5 % (+2 - +12.7) for T1-IR,
T1-VFA and T2-SE respectively.

3.3.3 Signal Fitting

The resulting fitted signals from month 1 data acquisitions are shown in Figures’ 3.5, 3.6,

and 3.7. Similar fits were observed over all months. Observations of the errors introduced

by keeping the 1st echo in the T2 fitting can be seen in Figure 3.8. Further, Figure 3.9

shows the T1-VFA results for all months (over the full vial range) for the case that the

filtering process recommended was not utilized (i.e., using 6 FAs for all vials).



3.3. RESULTS 47

Figure 3.5: T1-IR fit produced for vials 1-14 for month 1. Values are given as T1 ± SD
(of the fit). No signals approached saturation points (magnitude = 4095).

Figure 3.6: T1-VFA fit produced for vials 1-14 for month 1. Values are given as T1 ±
SD (of the fit). Notice the green data points approaching saturation (magnitude = 4095)
at shorter reference T1 vials (9-14) and for larger flip angles. These were removed from
the fit as seen.



3.3. RESULTS 48

Figure 3.7: T2-SE fit produced for vials 1-14 for month 1, with the 1st echo removed.
Values are given as T2 ± SD (of the fit). Notice that signals were approaching the noise
floor, especially for shorter reference T2 vials.

Figure 3.8: Original T2-SE fit produced for vials 1-14 for month 1 whilst preserving the
1st echo. Values are given as T2 ± SD (of the fit). Note the difficulty in producing the
mono-exponential fit; large SD error were produced along with illogical overestimations
of T2, especially for higher reference time vials (1-4).
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Figure 3.9: Non-filtered Bland-Altman plots for T1-VFA highlights the difference (%)
between measured and reference T1 times for vials in the full range. Notice the large
variability in %bias for shorter T1-times. Median biases (and lower – upper quartiles)
are displayed and include: +11.7 % (+5.5 – +89.9).

3.3.4 Linearity, Time and Temperature Dependencies

There was a strong linear correlation between NIST reference times and all measured

relaxation times. The coefficient of determination, R2, was calculated by plotting the ref-

erence times against those measured (Figure 3.10). R2 for T1-IR, T1-VFA and T2-SE

was found to be 0.999, 0.999 and 0.998, respectively.

The monthly changes in the T2 measurements over the 12 months can be seen in Figure

3.11, along with recorded temperature fluctuations. Each month/vial is presented with its

respective errors, generated from the SD of the fit. This was calculated using the square

root of the diagonals of the covariance for the parameter. Similar results for T1-IR and

T1-VFA were observed.
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Figure 3.10: A strong linear correlation was found between (full vial range) reference
and measured T1 and T2 times. This was true for (a) T1-IR, (b) T1-VFA and (c) T2-SE
sequences. Note: All axes have employed a logarithmic scale.

Figure 3.11: Monthly fluctuations observed in T2-SE measurements, with overlaid av-
erage temperature readings. Error bars were generated from the standard deviation of
each vial (calculated from the parameter fit).

On average, the initial and final temperatures recorded each month was 20.1 ± 1.5◦C, and

20.8 ± 1.0◦C, respectively. The change in temperature over individual imaging sessions

was generally less than ±0.5◦C. Correlation coefficients (ρ) were calculated between

recorded temperature and measured T1 for IR and VFA sequences (ρ = 0.003 and ρ =
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-0.001, respectively), and for T2 (ρ =0.007). Similar calculations showed that there was

no clear relationship between systematic variations over time with the T1 or T2 measure-

ments (ρ < |0.001|).

3.4 Discussion

In this chapter, the reliability of T1 and T2 relaxation time parameters derived using a 3T

MRI scanner was assessed. Accuracy and repeatability results presented in this chapter

were comparable to previous studies completed using the same phantom type and similar

sequences, when including all vials [19, 110, 112].

The advice to remove specific vials from the T2 analysis was at the recommendation of

the manufacturer. They believe there were probable mixing or labelling errors that oc-

curred during the manufacturing of vial 5. The issues with vial 1 most likely derived from

the storage of the vials’ MnCl2 solution prior to manufacturing the phantom: it was stored

in glass, and it is suspected that the Mn within plated onto its glass storage bottle [122].

Also, vial 1’s solution has a low concentration of Mn, and reducing this further would

result in an anomalously longer T2 than expected. These issues have since been resolved

by the manufacturer; however, this highlights the need for monitoring qMRI phantoms as

well as systems.

3.4.1 Accuracy and Repeatability

Repeatability was improved for T1 and T2 measurements in the human vial range of the

phantom compared to the full vial range. The CV of T1 and T2 in this range for all se-

quences tested was less than 5%. Further, Bland-Altman plots in Figure 3.4 showed the

bias of these parameters ranged between approximately -20 to +20%, with an average

parameter over-estimation. The average biases measured for T1-IR, T1-VFA and T2-SE

sequences were +2.0%, +6.5% and +8.5%, respectively. These bias magnitudes were sig-
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nificantly lower compared to thresholds reported in literature (of 20% to 40%) that could

lead to erroneous outcomes if used in applications such as tissue discrimination, including

distinguishing malignant from benign tissues [68, 118].

Although the average across all three sequences recorded positive biases, drifts in bias

were observed for vials with longer reference T1 and T2 times. As shown in Figure 3.4,

the T1-IR sequence showed an upward drift from -5.1% for vial 4 (reference T1=690ms),

to a mean positive bias of +6.5% for vial 1 (T1=1884ms). In contrast, the T1-VFA se-

quence demonstrated a downward trend for vials with reference T1 ≥ 241ms, moving

from a mean positive bias of +13.5% for vial 7 (T1=241ms) towards the zero-line, record-

ing +0.5% for vial 1 (T1=1884ms). These findings are in line with observations made in

past research using similar sequences [19, 110, 123, 124].

For the T2-SE sequence, a similar downward trend was seen for reference vials with T2

≥ 88ms (vial 6). This included progressing from a positive bias of +9.2% for vial 6 to a

negative bias of -4.0% for vial 2 (T2=380ms). Comparable findings have been reported in

the literature for T2 measurements using this phantom [110,125]. This observation could

be due to vials with long T2 times being more susceptible to inaccurate flip angles and

eddy currents [110].

The T1-IR method showed superior accuracy and repeatability when compared to T1-

VFA. This is consistent with existing literature [19, 118]. Such a finding was expected

given VFA methods have been known to overestimate T1-times, and show increased sus-

ceptibility to B1-inhomogeneity effects compared to T1-IR; frequently requiring a B1-

correction [19]. This comparative approach was employed as T1-IR sequences are widely

accepted as a gold-standard in the field (see Section 2.3.4), and thus provide a valuable

point of reference for the T1-VFA sequence [19]. Such methodology is common in the

literature when evaluating alternative or new T1-mapping sequences, such as novel MRF

methods [19, 110, 112, 126].
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This study aimed to follow QIBA guidelines by utilizing a common imaging protocol

that was open source and could allow for prospective multi-site investigations [7, 115].

Note that no B1-corrections were implemented in this study as there is currently no com-

monly used correction technique available [127]. A future study would utilise department-

specific patient imaging protocols for T1-mapping and compare scanner baseline %bias

and repeatability.

3.4.2 Signal Fitting

For the T2-array, signals for shorter T2 vials often approached the noise floor (Figure

3.7). Also, the mono-exponential fitting applied to the T2-SE signal, replicating meth-

ods used in the majority of clinical and preclinical studies, is known to be susceptible

to inaccuracies generated by B1-inhomogeneities [40, 118, 121]. This can lead to imper-

fect refocusing flip angles, especially for the first echo (Figure 3.8) and can contribute

noise [111, 120, 121]. For these reasons, the first TE and signal were discarded from the

fit and a noise factor was introduced in the model fitting procedure [Equation 3.3].

During post-processing of the T1-VFA magnitude images, the average signal from ROI’s

in vials with shorter reference times (9-14) were observed to have signal saturation. This

was especially the case for larger flip angles (20◦ to 30◦). Thus, only magnitude images

for FA’s 2◦, 5◦ and 10◦ were used to calculate T1 for the saturated vials, similar to Keenan

et al. (see Figures 3.6 and 3.9) [112].

It should be noted that several methods exist for calculating qMRI parameters like T1

and T2, with each algorithm compromising between efficiency, accuracy, and ability to

handle low SNR values [128]. The Levenberg-Marquardt algorithm is commonly used in

the literature and has reported satisfactory efficiency and accuracy performance, and thus

was used in this study [19,114,121,128,129]. However, this method can be computation-

ally demanding and sensitive to the initial guesses for parameters; if these are far from
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the true parameter value, it may lead to highly inaccurate results [130]. The impact of

algorithm choice on T1 and T2 quantification, while out of the scope of this study, should

be considered in future investigations.

3.4.3 Linearity, Time and Temperature Dependencies

Due to limited scanner time availability, imaging could not be completed on the same day

of each month. Instead, a time constraint of at least 2 weeks between imaging sessions

was implemented, achieving a 4-week average spacing. Temperature variations between

18-22◦C had no observed effect on the measured T1 and T2 times. This was expected for

the NiCl2 solutions in the T1-array, with known minimal fluctuations within these tem-

perature ranges [106].

There was a 1.6%/ ◦C linear dependence expected for the MnCl2 T2-array solutions [106].

However, due to the small temperature fluctuations recorded in this study (averaged within

1◦C of the NIST reference conditions), no significant relationship was observed (ρ =

0.007).

There was a strong linear correlation between the reference and measured vial relaxation

times (R2 < 0.997). It can be seen in Figures 3.10 and 3.9 that the largest deviations in

%bias and repeatability occurred for vials with the smallest relaxation times. This can be

partially explained by the acquisition parameters utilized. For example, in the T1-array,

vials 13 and 14 had reference times of approximately 30 ms and 21 ms respectively;

shorter than that of the first TI (35 ms) used in the T1-IR pulse sequence.

Similarly, for the T2-array, vials 13 and 14 had reference times of 7 ms and 5 ms; less

than the shortest TE (10 ms) used in the T2-SE sequence. Detecting shorter T1 and T2

times is often a challenge to scanner’s gradient hardware and available sequence acqui-

sition parameters [110]. However, these sequences were utilized as they are commonly

available and designed to capture the wide range of relaxation times in the phantom.
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There were no trends in variability for T1 or T2 accuracy measurements over the course of

the 12-month study (see Figure 3.11). According to the literature, major system upgrades

can cause large changes to occur in T1 measurements [112, 131, 132]. During this study,

two hardware replacements of the Transmit-Box (containing RF transmitters) occurred

between months 7 and 8 and also months 10 and 11. In the months immediately following

these replacements, particularly for months 8 and 11, the percentage of pixels with signal

saturation reduced by -3.4% and -2.3%, respectively. However, these reductions were

not significantly different when compared to other months measurements, and hence the

cause of the reduction was not determined.

3.5 Conclusion

High accuracy and long-term repeatability in physiologically relevant T1 and T2 times on

a radiotherapy dedicated 3T MRI scanner was found in this chapter. Baseline bias (and

CV(%)) for T1-IR, T1-VFA and T2-SE sequences were +2.0% (2.1), +6.5% (4.2) and

+8.5% (1.9) respectively. Shorter sample relaxation time vials had increased measure-

ment instability; however, no systematic variations in accuracy over time were observed.

These longitudinal and frequent assessments of qMRI scanner technical performance fluc-

tuations are especially important in the case of treatment response monitoring [7].

With the high repeatability of the accuracy measurements observed, similar to Ihalainen

et al., it is predicted that future measurements using this scanner would yield similar

results [113]. Consequentially, QA frequency recommendations to the department in-

volved conducting testing annually and surrounding the time of any major scanner up-

grades. Future work will involve determining deviations in T1- and T2-times when using

department-specific sequences (see Chapter 5), and to find the cause of the signal satura-

tion fluctuations in T1-VFA acquisitions for shorter reference time vials.
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4.1 Introduction

qMRI is increasingly being used in radiation oncology, and especially in the case of DWI-

MRI. Recall from Section 2.3.1, DWI-MRI can be used to study a patient’s tissue cellular-

ity via calculating the ADC. This measured value has potential to aid in disease diagnosis

56
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and monitoring/predicting treatment responses [8,21]. Further detail regarding the clinical

potential of this QIB is outlined in Section 2.3.2. It is however the technical performance

uncertainties associated with measuring ADC that are currently limiting the wide-spread

clinical implementation of the technique [7, 37, 41, 133].

In 2019, QIBA released their Diffusion Profile [7, 20]. Specifically, this Profile lists the

precise methods and specifications that need to be performed/met for a site to ensure re-

producible ADC in multi-center clinical trials. It incorporates recommendations based

on literature to use standardised phantoms and sequences to establish a scanner’s base-

line performance levels (e.g., ADC %bias, repeatability, precision, signal to noise ratio

(SNR)) [2, 20, 21, 37]. The Profile requires testing to be performed on a pure water ADC

sample [20], and there are several phantoms available for this purpose [107, 133–135].

The NIST/RSNA/NCI Diffusion phantom, is a commercially developed phantom that can

also be used for ADC QA. It has been used in the past to test the accuracy and repeatabil-

ity of ADC on/or between MRI scanners [63, 64, 136], MR-linacs [11, 41], and Diffusion

Tensor Imaging (DTI) parameters on MRI scanners [109].

The literature is however lacking long term and frequent system stability measurements

of ADC (see section 2.4). This is essential for simulating serial scanning in treatment

response monitoring [20]. Further, most studies investigating ADC reliability using the

NIST/RSNA/NCI phantom report only on using coronal [64, 107, 124] or axial [41, 133]

slice-encoded image acquisitions. Although the Profile requires only axial imaging for

conformance testing, multi-directional DWI imaging is routinely performed in the clinic,

depending on the anatomical site [137–139]. Thus, it is important to determine any imag-

ing directional dependencies on ADC reliability [20].

The main aim of the work presented in this chapter was to assess the long-term technical

performance of ADC on a 3T radiotherapy dedicated MRI scanner. Factors important
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for the clinical imaging of different anatomical sites with uncertain effects on scanner

performance were investigated, including multi-directional imaging and ADC linearity.

4.2 Methods

4.2.1 Image Acquisition and Phantom setup

The design of the diffusion phantom used in this study (phantom serial number: DP128-

A-03-0113), has been described in Section 2.4.3. The phantom was imaged at monthly

intervals over one year (at a minimum of 2 weeks apart) using the same 3T MRI scanner

as was used in Chapter 3.

The system-specific phantom scan protocol and parameters used in this study are outlined

in the QIBA Profile [20]. This included the use of a 2-D single shot echo-planar imaging

(SS-EPI) sequence (scan time of approx. 2 minutes), with a 3-scan trace and four b-value

diffusion weightings (s/mm2): 0, 500, 900, and 2000. The echo-time (TE) and repetition-

time (TR) used for imaging were 10,000 ms and 106 ms, respectively.

Additionally, the QIBA Profile required standard shimming procedures be employed in

the imaging protocol to improve the uniformity of the magnetic fields of the scanner [20].

For the Siemens scanner used in this study, the standard shimming methods for EPI se-

quences involved setting the B0 shim mode to ‘standard’, and B1 shim mode to True-

Form. This is where TrueForm refers to the use of TimTX Trueform RF transmitter coils

(Siemens Healthineers, Erlangen, Germany) [44].

Prior to scanning, the phantom was filled with an ice-water bath and refrigerated for a

minimum of two hours to achieve thermal equilibrium at 0◦C [20, 108]. Immediately

prior to scanning, the phantom was refilled with ice and the temperature was measured

using the same NIST-traceable thermometer as described in Chapter 3. Temperature was

measured again immediately after scanning.
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For phantom alignment, the central water vial was aligned to isocenter within a 20 channel

Head/Neck coil 4.1. The phantom was manually repositioned from its axial orientation to

coronal and then sagittal within the Head/Neck coil (as described in the phantom manual)

[108].

Figure 4.1: Diffusion phantom in its axial orientation within a head/neck coil. A 3D-
printed base holder and stabilizing aids were used to assist in reproducible positioning

Simultaneously to each physical rotation, the slice-encoding (and phase-encoding for

coronal) direction was changed to match the respective phantom orientation, maintain-

ing Figure 2.10’s vial arrangement in the generated ADC-maps. Each long-term (LT)

monthly acquisition included repeating the SS-EPI sequence four times to acquire the

short-term (ST) measurements in each phantom orientation, as per QIBA Profile guide-

lines.

Note that precautionary methods were implemented to minimize the likelihood of susceptibility-

induced distortions caused by air-gaps in the ice bath (see Section 2.3.2). Firstly, crushed

ice was used to reduce any initial air-gaps in the phantom. Secondly, the phantom was

removed from the scanner and topped-up with more crushed ice and cold water between

physical phantom rotations if required. The latter was only performed if substantial air-

gaps were detected in the first set of images collected per phantom orientation, as viewed
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on the console. All four repetitions were then additionally acquired once the phantom had

been returned to its correct position within the scanner.

Both DW images and scanner generated (inline) ADC maps were exported from the

Siemens Syngo Workstation to preserve DICOM meta data. The inline maps were calcu-

lated using a linear regression analysis by fitting the signal for all b-values, S(b), to the

mono-exponential model described in Equation 2.5 [49].

4.2.2 Region of Interest Analysis

Using the first repetition ADC map measured for each imaging direction, the central pixel

location was manually identified for each of the vials using ImageJ v1.53c (National In-

stitutes of Health, Maryland, USA). These locations along with all four repetitions of DW

images and ADC maps were imported into an in-house developed Python analysis script

(see Appendix A).

Circular ROIs of 1.2 cm diameter, covering approximately 109 pixels, were positioned

over the center of each of the 13 vials on three central phantom slices for statistical analy-

sis (average pixel intensity calculated over the volume of interest (VOI)). Phantom slices

found to have major artefacts occurring near any of the 13 vials were excluded from anal-

ysis via shifting the entire VOI selection away from the affected slice.

4.2.3 QIBA Profile Analysis

The Profile required the assessment of seven key measurements, with calculations and

definitions outlined in Table 4.1 and tolerance limits in Table 4.2. Measures for tests A-E

were calculated using the inline derived ADC maps, whilst tests F and G required the DW

images. Further details on the methods used to complete this testing can be found in the

Profile documentation [20].
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4.2.4 Software Validation and Spatial Dependence

The QIBA Profile recommended investigating the analysis software used for testing Pro-

file conformance. To do this, computer generated DICOM DRO datasets with b-values of

0, 500, 800, and 2000 s/mm2 were imported into the offline DWI-fit Python script [102].

The offline fitting method was like that described for the inline ADC map derivation.

Offline ADC maps of the DROs were produced to estimate the %bias and standard devia-

tion (SD) over a range of phantom relevant SNRs (50 to 100) and ADC values (0.1 - 1.1 µ

m2/ms) [20,140]. The same fit was used on the first repetition of each monthly DW image

from the axial phantom scans (datasets = 12), using the central water vial ROI from tests

A-E. R2 was used as a measure of goodness-of-fit in both cases, and inline versus offline

ADC values were compared to assess %bias.

The offline script was also designed to identify ROIs in the DW images that had experi-

enced signal saturation. Signal saturation, also known as data clipping, occurs when the

signal received is outside of the system’s detectable range. In addition, the same SNR

code as used in test F was used on the four repetition DROs available [102].
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Table 4.1: Overview of tests completed to assess conformance to the Profile [20]. Note:
Excluding test D, Profile testing was only required to be performed on the central wa-
ter vial (at isocenter) using axial acquisitions. Further, short-term (ST), refers to the
intra-day measurements acquired, whilst long-term (LT) refers to the intra-month mea-
surements acquired.

Test Relevant Equations Definitions

A %bias = µ−DCT
DCT

× 100%
DCT

µ

= True Diffusion Coefficient

= Mean of Measurements

B/C
RCST/LT = 2.77 × SD

CVST/LT = 100%× SD
/mu

RC

CV

SD

ST

LT

= Repeatability coefficient

= Coefficient of variation

= Standard deviation

= Over 4 x short-term measurements

= Over 12 x long-term measurements

D

R2 = 1− RSS
T SS

AND

Y = β0 +β1 ×DCT

R2

RSS

TSS

Y

β0

β1

= Coefficient of determination

= Sum of squares of residuals

= Total sum of squares

= Measured ADC (all vials/months)

= Intercept

= Slope

E CVP = 100%× SDpix
µROI

ROI

SDPix

= Region of interest (isocenter vial)

= Over ADC values within the ROI

F SNR = µROI [SignalImage]
µROI [NoiseImage]

SNR

Signal

Noise

= Signal to noise ratio

= Average of pixels values for each

ROI over the 4 x ST repetitions

= Average of pixel SD values for each

ROI over the 4 x ST repetitions

G Depb = 100%×|
ADCb0,bn+1−ADCb0,bn

ADCb0,bn
|

Depb

ADCb0,nn+1

b1−3

= b-value dependence

= ADC generated using b0= 0 s/mm2

and bn+1, where bn1 >bn

= 500, 900 or 2000s/mm2

Following personal communication with QIBA, an estimate of spatial dependence (DepS)

was completed using the diffusion phantom. Specifically, the %bias deviations along the

lengths of the central water vial (axially), outer-ring water vial (axially), and central water

vial (coronally), were respectively used to assess superior to inferior (SI), right to left (RL)

and anterior to posterior (AP) spatial dependencies at approximately 4 cm from isocenter.
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A Profile tolerance of ± 4 % was stipulated for each individual direction [20].

4.3 Results

The phantom was imaged 12 times over a one-year period, with an average four-week

interval between imaging sessions. Average pre- and post-scan temperatures were -0.1 ±

0.1 ◦C and 0.0 ± 0.2 ◦C, respectively. For any monthly imaging session, the maximum

(absolute) temperature changes pre- and post-scanning was 0.4 ◦C.

Figure 4.2: Month 7, repetition 1, axial images of one of the phantom’s central slices,
including the (a) isotropic diffusion weighted images with b-value = 0 s/mm2 and (b) b-
value = 500 s/mm2. (c) Also, the inline derived ADC-map with (d) corresponding ADC
regions of interest for all 13 vials is shown.

Typical DW images and inline ADC maps (and respective ROIs) are shown in Figure

4.2. Susceptibility-induced distortions in the ADC maps were primarily observed in outer

ring 40 % and 30 % PVP vials for axial and sagittal acquisitions, respectively (see Figure

4.3). Consequently, central VOI’s were selected to mitigate the observed distortions. A

summary of the Profile test tolerances and acquired results for the central water vial are

listed in Table 4.2.
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Table 4.2: Accuracy, short-term repeatability, long-term repeatability, linearity, random
error, SNR and b-value dependence (tests A to G) tolerance limits and mean value ±
SD (where applicable), obtained from the 12 monthly measurements of the central water
vial (as per Profile requirements). aCertain month’s data have been excluded from the
presented results due to retrospective findings of signal saturation occurring within the
datasets. For SNR, this included excluding axial results acquired for months 1, 2, 6 and
9, and coronal and sagittal results for months 1 and 5, and 1 and 6, respectively. For
Depb, results for month 1 were excluded in calculations for all directions.

Test
Performance

Metric
Profile

Tolerance
Axial Result Coronal Result Sagittal Result

A |%bias| <3.60 + 0.05 ± 0.01 + 0.83 ± 0.00 + 0.29 ± 0.01

B
RCST (µm2/ms)

CVST (%)

≤ 0.015

≤ 0.5

0.003 ± 0.001

0.1 ± 0.0

0.005 ± 0.002

0.1 ± 0.1

0.003 ± 0.001

0.1 ± 0.0

C
RCLT (µm2/ms)

CVLT (%)

≤ 0.065

≤ 2.2

0.028

0.9

0.011

0.3

0.027

0.9

D
R2

Slope(β1)

> 0.9

0.95 ≤ β1 ≤ 1.05

1.0

1.00

1.0

1.02

1.0

1.02

E CVp(%) < 2 0.38 ± 0.10 0.43 ± 0.04 0.38 ± 0.04

F SNRa ≤ 50 ± 5 332 ± 146 269 ± 93 356 ± 68

G Depb(%)a < 2 0.4 ± 0.3 0.3 ± 0.2 1.4 ± 2.1
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Figure 4.3: Month 7, repetition 1, central slices of the inline derived ADC maps for (a)
axial, (b) sagittal and (c) coronal acquisitions. The phantom in (a) and (b) is orientated
such that vials located within the red boxes areas are at the phantom’s most anterior point.
There were also vials in close proximity to the three 5 mL fiducial markers (indicated by
the blue arrows in the localiser image (d)). These factors combined cause for the vials
circled in red to be at highest risk of the susceptibility-induced distortions.

4.3.1 ADC Accuracy (A), Short (B) and Long-term (C) Repeatability,

Linearity (D) and Precision (E)

Figure 4.4 highlights that Profile tolerance limits for short and long-term repeatability

(excluding the axial CVLT of the outer-ring 10 % PVP vial) and precision, were met for

all vials (1-8) with concentrations 0 – 30 % PVP (ADC range: 0.4 – 1.1 µm2/ms). The

average ADC calculated for all directions/vials can be found in Table 4.3 and Figure 4.5.

In general, vials with lower diffusivities (higher concentrations of PVP) had inferior per-

formance metrics, and even the sign of the %bias measurement varied for different imag-

ing directions. The inner-ring 50% PVP vial (Figure 4.4) had an axial bias up to + 13.61
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% and CVLT = 5.8 %, coronal bias of -11.64 % and CVLT = 9.28 %, and sagittal bias of -

21.82 % and CVLT = 7.4 %.

Figure 4.4: Short-term repeatability (CVST ), precision (CVP) and long-term repeatabil-
ity (CVLT ) coefficients of variation derived for each vial for axial acquisitions, calculated
as an average over the 12-month study. A vial arrangement diagram has been included
in the top left for positional reference for all 13 vials. PVP concentrations (conc.) are
shown (by mass fraction (%)) for inner- and outer-ring vials.

An overview of monthly %bias results for the central water vial are presented in Figure

4.6 for all repetitions and each imaging direction. It can be observed that the %bias was

well within Profile tolerance range (± 3.60%). From this figure, it is also evident that all

within-session repetitions generated similar magnitude ADC values, whereas monthly

repetitions fluctuated (around 0 % bias). Specifically, no monotonic trends in ADC

variability with time were found over the four within-session repetitions, nor were any

changes in artefacts observed.
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Table 4.3: Mean and standard deviation (SD) of the Apparent Diffusion Coefficient (ADC) value (µm2/ms) measured over the 12 monthly acquisitions
at 0 ◦C, and for each orthogonal imaging direction. a NIST reference ADC values have also been presented: measured for the same batch of PVP
samples as those embedded in the phantom’s vials, at 0 ◦C.

Vial #: 1 2 3 4 5 6 7 8 9 10 11 12 13
ADC PVP (%): 0 0 0 10 10 20 20 30 30 40 40 50 50

NISTa Value 1.109 1.109 1.109 0.817 0.817 0.579 0.579 0.380 0.380 0.220 0.220 0.110 0.110
SD 0.025 0.025 0.025 0.019 0.019 0.015 0.015 0.011 0.011 0.007 0.007 0.005 0.005

Coronal Value 1.118 1.126 1.154 0.839 0.810 0.591 0.589 0.400 0.396 0.229 0.220 0.097 0.128
SD 0.004 0.004 0.006 0.002 0.002 0.001 0.003 0.003 0.005 0.002 0.003 0.009 0.007

Sagittal Value 1.112 1.125 1.129 0.836 0.818 0.600 0.605 0.404 0.397 0.228 0.214 0.086 0.094
SD 0.010 0.008 0.003 0.002 0.003 0.001 0.003 0.003 0.004 0.003 0.003 0.007 0.010

Axial Value 1.110 1.118 1.132 0.834 0.837 0.595 0.600 0.394 0.406 0.236 0.245 0.125 0.114
SD 0.010 0.009 0.007 0.004 0.020 0.004 0.003 0.002 0.003 0.003 0.013 0.006 0.003
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Figure 4.5: Graphical depiction of Table 4.3 data; (a) Presenting the mean and standard
deviation (SD) of the Apparent Diffusion Coefficient (ADC) value (µm2/ms) measured
over the 12 monthly acquisitions at 0 ◦C for each orthogonal imaging direction; and (b)
Presenting the same values as a %difference from the NIST ADC value. Note that vial 1
represents the central water vial with 0% PVP concentration.

Using all 13 vials average ADC over the duration of the 12 months study, a strong, posi-

tive, and linear correlation was found (Figure 4.7) between measured and reference ADC

values for all directional acquisitions (R2 > 0.99). Similarly, the slopes (β1) in Figure 4.7

were all within the Profile tolerance range. It can be observed that all inner- and outer-ring

vials of the phantom performed similarly, excluding 40 % and 50 % PVP vials (lowest

ADC), which also had the largest SDs.
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Figure 4.6: Bland-Altman plots for the central water vial coronal (a), sagittal (b) and
axial (c) acquisitions, show the difference (%bias) between measured and reference ADC
values over the 12-month study. The average %bias (and 95 % confidence intervals) is
displayed and includes +0.830 % (+ 0.724 - +0.936), +0.288 % (+0.042 - +0.534) and
+0.053 % (-0.204 – +0.309) for coronal, sagittal and axial acquisitions respectively.

Figure 4.7: Correlation plots for coronal (a), sagittal (b) and axial (c) acquisitions with
measured ADC values compared to the NIST reference ADC values for each vial. Note:
All axes have employed a logarithmic scale and error bars are given as the standard
deviation found between all 12 months ADC values. Also, the negative y-intercept of
T1-time for the T1-IR sequence is unrealistic and caused by the large outliers recorded
for certain vials.
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4.3.2 SNR (F) and Software Dependence

On the axial b-value = 0 s/mm2 magnitude images, pixel signal intensities in the ROI of

the central water vial saturated for months 1, 2, 6 and 9. This resulted in failed SNR cal-

culations (high signal, and minimal noise), and thus the SNR presented in Table 4.2 is an

average over only 8 months of repetitions. Similarly, the coronal and sagittal acquisitions

experienced saturation in the central water vial for months 1 and 5 and months 1 and 6,

respectively. Thus, the SNR was only calculated over 10 months in both cases.

In assessing the image analysis software, equivalence (within SD) of inline versus offline

axial central water vial ADC values were found: 1.110 ± 0.010 µm2/ms and 1.112 ±

0.010 µm2/ms, respectively. A strong correlation (R2 > 0.993) between the two meth-

ods’ measured ADC values were found when including all vials, with the inline method

slightly underestimating the ADC on average by 0.2 %.

The offline derived ADC value fluctuations is shown in Figure 4.8, highlighting signal

saturation minimally affected the ADC (for months 2, 6 and 9). However, larger SDs

were found for saturated fits, especially for month 1.
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Figure 4.8: Observed monthly deviations for the central water vial ADC value over
the 12-month study. Only the first repetition of axial acquisitions has been included,
with ADC maps derived offline. The ADC is thus presented as the ADC value ± SD
(calculated using mean square error). Not: The SD for month 1 extended to ± 0.578
µm2/ms.

For the DRO study, a goodness-of-fit of R2 = 0.995 was found with %bias ± SD remaining

within the ≤ 3.60 % tolerance for most ADC/SNR combinations in phantom relevant

ranges (Figure 4.9). For the DRO ROI of ADC = 1.1 µm2/ms and SNR=100, a slight

overestimation of SNR was found, 104.9 ± 4.5 (with 95% confidence interval (CI)), using

the SNR analysis method implemented for test F.

Figure 4.9: Examples of %bias for DWI-digital reference object (DRO) ADC maps de-
rived offline. %bias and SD (error-bars) are presented with respect to input (a) ADC, and
(b) signal-to-noise ratios (SNRs), over phantom relevant SNR and ADC DRO regions of
interest, respectively. The Profile %bias tolerance of ± 3.6% has also been included.
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4.3.3 b-value (G) and Spatial Dependence

It should be noted that month 1 results were excluded from this test due to consider-

able signal saturation effects causing axial b-value dependencies to be up to a maximum

of 11.8 % for pairs ADC0,500 and ADC0,900. When considering only the remaining 11

months of measurements, axial b-value dependence was largest when calculated for the

ADC0,500 and ADC0,2000 pair: 0.6 ± 0.4 % (mean ± SD). This was followed by respec-

tive dependencies of 0.4 ± 0.2 % for pairs ADC0,500 and ADC0,900, and 0.3 ± 0.1 % for

pairs ADC0,900 and ADC0,2000.

Further considering the later 11 months for both axial and coronal plane measurements,

all pair dependencies stayed below 1.3 % and were within a 0.4 % difference from the

monthly average of all pairs. Sagittal b-value dependence, however, performed outside

of Profile tolerance limits. This was largely due to month 6’s sagittal measurements (af-

fected by saturation), causing high dependencies of up to 12.0% for pairs ADC0,500 and

ADC0,2000.

For spatial dependence, AP bias on average over all months was + 0.71 ± 0.85 %, fol-

lowed by SI at + 0.43 ± 1.60% and RL of + 0.34 ± 1.45 %. All %bias stayed well within

the ± 4% tolerance on average; however, SI varied substantially for months 1 and 2.

4.4 Discussion

In this chapter, the ADC derived on a 3T dedicated radiotherapy MRI scanner was found

to be accurate, repeatable, and reproducible using systematic image acquisitions over one

year. By using a standardized set of testing procedures such as the QIBA Profile, the ADC

measured by the scanner in prospective single or QIBA-certified multi-site patient-based

studies can be said to be reliable, with negligible contributions to ADC due to systematic

errors [20, 133].
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The average axial %bias (+ 0.05%) and repeatability (CVST = 0.1 %) for the central water

vial (at isocenter) were measured to be well within conformance limits and were com-

parable to measurements reported in the literature: %bias < ± 4.3 % and CVST < 3.2

% [11, 41, 107, 133]. Long-term system stability of deriving the ADC (axial CVLT = 0.9

%) was also found in this study.

All acquisition parameters remained constant throughout the study, and the PVP solutions

embedded in the phantom are known to be chemically stable [134]. Previous studies using

this phantom found similar results, with the CVLT to be within ranges of < 2.2 % when

acquiring 2 scans within 6 months on the same scanner [11, 124], and CV = 2.1 % when

comparing between multiple MRI scanners [109].

Overall, this study showed there was minimal imaging directional dependence on ADC

performance; a factor not investigated in previous studies using the same phantom. The

worst accuracy/repeatability was observed for vials with lower diffusivities (40 % and 50

% PVP), in agreement with the literature [11,37,63,107,109]. Further in accordance with

the literature [107, 109], there were no significant differences (p > 0.05) between inner-

and outer-ring vial ADC values measured.

The large deviations observed for the lower diffusivity vials could be due to several factors

including: eddy currents [20]; increased likelihood of susceptibility-induced distortions

occurring near the higher concentrated PVP vials; gradient non-linearities, which can

impact the ADC measured at farther distances from isocenter [11]; or from insufficient

contrast to noise ratio (CNR) or SNR to correctly assess the ADC in the highly concen-

trated vials [107]. It should be noted that the 40% and 50% PVP vials at 0 ◦C have ADC

values below physiological range [63].

The signal saturation observed in this study has not been reported in patient-based ADC

imaging within the department, nor in previous literature investigating ADC variability.
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This effect is not easy to detect: in the offline computed ADC maps, saturation was found

to primarily affect the SDs derived from the DWI-ADC fit, whilst minimally impacting

the actual ADC value. Saturation was mainly investigated due to the prior saturation find-

ings discussed in Chapter 3. Further investigations, out of the scope of this thesis, would

be required to find the cause and factors affecting the signal saturation.

Recall from Section 2.3.1 that in DWI-MRI image acquisitions, the b-value plays an im-

portant role. This parameter controls the amount of diffusion weighting applied in the

sequence, resulting in greater diffusion-weighted contrast at higher b-values [2, 41]. The

range of b-values selected in a sequence considers several factors. These include the dif-

fusion characteristics of the tissue, the available SNR for optimizing diffusion contrast,

and the need to suppress the effects of perfusion (blood flow), particularly at lower b-

values [21,41]. b-value combination recommendations for some anatomies, including for

brain, liver, prostate, and breast, is provided in the Profile [20].

The b-value dependency in this study for all b-value pairs were within the 2 % Profile tol-

erance (even when including the saturated data in month 1). Pair ADC0,500 and ADC0,2000

had the largest b-value dependence. However, there was no significant difference (p >

0.05) between this pair and other combinations, including when all four b-values were

used for the offline fit. Since the reference sample tested was distilled water (known to

demonstrate a mono-exponential behaviour), this finding was expected and in agreement

with the literature [11, 133, 135].

Adequate ADC fits and SNR calculations were found in this study by using offline analy-

sis methods to analyse the DRO datasets. With only slight differences between inline and

offline derived ADC values (correlation R2 > 0.993), confidence was assured in utilizing

the inline generated ADC-maps for majority of analysis as per departmental request; to

use the same analysis method as implemented for patient images acquired on the same

scanner. The underestimation of inline derived ADC values compared to offline has been
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noted to occur in past studies and is likely vendor-specific [64]. Offline methods would

need to be used for future multi-site studies to ensure the occurrence of a standardized

analysis pathway [64].

The potential of temperature changes affecting the measured ADC, which can be up to

2.4 %/ ◦C [7, 21, 133], was removed using an ice-bath. However, preparing the ice-bath

requires considerable time and can increase the occurrence of susceptibility-induced dis-

tortions (which are known to commonly occur in EPI-DWI acquisitions) [63,134]. Quan-

tifying the impact of these distortions on the ADC measurement would require further

investigation [141]. With the recent release of room-temperature diffusion phantom ref-

erence ADC values, the need for ice-baths should be minimized in future studies (see

Chapter 5) [108].

For spatial dependency, the average %bias over the 12-month study measured in each di-

rection from isocenter was well within ± 4 % tolerance. It should be noted that the spatial

offsets examined for this test were less than the offsets recommended by the Profile (±10

cm from isocenter). Consequentially, complete characterisation of the spatial dependence

could not be achieved. Recommendations for future investigations would include the use

of a large homogeneous phantom for this assessment. Although this testing is less impor-

tant for small fields of view, diffusion studies completed on relatively uniform anatomies

like brain have been shown to be significantly impacted by effects such as gradient non-

linearities, and thus should be monitored [142].

Additionally, patient ADC values can also be biased by inadequate system SNR [20,133].

In this study, all directional SNRs were found to be sufficient and considerably higher than

that found in past studies, which failed to meet conformance (however, such studies used

1.5 T MRI-based systems) [11, 133]. It should be recognised that the results obtained in

this study were for the assessment of baseline scanner performance. Given that phantoms

lack tissue complexity, results presented in this study such as the SNR are likely superior
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when compared with patient-based imaging [18]. For assessing clinical conformance to

anatomy-specific Profile claims, in vivo test-retest assessments should be completed (e.g.,

for brain and prostate) [20].

There were other limitations in this study, including that imaging did again not occur

on the days directly surrounding the two scanner upgrades involving the replacement of

the Transmit-Box. Although no clear relationship between ADC value fluctuations and

the timing of the upgrades were found like in the work described in chapter 3, similar

upgrades have been found to affect patient-based ADC values in the past and should be

closely monitored [143]. Future investigations will involve completing similar baseline

testing (although at less frequent intervals) in a multi-site trial to validate results found,

including changing the imaging direction and reference ADC values.

Findings from this study have led to department recommendations to conduct ADC QA

testing annually, and directly before and after commencing a multi-center trial. This QA

is in addition to performing the testing at times surrounding any major scanner upgrades.

Specifically, completing this testing in only one imaging direction (axial as per QIBA

guidelines) and on a pure water sample was considered sufficient following baseline per-

formance measurements.

The work presented in this chapter extends knowledge in understanding ADC long-term

variability on clinical MRI scanners. To the best of the authors’ knowledge, no prior study

has reported in detail testing all aspects of the QIBA Diffusion Profile. Particularly, this

study demonstrated Profile conformance over a wide range of physiological relevant ADC

values and over three orthogonal imaging directions using a novel diffusion phantom.

These are important findings for future clinical applications whereby patient and conse-

quently phantom QA imaging is required in alternate directions and over different ADC

valued anatomies [21, 137–139]. Finding high reliability in the ADC values derived pro-
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motes the use of ADC in clinical trials to monitor and assess long-term treatment re-

sponses: essential for progressing the clinical implementation of qMRI technology.

4.5 Conclusion

In this chapter, the technical performance of a 3T dedicated radiotherapy MRI scanner

was quantified over a 12-month period. Specifically, QIBA Profile conformance speci-

fications were met, including adequate axial imaging accuracy (bias = + 0.05 %), short-

term repeatability (CVST = 0.1 %) and long-term repeatability (CVLT = 0.9 %). Whilst

phantom-based results can be effectively used to assess baseline scanner performance,

test-retest patient-based studies would be required to examine clinical conformance to

anatomy-specific Profile claims.

Recommendations to the department regarding future ADC QA included completing con-

formance testing annually. This involves only axial imaging on a highly purified water

sample: independent of the anatomical sites planned for prospective imaging.



Chapter 5

Developing QA methods for

Anatomy-Specific qMRI Sequences

5.1 Introduction

In the previous two chapters, the accuracy and long-term repeatability of certain QIBs

were investigated. These investigations were essential in determining scanner baseline

performance metrics, and ensuring that systematic fluctuations in the scanner were not

affecting long-term patient derived QIB values. However recalling from section 2.1.2,

ART plans can be adapted on a daily basis. Given the prospective goal of using QIBs to

assist in ART, it is important to determine if scanner performance can fluctuate within this

short time period.

Furthermore, one limitation discussed in the last two chapters was that the sequences

employed were generic in design. In clinical practice, sequences are designed to image

specific patient anatomy. Until recent years, radiation oncology departments had limited

methods or guidelines available to accurately assess their qMRI sequences’ performance

(see section 2.4). Thus, there exists unknowns in the accuracy and repeatability of the

QIB values derived in many departments patient-based datasets.

78



5.1. INTRODUCTION 79

There have been several studies completed investigating the performance of different T1-

and ADC-mapping sequences in terms of accuracy and repeatability [19, 45, 123, 126].

One study in particular by Bane et al. (2018) used the System phantom to investigate dif-

ferent department-specific T1-mapping imaging protocols [19]. Results found accuracy

and repeatability to be highly dependant on the sequence type and acquisition parameters

used.

Similarly for ADC-mapping, the robustness of EPI, RESOLVE and ZoomIt sequences

(see Section 2.3.1) was rigorously tested by Liney et al. (2015) [45]. This work in-

volved imaging a phantom at ambient room temperature (AT) daily over one month.

Overall, RESOLVE was found to have the highest repeatability (%CVdaily/%CVweekly

= 0.66/3.57%) [45]. There are a few alternative studies which also have investigated the

daily and/or weekly ADC repeatability [133, 144–146].

Most of the literature in this space however use single sample phantoms which are of-

ten uncharacterised [45, 133, 144, 146], and thus accuracy cannot be assessed. However,

there was a recent study by Subashi et al. (2022) where they performed weekly ADC and

T1-time measurements over one month on an MRL using the well characterised NIST

phantoms [145]. High weekly repeatability and accuracy were found with the median

ADC and T1-time %CV (and %bias) being 1.3% (-0.8%) and 1.1%(-0.1%), respectively.

Other past studies using the System phantom investigating the daily T1-time repeatability

have used specialised MRI techniques such as MRF [40, 110, 125]. For example, Kato et

al. (2020) used MRF to find the 100-day repeatability CV to be < 1% for T1-array vials

with reference times > 300 ms [40]. Similarly, for the same vials using a multi-dynamic

multi-echo sequence (simultaneous T1, T2 and PD measurements), the 10-day repeata-

bility CV was found to be < 2.07% [125].

The work presented in this chapter, in part, aims to extend on the literature and the work
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completed within the previous chapters. Specifically, the accuracy and daily repeatability

of anatomy-specific T1- and ADC-mapping sequences used on a 3T radiotherapy dedi-

cated MRI scanner was investigated. Additionally, the feasibility of measuring the ADC

at AT in the Diffusion phantom was examined. This was with the aim to develop a sim-

plified anatomy-specific QA protocol for the department, and provide guidance for other

sites desiring to setup this type of QA.

High frequency measurements can aid in estimating uncertainties in a departments’ patient-

based datasets, and also test a sequences’ robustness prior to its implementation into clin-

ical trials. This testing is especially important if the patient derived QIBs from the clinical

trials are to be prospectively used to guide patient ART.

5.2 Methods

Both the NIST System and Diffusion phantoms were imaged daily (weekdays) at AT over

one month using the same 3T MRI scanner described in chapters 3 and 4. Imaging was

limited to 30-minutes per day due to a heavy clinical workload. An additional 15-minutes

was permitted once weekly to rescan the Diffusion phantom at 0◦C. In this study, all

phantom setups, image acquisitions and analysis was completed by a single user (physicist

with 3 years MRI experience).

5.2.1 Designing an Anatomy-Specific qMRI QA Protocol

The department generated a list of all T1- and ADC-mapping sequences used in their past

and current clinical trials. Five T1-mapping (Table 5.1) and six ADC-mapping (Table

5.2) sequences were identified. This included imaging for head and neck (HN), prostate,

rectum, cervical, and central nervous system (CNS) cancer patients.

All T1-mapping sequences were VIBE-based, with the addition of the Lung sequence

being a STAR-VIBE to allow for free breathing (see section 2.3.4). As seen in Table
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5.1, most of the sequences use the DFA method (with FA = 2◦ and 15◦). Although the

prostate-specific sequence had additional FA’s to these, the timing limitations imposed for

this study required a compromise of only using the two common FA’s.

Table 5.1: Selected acquisition parameters utilized for all T1-mapping sequences used in
the radiotherapy department. Note: HN = head and neck, CNS = central nervous system,
FA = flip angle, TE = echo time, TR = repetition time, BW= bandwidth (Hertz/pixel)
FOV = field of view, FE/PE/SE = frequency/phase/slice encoding respectively and Acq.
Time = Acquisition time.

Anatomy: HN Lung Prostate CNS Rectum

Sequence VIBE Star-VIBE VIBE VIBE VIBE

SE Direction Cor Cor Cor Axial Axial

FA (degrees) 2,15 2,15 2,5,10,15,20,30 2,15 2,15

TE (ms) 1.42 1.33 4.63 1.42 1.35

TR (ms) 4.09 7.64 4.63 4.0 4.09

BW (Hz/Px) 440 810 440 410 440

FOV (mm2) (FE x PE) 220 x 220 340 x 340 250 x 203.3 200 x 200 220 x 220

# Slices 26 18 40 40 26

Slice Thickness (mm) 3.0 4.0 3.0 2.0 2.0

Acq. Time (∼min) 2.42 0.24 2.44 0.24 2.20

To also reduce the QA acquisition time, sequences that shared similar parameters were

either removed from testing or were combined. For T1-mapping, only Lung, HN and CNS

sequences were tested. For ADC-mapping, all RESOLVE sequences were combined,

and similar for ZoomIt, as seen in Table 5.3. Additionally, the axial EPI ADC-mapping

sequence assessed in Chapter 4 was also used. Additional information on each of the

ADC-mapping sequences can be found in Section 2.3.1.
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Table 5.2: Selected acquisition parameters utilized for all anatomic-specific ADC-mapping sequences used in the department. Note: SE = Slice-encoded
direction, which then reflects the required orientation of the phantom for correct vial visualization of the ADC-maps. Also, the RESOLVE sequences
have two associated echo times (TE); each of which correspond to the order of b-values listed above.

Anatomy: HN Lung Prostate CNS Rectum Cervix
Sequence RESOLVE ZoomIt ZoomIt RESOLVE RESOLVE RESOLVE
SE Direction Axial Axial Axial Axial Axial Axial
b-values (s/mm2) 50,800 0,250,500,750 0,20,50,100,200,300,00,600,800 0,1000 50,800 50,800
TE (ms) 54,81 67 70 68,110 57,87 54,81
TR (ms) 5020 4000 2900 4000 4000 3730
BW (Hz/Px) 868 1792 1612 651 868 868
FOV (mm2) (FE x PE) 260 x 260 300 x 166.8 190 x 106.4 220 x 220 220 x 220 220 x 220
# Slices 27 20 20 20 20 20
Slice Thickness (mm) 3.0 8.0 4.0 4.0 4.0 4.0
Acq. Time (∼min) 4.18 3.18 5 4.1 5.5 3.56
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Table 5.3: Selected acquisition parameters utilized in generalised ADC-mapping imaging protocol used in this study. The anatomy row indicated refers
to the anatomy-specific regions that were combined from Table 5.2.

Anatomy: Standard (N/A) Lung, Prostate HN, CNS, Rectum, Cervix
Sequence EPI ZoomIt RESOLVE
SE Direction Axial Axial Axial
b-values (s/mm2) 0, 500, 900, 2000 0, 50, 250, 500, 800 50, 800
TE (ms) 106.0 80 66,108
TR (ms) 10,000 5900 4000
BW (Hz/Px) 1424 1786 651
FOV (mm2) (FE x PE) 220 x 220 210 x 116 220 x 220
# Slices 25 25 20
Slice Thickness (mm) 4.0 4.0 4.0
Acquisition Time (∼min) 2 6.19 5.18
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5.2.2 Image Acquisition and Phantom Setup

The daily imaging protocol involved scanning both phantoms at AT. To minimize temper-

ature fluctuations and ensure thermal equilibrium within the phantoms, they were stored

in the MRI scanner room. The temperature was recorded pre- and post-scanning in each

phantom using a NIST-traceable thermometer (as described in Chapter 3). The temper-

ature for each day was recorded as the mean temperature measured between pre- and

post-scanning of each phantom, and the average daily temperature (± SD) was calculated

using all daily temperatures recorded over the month.

Specifically, the Lung, HN and CNS T1-mapping sequences from Table 5.1 were used to

image the T1-array of the System phantom. Also, the EPI, and generalised RESOLVE

and ZoomIt ADC-mapping sequences in Table 5.3 were used to image the vials of the

Diffusion phantom. For the ADC-mapping sequences, this study implemented the same

shimming methods that were described in the prior chapter, specifically in Section 4.2.1.

To reduce setup time and also mitigate variability introduced by using different coils be-

tween sequences, an 18-channel Siemens body-coil was used for all acquisitions (Figure

5.1). This coil is commonly used for imaging the thorax, heart, abdomen and pelvis [147].

The external MRI lasers, of which are often used by an MR-simulator to mock a patients’

radiotherapy position setup, were used to help align both the phantoms and body coil to

isocenter.

For sequences with axial slice-encoding (SE) directions, the phantom orientations had

to be rotated to properly image the phantoms’ vials; similar to the methods described in

Section 4.2.1. Without the presence of a head-coil in this study, stabilising foam was

introduced to prevent phantom movement (see Figure 5.1). The coronal acquisitions for

T1-mapping (HN and Lung) were instead able to use the flat bottom surface of the System

phantom to achieve stability.
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Figure 5.1: Phantom setup used for assessing the performance of the anatomy-specific
T1- and ADC-mapping sequences. The figure above (left) shows the 18-channel body-
coil mounted on top of the Diffusion phantom (axial position), using the aid of MR-safe
patient feet supports. Further shown (top-right) is the stabilising foam that the phantoms
were positioned onto in order to avoid any movement when the couch and phantom
entered the bore. This foam was included in the commercial phantom packaging and had
a circular cut in the centre (bottom right).

5.2.3 Image Analysis

The T1-mapping DFA images and inline derived ADC-maps were exported from the scan-

ner console, and imported into an in-house developed Python script (see Appendix A).

This script placed circular ROIs at manually identified central vial locations on the centre

slice of the DFA images, and on the 3 central slices of the ADC maps. Each selected slice

was manually inspected for large distortions and mitigated if necessary. The size of the

ROIs utilized was manually specified, and was dependent on the sequence FOV and voxel

size. The ROI diameter ranged between 0.8-1.0 cm for the T1-mapping sequences, and

1.0-2.25 cm for ADC-mapping sequences.

T1-time fitting methods for each sequence matched those described in Section 3.2.3, with

the key difference of only using 2 FA’s for the fit. This removed the ability to use the SD

of the fit to estimate the error of each daily T1-time vial measurement. Instead, the T1-

time was calculated on a pixel-by-pixel basis, and the error was estimated by calculating

the SD between individual pixels T1-times within each ROI. ADC analysis instead used

the average (and SD) of pixel values within the ROI, as directly obtained from the inline
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ADC-maps.

The statistical analysis for T1-mapping was also completed using methods described in

section 3.2.3. In particular, the long-term repeatability (%CVLT = %CV) was calculated

using the difference between the daily T1-times measured. This is where long-term re-

peatability is defined as comparing QIBs between multiple days [20]. Also, the accuracy

was calculated using the %bias between measured and reference vial T1-times [117].

For statistical analysis of ADC at AT, the value obtained for each vial could not be directly

compared between daily measurements given the large temperature dependency known to

exist [7,21,133]. Instead, the Diffusion phantom vial values, measured at a wide range of

MRI bore temperatures (within the range of 16 - 22◦C), was used to determine daily ADC

reference values for each vial/temperature using a linear regression [108]. Each daily

ADC measurement was then converted to a corresponding %bias, which was compared

between days to calculate the %CV.

In this study, only physiologically relevant vials from each phantom were to be considered

of interest. This includes vials 1-9 for the T1-array of the System Phantom [71, 106,

117, 118], and vials 1-11 in the Diffusion phantom at AT (approx. 19◦C) [16, 50, 54, 60,

148–152]. Vial 2 for the System phantom and vial 1 for the Diffusion phantom were of

particular interest in this study. This was due to their T1-time and ADC reference values

closely reflecting the physiological values of the specific anatomies listed in Tables 5.1

and 5.2, respectively.

5.2.4 Temperature Dependency

One day per week following the AT acquisitions (each Tuesday), the ice-bath preparation

methods described in Section 4.2.1 were performed on the Diffusion phantom. Once ther-

mal equilibrium (0◦C) was achieved, the phantom was re-scanned using the procedures

described above for AT ADC. The ice-bath was then emptied from the phantom and filled
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with tap water and returned to the MRI scanner room.

The statistical analysis methods employed for 0◦C ADC measurements followed those

described in Section 4.2.3. This included calculating the %bias, which was based on

reference 0◦C ADC values provided in the phantom manual, and also the weekly %CV

between measurements. The weekly %CV was also calculated for the AT ADC mea-

surements using the %bias recorded on the corresponding day of the week on which 0◦C

measurements were taken (each Tuesday). The weekly performance statistics, namely the

%bias and %CV, measured for vial 1 at AT and 0◦C were compared.

5.3 Results

A total of 23 daily T1- and ADC-mapping acquisitions were performed at AT over the

month-long study. Additionally, 5 (weekly) ADC-mapping acquisitions were performed

at 0◦C. The phantom setup and image acquisition time took approximately 10 minutes for

T1-mapping per day, and 15 minutes for ADC-mapping.

CNS T1-mapping required an additional physical phantom rotation and thus had the

longest associated setup time. Additional time (approximately 5 minutes) was spent set-

ting up the imaging protocol on the MRI console, removing the morning QA device from

the couch, measuring the phantoms temperatures and also packing up the setup.

5.3.1 Temperature Dependencies

The average temperature measured in the System phantom was 19.39 ± 0.40◦C. Tem-

peratures remained relatively stable, excluding day 16 (temperature = 21.20◦C) when the

phantom was left outside the scanner room overnight.

Correlation coefficients (ρ) were calculated between the recorded daily temperature and

measured T1-time for each sequence. There was no significant correlation when incor-
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porating all vials in physiological range (ρ < 0.01). Considering vial 2 independently

however, weak correlations (and coefficients of determination - R2) of ρ = 0.6 (0.3), ρ =

0.4 (0.2) and ρ = 0.4 (0.1) were found for Lung, HN and CNS sequences respectively.

The AT recorded in the Diffusion phantom for each daily measurement remained within

0.5◦C of the average temperature of 19.00 ± 0.16 ◦C. Interestingly, the phantoms average

temperature on the day following ice-bath preparation (each Wednesday) was 18.73 ±

0.16◦C, which was at least 0.3◦C lower than the average temperature of any other day of

the week. However for the weekly Diffusion phantom ice-bath measurements, the tem-

perature was very stable at 0.00 ± 0.02◦C.

There was no significant ρ between temperature and ADC when incorporating all vials (ρ

< 0.01). Considering vial 1 individually however, the ρ (and R2) was 0.3 (0.1), 0.8 (0.6)

and 0.9 (0.9) for EPI, RESOLVE and ZoomIt sequences, respectively. This correlation

reduced with increasing %PVP concentration, and was removed when the ADC value was

converted to a %bias.

5.3.2 0◦C vs AT ADC

On average, there was an approximate 3-hour gap between the AT and 0◦C acquisitions

performed on the same day. Typical ADC maps for each sequence and temperature are

shown in Figure 5.2. Also, the approximate NIST reference values used to calculate the

%bias for each vial can be found in Table 5.4.
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Table 5.4: NIST reference ADC values (µm2/ms) for the same batch of PVP as those
embedded in the phantom’s vials at: 0◦C [108], and at 19◦C (average daily AT temper-
ature). Results underlined imply that the ADC reference values were outside of the ex-
pected physiological range, and were thus not considered to be of interest in this study.
*It should be noted that the AT reference ADC values varied depending on the daily
recorded temperature.

Vials: 1-3 4-5 6-7 8-9 10-11 12-13

Temperature PVP (%): 0 10 20 30 40 50

0◦C
NIST ADC
Reference Value

1.109 0.817 0.579 0.380 0.220 0.110

19◦C
NIST ADC
Reference Value*

1.949 1.507 1.148 0.796 0.489 0.257

Figure 5.2: Typical inline ADC-maps of the Diffusion phantom for each ADC sequence
and temperature tested. Specifically, these ADC maps were captured on the first day of
the 0◦C acquisitions (top), which corresponded to day 2 of the AT acquisitions (bottom).
Note: Vials 5 and 11 were outside of the ZoomIt FOV, and were excluded from any
statistical analysis for this sequence type. Corresponding vial numbers for this phantom
in the same axial position can be observed in Figure 2.10.

Variations observed in the weekly %bias recorded for vial 1 can be seen in Figure 5.3

for both 0◦C and AT acquisitions. Here, it is evident that 0◦C and AT ADC was weakly

correlated for EPI (ρ=-0.6), highly correlated for RESOLVE (ρ=0.99), whilst ZoomIt had

no correlation (ρ=0.02). Further, the absolute maximum difference in vial 1 %bias found
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between the weekly ADC measurements for EPI, RESOLVE and ZoomIt sequences re-

spectively was 1.21%, 0.66%, and 0.56% at 0◦C, and 3.44%, 2.62%,0.29% at AT.

The median weekly %bias and %CV measured for vial 1 over all sequences and tempera-

tures is reported in Table 5.5. Also included in this table is the overall differences between

median %bias and %CV between 0◦C and AT measurements. It was found that the mag-

nitude of differences in %bias between 0◦C and AT measurements, and also the difference

between weekly measurements at the same temperature, was less than the Profile %bias

tolerance (|%bias <3.6%|) [20].

Figure 5.3: Variations in the ADC %bias for the 0% PVP vial (at isocenter) in the Dif-
fusion phantom when at 0◦C and Ambient temperature (AT). Each data point represents
measurements acquired on the same day of each week (each Tuesday). Overlaid is the
AT (blue) measured in the Diffusion phantom for each respective day, and also the Dif-
fusion Profile bias tolerances of ±3.6% (red) [20]. It should be noted that the %bias for
AT measurements have accounted for temperature deviations recorded for each day.
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Table 5.5: Summary of the weekly median anatomic-specific ADC sequences accuracy
(%bias) and repeatability (%CV), as measured at 0◦C and ambient temperature (AT).
Values are stated as the median %bias of the 5 days of measurements and their respective
inter-quartile ranges (IQR). Notice there is a reduction in the IQRs for RESOLVE and
ZoomIt sequences compared to EPI. All results were within Diffusion Profile tolerances
of bias < ±3.6%, and CV < 2.2%.

% EPI RESOLVE ZoomIt

ADC (0◦C )
bias +0.41 (0.89) -1.12 (0.06) -0.01 (0.39)

CV 0.49 0.23 0.23

ADC (AT)
bias +0.66 (1.26) +0.35 (0.41) +0.97 (0.06)

CV 1.18 0.92 0.1

Difference (AT - 0◦C)
bias 0.25 1.47 0.98

CV 0.69 0.69 -0.13

Further, the CV was much less than the Profile tolerance of 2.2% [20] for all sequences

and temperatures. Given all measures were well within Profile tolerances, AT measure-

ments were considered sufficient to measure the sequence-specific ADC accuracy and

repeatability for QA purposes. The remainder of this study will thus solely focus on the

daily AT results.

5.3.3 Accuracy

The average T1-times measured over the monthly study for each sequence is presented in

Table 5.6. A sample of typical FA images produced are included in Figure 5.4. The daily

variability in vial 2 T1-time as observed for these sequences is shown in Figure 5.5, and

the average %bias for each vial within physiological range is presented in Figure 5.6.
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Table 5.6: Reference T1-time characterised by NIST (at 20◦C) for each vial and that
experimentally measured using the departments anatomic-specific sequences for Lung,
HN and CNS. NIST values have been obtained from the phantom manual [117], whilst
experimental values have been presented as an average of the daily measurements (with
respective SD’s). Only vials in the expected physiological range (1-9) of the System
phantom have been presented.

Vial Number: 1 2 3 4 5 6 7 8 9

T1 (ms)
NIST

Value 1884.0 1330.2 987.3 690.1 485.0 341.6 240.9 175.0 121.1

SD 30.3 20.4 14.2 10.1 7.1 5.0 3.5 2.5 1.8

T1
Lung (ms)

Value 1508.8 1163.3 913.9 599.4 390.0 249.66 170.8 123.1 81.1

SD 33.6 31.1 21.3 38.7 11.7 168.3 31.7 27.2 3.4

T1
HN (ms)

Value 1842.3 1448.5 1137.9 767.7 487.0 310.8 219.0 165.6 112.2

SD 42.8 24.8 16.9 11.3 8.3 6.5 4.3 3.2 2.3

T1
CNS (ms)

Value 2949.5 2135.8 1167.3 695.7 502.1 382.5 255.9 169.5 127.3

SD 81.7 193.9 97.1 31.0 22.0 15.2 12.0 6.9 11.9

From Figure 5.6, it can be seen that the magnitude of %bias varied as a function of ref-

erence vial T1-time. Further, it is apparent that Lung underestimated, and CNS largely

overestimated, the T1-time relative to the reference T1-time. HN T1-mapping however

was mostly stable over the wide-range samples tested within the phantom. Quantitatively,

Table 5.7 presents the median %bias (and inter quartile ranges - IQR) calculated over all

vials (1-9) for each sequence, and also the statistics for vial 2 individually.

Figure 5.4: Images of the central slice of the T1-array of the System phantom, using a
FA of 2◦C. Images were produced using the Lung, HN and CNS T1-mapping sequences
(ordered left to right). Notice the differences in FOV implemented for Lung relative to
HN and CNS. This resulted in smaller regions of interest (ROIs) able to be used in Lung
image analysis.
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Figure 5.5: Monthly fluctuations observed in T1-time measurements for vial 2, with
overlaid average temperature readings. Error bars were generated from the standard
deviation of T1-time within the each vial for each day. The temperature and subsequent
T1-time deviation observed to occur on day 16 was a result of the phantom being left
outside the scanner room during the night prior to this measurement.
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Figure 5.6: Average fluctuations observed in T1-time %bias measurements for all vials
within physiological range. Error bars were generated from the standard deviation of
each vial (calculated from daily measurements), and ± 20% tolerance bias lines have
been added.

Similarly, the ADC %bias results for all vials of interest can be observed in Figure 5.7.

In general, the %bias experienced an upward trend for vials with higher concentrations

of PVP (lower diffusivities). This particularly can be observed for vials 6-11, with PVP

concentrations ranging from 20-40%. Overall, all sequences overestimated the ADC over

the 23 daily measurements, with RESOLVE having the best accuracy, followed by ZoomIt

and then EPI. Quantitatively, the median %bias (and IQR) for EPI, RESOLVE and ZoomIt

over all vials, and also for vial 1 individually, is summarised in Table 5.7.
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Table 5.7: Summary of the anatomic-specific sequences accuracy (%bias) and repeata-
bility (%CV) measured for the 6 sequences investigated at 3T. All vials considered
within respective physiological ranges for T1-time and ADC were reported, along with
vial 2 individually for T1-time and vial 1 for ADC. Values are stated as the median
of all months/vials’ acquisitions and their respective inter-quartile ranges (IQR). *Note:
ZoomIt results exclude vials 5 and 11.

% Lung HN CNS

T1
Vials:1-9

bias -19.44 (16.1) -2.44 (16.54) +7.8 (27)

CV 1.69 (0.64) 1.92 (0.32) 4.46 (4.25)

Vial: 2
bias -12.59 (1.54) +8.66 (3.51) +58.62 (23.49)

CV 1.69 1.72 9.08

% EPI RESOLVE ZoomIt

ADC
Vials:1-11*

bias +2.22 (2.41) +1.52 (2.34) +1.632 (1.73)

CV 0.59 (0.19) 0.43 (0.17) 0.62 (0.42)

Vial: 1
bias +0.25 (1.13) +0.19 (0.31) +0.95 (0.13)

CV 0.83 0.32 0.17

Figure 5.7: Average fluctuations observed in AT ADC %bias measurements for vials
within physiological range. Error bars were generated from the standard deviation of
each vial (calculated from daily measurements). Note: Vials 5 and 11 were not able to
be included in ZoomIt results due to the reduced FOV in the sequence. Profile tolerance
%bias limits of ±3.6% has also been added.
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5.3.4 Linearity

Strong linearity was found for both T1-time and AT ADC measurements. Specifically, the

coefficient of determination (R2) was > 0.977 for all sequences which can be observed

in the correlation plots in Figure 5.8 and 5.9. CNS and Lung sequences had the largest

deviations at the highest and lowest reference T1-time vials, respectively.

Figure 5.8: A strong linear correlation was found between physiologically relevant and
measured T1-times for all anatomic-specific sequences. The highest coefficients of de-
termination (R2) were found for Lung, HN and then CNS sequences, respectively. Note:
All axes have employed a logarithmic scale and the negative y-intercept of T1-time for
Lung and CNS is unrealistic; caused by the large outliers recorded for certain vials.
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Figure 5.9: A strong linear correlation was again found between reference and measured
AT ADC for all anatomic-specific sequences. A logarithmic scale in the axis was em-
ployed, and the NIST ADC reference values utilized were taken from Table 5.4. It can
be observed that vials 5 and 11 were excluded from this plot for ZoomIt.

5.3.5 Repeatability

The %CV of the T1-time was relatively stable over all vials within physiological range for

Lung and HN sequences (CV < 2.6%), whilst CNS was quite variable (see Figure 5.10).

Thus, CNS recorded the worst repeatability over all vials and also when considering vial

2 individually, as seen in Table 5.7.

The CV calculated over the 23 days for each ADC-mapping sequence was well within the

long-term Profile tolerance limit of 2.2% (Figure 5.11) [20]. Table 5.7 highlights that this

tolerance was met when considering the average of all physiologically relevant vials, and

also when considering vial 1 individually.

Overall, RESOLVE had the best repeatability over the wider vial range, followed by EPI

and then ZoomIt (even with vials 5 and 11 removed for ZoomIt). For a more standardized

comparison, ZoomIt performed best when only considering vial 1 at isocenter; aligning
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with results found in Section 5.3.2.

Figure 5.10: Coefficient of Variation (%CV) calculated for each vial in the physiological
range of the System phantom from all daily acquisitions.

Figure 5.11: ADC coefficient of variation (%CV) calculated for each physiologically
relevant vial at AT in the Diffusion phantom from all daily acquisitions. Note: Vials
5 and 11 were again excluded from analysis due to the ZoomIt FOV. Further, a much
smaller CV scale has been employed in this plot relative to the T1-mapping results in
Figure 5.10.
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5.4 Discussion

QIBs such as T1-time and ADC have potential to be used either directly or indirectly in ra-

diation oncology for disease detection and/or monitoring and assessing patient treatment

responses [3,16,21,24,25]. However, unknowns in the QIBs values due to fluctuations in

scanner performance make it difficult to conclude if changes in a patients QIB is actually

due to a physiological response [153].

Using QA methods such as those described in this chapter allow departments to quantify

this uncertainty for the anatomy-specific sequences used in their clinical trials. This QA

protocol was designed to be easily and efficiently implemented into routine clinical QA.

In this study, the protocol was tested on a radiotherapy dedicated scanner to assess the

daily repeatability and accuracy of T1-time and ADC (at AT).

5.4.1 Temperature Dependencies

Temperature dependencies were an important aspect to this study. For AT ADC, the sig-

nificant vial 1 ADC-temperature correlations (of up to ρ =0.9 and R2 = 0.9) were removed

by converting the ADC value to a %bias using temperature-corrected reference values.

This correction method would have accounted for the temperature deviations found to

occur on the day (around 18-hours) after ice-bath preparation, ultimately mitigating any

potential effects on ADC %CV calculations. However, finding this particular deviation

suggested that the time required for the phantom to return from 0◦C to a thermal equilib-

rium state within the bore room may have been underestimated. This should be kept in

mind for future investigations.

For T1-mapping, only a weak correlation was found when independently considering vial

2 (ρ < 0.6 and R2 < 0.3). This was likely impacted by the major temperature variation

recorded in the System phantom on day 16 (Figure 5.5). This temperature measurement

in particular was an outlier (> 2*SD above the mean phantom temperature) and could
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have affected the statistics derived. One improvement to this study would be to better

maintain external System phantom conditions (i.e., consistent storage location).

Alternatively, the measured T1-times could be converted to a temperature-dependant

%bias using the new phantom reference T1-times provided over a range of tempera-

tures [154]; similar to the post-processing analysis performed for AT ADC. This would

allow T1-time repeatability measurements to be independent of large external temperature

fluctuations. However, comparing daily measurements to only one set of NIST reference

T1-times (i.e., characterized at 3T and 20◦C) was implemented in this study to maintain

consistency with the methods used in the literature [19, 40, 112, 125] and in Chapter 3.

Similar data modelling methods have been used in the past to calculate the ADC at differ-

ent temperatures for various PVP solutions [155–157]. However, there are no past studies

the author is aware of that have reported on comparing these measures to standardized

ADC at 0◦C in terms of accuracy and repeatability. This is especially the case when using

the Diffusion phantom.

Recently, novel image processing software packages have become available which au-

tomate temperature-corrections for T1- and ADC-mapping; requiring only a recorded

user input temperature [158, 159]. Additionally to improve measurement and analysis

efficiencies, it is possible to integrate an MRI visible thermometer into a QA phantom

to enable temperatures to be determined during image post-processing [158, 160]. This

temperature value could also be automatically extracted using a designed image analysis

software [158].

5.4.2 0◦C vs AT ADC

The aim of this part of the study was to compare the performance of the same sequences

when acquired at two different temperatures: 0◦C and at AT. To do this, a novel approach

was implemented where the Diffusion phantom was scanned on the same day of each
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week over one month at both temperatures, and accuracy and repeatability statistics were

compared.

Overall, the results outlined in Table 5.5 show comparable performance metrics between

the 0◦C and AT measurements, and all were within the Diffusion Profile conformance

limits. Interestingly, the differences between weekly ADC measurements for the same

temperature and sequence (ranging 0.29% to 3.44%), were of similar magnitudes to those

observed between monthly EPI measurements in Chapter 4 (Figure 4.6).

Another key finding from Table 5.5 was that 0◦C measurements were more reproducible

for EPI and RESOLVE sequences, whilst ZoomIt was slightly more reproducible at AT.

Considering all sequences performed within tolerance ranges, especially for ZoomIt, this

finding was not considered of interest. Investigations outside the scope of this thesis

would be required to determine the cause of this effect.

In comparison, most ADC reliability studies that exist in the literature use the recommen-

dations by Padhani et al. (2009) and implement an ice-water bath to remove any thermal

variability between ADC measurements [11, 21, 41, 63, 64, 109, 136, 161]. However, with

the newly characterized Diffusion phantom vial values, which are known over a wide

range of temperatures, it is now possible to measure the ADC at AT and temperature cor-

rect the ADC values during post-processing. This method can be advantageous for several

reasons.

Firstly, at AT the Diffusion phantoms’ reference vial values are higher and thus more

closely reflect ADC’s found in-vivo (Table 5.4) [16,50,54,60,148–152]. Secondly, clini-

cal implementation of this type of qMRI QA in a department becomes simpler and more

efficient. For example, reducing phantom preparation time for staff and minimizing the

required resources which can’t always be guaranteed like ice and a refrigerator [155].

Thirdly, removing the ice-bath minimises air-bubbles within the phantom and thus re-
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duces the probability of susceptibility-induced distortions occurring (as seen in Figure

5.2).

One limitation to this part of the study was that only vial 1 results were compared be-

tween AT and 0◦C measurements. This vial was selected due to water composition being

expected in most anatomies planned for imaging. Further, its position at isocenter made

it less likely to be affected by the gradient non-linearities and susceptibility distortions

(which were discussed in Section 4.4). One improvement to this study would be to include

all vials in the analysis. Additionally, if more time was available on the MRI scanner, the

CVST and SNR could be compared by acquiring four repetitions of each sequence at each

temperature (as per described in Section 4.2.3).

The findings from this part of the study, along with the advantages of implementing the

AT method clinically, led to recommending the this method to departments for prospec-

tive ADC QA for clinical trials. If QA results were to become out of tolerance range,

additional recommendations were given to repeat the QA using an ice-bath.

5.4.3 T1-Mapping: Accuracy and Daily Repeatability

Recall from Section 2.3.4 that obtaining patient-specific and accurate T1-maps are es-

sential to generate reliable PK-parameters using DCE-MRI. In this study, the HN and

Lung T1-mapping sequences were found to perform adequately when considering both

the measurements acquired over all vials in physiologic range, and when considering vial

2 independently: median bias < 19.44% and CV < 2%. In comparison, the CNS sequence

continually overestimated the T1-time and the measurements had poor repeatability (see

Table 5.7 and Figure 5.10). For example, the bias and CV in vial 2 was found to be

+58.62% and 9.08%, respectively .

The performance of the T1-mapping sequences for vial 2 was of particular interest. This

was due to the reference T1-time in the vial closely reflecting physiological values found
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in the literature for the anatomies of interest. That is, longer reference T1-times (vials 1-

4) specifically covered literature reported in-vivo T1-times for lung [162, 163], CNS/HN

(e.g., muscle and cartridge, white and grey matter) [71, 164], and prostate tissue [71].

Finding large inaccuracies for longer T1-time (> 1330 ms) vials matches other phantom-

based findings in the literature [19, 40, 125, 145]. This could be attributed to insuffi-

cient recovery of the vials longitudinal magnetization when sequences employ very short

TRs [19], and should be a factor considered for future sequence development. Substantial

inaccuracies were also found for the Lung sequence for shorter T1-time vials (magnitude

> 26% - See Figure 5.6). Similar results have been reported in the literature [110, 112]

and match the findings in Chapter 3.

According to the literature, sequences which generate T1-inaccuracies with magnitudes >

±15-20% can cause detrimental errors to the resultant PK-parameters, and are not recom-

mended for clinical applications [19,68,118]. CNS results found for measurement %bias

to exceeded this limit, and generated large %CVs and an unrealistic y-axis crossing for

the linearity investigation (Figure 5.8).

For these reasons, the authors made recommendations to the department to find an alter-

native imaging sequence for CNS T1-mapping. This is especially important for imag-

ing the tissues within the CNS region which have high T1-times (e.g, cerebral spinal

fluid, grey and white matter) [71]. Other factors known to affect T1-mapping, such

as B1-inhomogeneities, were not investigated as it was out of the scope of this the-

sis [19, 67, 126].

5.4.4 ADC-Mapping: Accuracy and Daily Repeatability

The average ADC accuracy and repeatability calculated for all sequences and vials was

considered sufficient, as per the Diffusion Profile [20]. This included finding the bias and

CV to be < 2.22% and < 0.62% over all vials in physiological range respectively, and <
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0.95% and < 0.83% for vial 1 individually. These performance metrics are comparable

to the results found in Chapter 4 (see Figure 4.4), and also to the results of past phantom-

based investigations [11, 41, 45, 107, 124, 133].

Additionally, matching the findings from Chapter 4, an upward trend in ADC %bias was

observed for vials with higher PVP concentrations (lower reference ADC values). This

could be attributed to the same factors noted in Section 4.4, such as an increased like-

lihood of susceptibility-induced distortions or insufficient SNR for these highly concen-

trated vials [107]. This observed trend of an increase in %bias should be considered when

evaluating the ADC of anatomies with expected lower ADC values.

In this study, RESOLVE and ZoomIt sequences were found to have superior performance

to EPI (Table 5.7). This is a common finding to past phantom and in-vivo investiga-

tions [45, 165, 166], and was expected given their enhanced sequence design features.

The accuracy of ADC values measured using different DWI sequences can be influenced

by a number of factors, as discussed in Section 2.3.2.

Specifically, single-shot EPI (SS-EPI) sequences, such as those used in this study, are

known to be venerable to susceptibility-induced distortions and signal loss [45, 63, 145,

167]. Susceptibility distortions are also known to increase with higher field strength, and

thus were expected to occur in this study using a 3T MRI scanner [63]. These were mainly

observed at the vial-water interface of the highly concentrated PVP vials in both the work

presented in this chapter and in Chapter 4.

Whilst it would have been possible to further optimize this SS-EPI sequence to reduce

distortions and enhance performance metrics, such optimization was not completed. This

was to maintain acquisition parameters with those utilized in Chapter 4 and the QIBA

Profile guidelines [20].
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In contrast, RESOLVE uses a multi-shot EPI approach, which helps reduce the acquisi-

tion time by acquiring only a portion of the k-space data per shot. This technique aids to

reduce susceptibility distortions and blurring effects (see Section 2.3.1); offering superior

performance over the standard EPI sequence, as the results of this study highlight [46–48].

As noted in Section 2.3.1, ZoomIt is a sequence that accelerates the acquisition time by

only ‘zooming into’ specific regions in the image and enhances B1-homogeneity through

the use of a parallel transmission method. This approach involves the simultaneous trans-

mission of RF pulses across multiple RF channels [6,45,166,168]. However, this method

has been observed to cause variations in measured ADC values for certain anatomies and

b-values [168]. This could explain the observed higher repeatability for vial 1 at AT, but

lower accuracy (bias), when compared to EPI and RESOLVE (Table 5.7). While each of

these factors for the different sequences can contribute to inaccuracies in the ADC values

measured in this study, a further investigation would be needed to determine the individ-

ual impact of each factor on ADC quantification.

Differing to prior investigations, the ADC was measured at AT with the %bias calculated

via temperature correcting the Diffusion phantom reference ADC values. This allowed

for measuring a wide-range of ADC samples which more closely reflect those expected

in-vivo; important when imaging diverse anatomies. One limitation to this part of the

study was that only inline ADC-maps were used for analysis. This method is not recom-

mended for multi-site investigations due to potential analysis software dependencies [64].

An improvement would be to use an offline-fitting approach like that employed in Chapter

4. However, inline maps were used as per departmental request to follow ADC analysis

protocols used in their single-site clinical trial practices.

Timing is also an important consideration when providing recommendations to depart-

ments for sequence utilization. For example, RESOLVE and ZoomIt took over 2.5 times

the acquisition time required for EPI (Table 5.3) [45]. This would result in longer ac-
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quisition times for patients and also for the QA. However, the largely improved perfor-

mance metrics for these sequences outweighed this factor, and thus all anatomy-specific

sequences were recommended for continued use in clinical trials given QA protocols are

followed.

5.4.5 General Findings and Limitations

Timing considerations were also of concern when designing the QA protocol used in this

study (i.e., 30 minutes MRI scanner time per day). This led to compromises in phantom

setup (e.g., using an 18-channel body coil for all sequences), and merging acquisition

parameters between different sequences. Such changes from the clinical protocol could

have impacted the results found.

One parameter compromise involved reducing the FOV of ZoomIt in the PE (superior

to inferior) direction which removed visualisation of vials 5 and 11 (Figure 5.4). Com-

promising on the FOV is common when using ZoomIt [45, 124]. It was also considered

acceptable for intended Lung and prostate imaging which is generally more focused on

measuring wider (left to right) FOVs. Excluding the higher-concentrated and outer-ring

PVP vials however, could have impacted the comparison between different sequences’

overall accuracy, repeatability and linearity.

Signal saturation, an effect shown to affect measured T1-times (majorly) and ADC (min-

imally) in the previous two chapters, was not observed to occur in this study. This could

be attributed to the T1-mapping sequences using lower magnitude FAs (see Table 5.1), or

that the RESOLVE ADC-mapping sequence used higher b-values (> 0 s/mm2 - see Table

5.3). However, this could not explain why saturation was not observed to occur for the

EPI and ZoomIt ADC-mapping sequences.

To further investigate this occurrence, the individual DW EPI-DWI images acquired in

this study and for Chapter 4 were compared. Findings included a large reduction in signal
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intensity (approximately by one-third) of the images acquired for this study. Although

minimally affecting the ADC, this would reduce the probability of saturation occurring in

the b-value = 0 s/mm2 EPI and ZoomIt DW images. This was likely due to a change in

coil selection, however further investigation would be required to confirm this hypothesis.

In this study, there was no scanner hardware or software upgrades over the month-long

duration. Also, potentially large sources of variability were removed by utilizing a single

user for each phantom set-up, and by also using a consistent and semi-automated image

analysis method. Improvements to this QA method for implementation into a large-scale

clinical trial setting would be to use a fully automated analysis software, and to design

and use a phantom-positioning apparatus; fitted to the particular MR couch to minimise

phantom position variations.

The QA protocol developed for this study was designed to be simple, efficient and trans-

ferable to other departments. This QA would largely compliment the recommended base-

line testing specified in the previous chapters. It is also especially important for de-

partments carrying out single-site clinical trials involving QIBs; enabling a verification

method of their qMRI sequences accuracy and repeatability.

This type of qMRI QA should be performed for each sequence planned for use: both at

the start and end of any clinical trial, and alongside the annual qMRI QA of the scanner. If

any system upgrades were to occur over the duration of the trial, then the QA should also

be repeated directly afterwards to ensure no major changes to the scanner performance.

5.5 Conclusion

Anatomy-specific sequence qMRI QA is essential if the QIBs derived from these se-

quences are to be used for subsequent treatment response monitoring or outcome pre-

dictions. Thus, the QA procedures developed in this study were designed to be easily

implemented into routine clinical QA in a department.
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Using AT ADC measurements for QA purposes was recommended due to finding both

the AT and 0◦C measurements to be comparable and within Diffusion Profile tolerances

(median vial 1 |bias| < 1.12% and CV < 1.18%). This was along side the logistical ben-

efits of scanning the phantom at AT in a clinical department, including a more simple and

efficient QA setup. EPI, RESOLVE and ZoomIt sequences were all recommended for

continued use in the department with the AT median %bias and %CV measured over all

vials in physiological range being < 2.22% and < 0.62%, respectively.

Similarly, Lung and HN T1-mapping sequences were recommended for continued use in

the department with findings of adequate sequence performance in terms of their accu-

racy (|bias| < 19.44%) and repeatability (CV < 2%). However, the CNS T1-mapping

sequence was found to have substantial performance variability, and thus resulted in rec-

ommendations to the department of investigating alternative T1-mapping sequences for

this anatomy.

It was recommended that T1-time and AT ADC QA should be performed annually, both

before and after a clinical trial, and around the time of any system upgrades occurring

throughout the trial. Recommendations for further improving qMRI QA efficiencies in-

volved designing a phantom-positioning apparatus and using a fully-automated analysis

software for image processing.



Chapter 6

Discussion and Conclusions

6.1 General Discussion

In recent years, qMRI techniques have shown promise to assist and enhance the radiother-

apy workflow. This stems from the techniques’ unique ability to measure physiological

changes in tissues using non-invasive and non-radiative methods [2, 3, 11–16]. However,

such techniques have current limitations imposed which restricts their ability to be used

in the clinic or in clinical trials. This includes the unknown accuracy and repeatability

of qMRI derived QIBs on clinical MRI scanners [7, 37]. This results from many of the

studies in the literature often not completing (or failing to report on implementing) any

type of routine qMRI QA to assess these important reliability metrics, prior to collecting

evidence for the clinical utility of these techniques.

Historically, the lack of conducting qMRI QA or technical performance testing could be

attributed to the minimal resources that were available for departments to use and com-

plete this type of testing [3, 7, 19, 37]. This would have been enhanced by the dearth of

studies completed which demonstrate variability in qMRI MRI scanner performance and

thus the need for such QA. However, in recent years, developments have occurred in this

space. This includes the manufacturing of dedicated qMRI phantoms [100,104,106–108]

and qMRI testing Profiles [20, 101].

109
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This thesis serves to aid clinical departments to assess the accuracy and repeatability

of qMRI QIBs through reporting on the development of both accurate and efficient QA

procedures. Following implementation, it would allow a department to have increased

assurance on the reliability of the QIBs generated from their MRI scanners. This is essen-

tial for collecting QIB-based patient datasets on an MRI scanner and serves as evidence

for the clinical implementation of a QIB [18]. This includes using measured changes in a

tissue’s QIB values to guide the modification of a treatment plan in ART.

This thesis also highlighted the need for this type of QA through measuring qMRI perfor-

mance fluctuations in a 3T radiotherapy dedicated MRI scanner. Specifically, the qMRI

QIBs investigated were the T1- and T2-relaxation times and the ADC. Evidence was

gathered through studies that monitored the long-term performance of the scanner us-

ing monthly interval imaging over one year; simulating the potential imaging frequency

required for long-term patient response monitoring following treatment. Further, short-

term monitoring was conducted using daily interval imaging over one month; simulating

inter-fraction patient imaging over the course of radiotherapy treatment.

6.1.1 Research Aims

This thesis presents a body of work focused on assessing the scanner-specific uncertainty

of qMRI for the implementation of QIBs in the clinic. The details below summarise the

key results of this work as a whole, stated in terms of the aims and set research questions.

Aim 1: Quantify the longitudinal intra-scanner accuracy and repeatability of T1 and

T2 relaxation times.

For qMRI QIBs to have both wide-spread clinical applications and be comparable be-

tween MRI scanners in multi-centre trials, the values being derived must be accurate,

reproducible, and independent of scanner performance [7, 37]. Chapter 3 reported on a

method that was used to investigate and determine the baseline accuracy and repeata-
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bility of T1- and T2-relaxation times on a dedicated radiotherapy MRI scanner. This

included conducting monthly imaging acquisitions using a System phantom and stan-

dardized acquisition sequences, over one year. T1-time was measured using both IR and

VFA sequences, whilst T2-time was measured using a T2-SE sequence. Accuracy and

repeatability were then mainly assessed on vials with relaxation times expected to be in

physiological ranges at 3T.

Research Question:

How accurate and reproducible are the T1- and T2-relaxation times extracted from

a clinical MRI scanner, when measured monthly, over a one-year period?

The T1- and T2-relaxation times were sufficiently accurate and reproducible when

measured monthly over one-year on a clinical MRI scanner. This was surmised by

determining a baseline %bias (accuracy) of +2.0, +6.5, and +8.5%, respectively, and

long-term CV (repeatability) of 2.1, 4.2, and 1.9%, respectively, when using T1-IR,

T1-VFA and T2-SE sequences.

Shorter reference relaxation time vials in the phantom were also found to have in-

creased measurement instability. This was likely due to the acquisition parameters

implemented in the sequences, and output effects from signal saturation. No sys-

tematic variations in accuracy over time were observed, which suggests less fre-

quent QA measurements would be required on the scanner following the establish-

ment of baseline measurements.

One limitation of this study included that the sequences tested were not of the type

typically used for patient imaging due to their long acquisition times (see Sections

2.3.4 and Table 3.1). This was addressed in the work presented in Chapter 5, through

the use of anatomic-specific T1-mapping sequences which are used in a depart-
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ment’s current clinical trials.

Aim 2: Assess the overall technical performance of a scanner measuring the ADC.

The work presented in Chapter 4 followed similar methodologies to Chapter 3. This in-

cluded performing monthly measurements on the same 3T MRI scanner over one year

using standard imaging sequences. In the case of this work, a Diffusion phantom was im-

aged at 0◦C and used to assess the overall inter-scanner ADC technical performance, in-

cluding its accuracy and repeatability. These performance metrics were compared against

key tolerance values set by the QIBA Diffusion Profile. Establishing conformance to this

Profile helps ensure that ADC is being reliably generated on a scanner for use in prospec-

tive multi-site trials.

Although not required for Profile conformance testing, supplementary investigations into

factors that could impact the technical performance of ADC in the clinic were undertaken.

This included alternating the slice-encoded imaging direction and changing the tested

samples’ reference ADC values. These factors are important when considering imaging

different anatomical sites that require multi-directional imaging, and contain anatomies

that encompass a wide range of ADC values [20, 137–139]. Such an investigation is es-

sential to progress the clinical implementation of ADC: ensuring that changes observed

to occur in a tissue’s ADC value are due to a physiological response and not measurement

variability.

Research Questions:

How accurate, repeatable, and reproducible is the ADC value that is extracted from

an MRI scanner, according to the QIBA Diffusion Profile?

According to the QIBA Diffusion Profile, the ADC values extracted from a 3T ra-
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diotherapy dedicated MRI scanner were found to be accurate, repeatable, and repro-

ducible. Specifically, the results reported in Chapter 4 indicate that the (axial) ADC

generated in vial 1 by the MRI scanner was accurate (bias = + 0.05 %), repeatable

(CVST = 0.1 %) and reproducible (CVLT = 0.9 %), which was within the Diffusion

Profile tolerance ranges [20]. Other performance metrics such as linearity (R2 =

1.0) and b-value dependence (Depb = 0.4%) were within tolerance ranges [20]. Ad-

ditionally, software dependency was briefly assessed in this study. Findings were

inclusive of a strong correlation (R2 > 0.99) between inline and offline methods for

generating the ADC.

Although conformance testing was only required to be carried out using the ADC

measured in vial 1 of the Diffusion phantom, monthly imaging incorporated all the

phantom’s vials to measure the ADC over a wide range of physiologically relevant

ADC samples. Profile tolerance limits for several performance metrics, including

long and short-term repeatability, were met for almost all phantom vials with the ref-

erence ADC range of 0.4–1.1 µm2/ms. In general, lower diffusivity vials recorded

the largest variability in performance.

Whilst conformance to the Diffusion Profile was found for this scanner, an inherent

limitation of this study included that no in vivo test-retest assessments were per-

formed. Such testing would supplement this study, and would need to be performed

before achieving the anatomic-specific Profile claims for different treatment sites

(e.g., prostate) [18, 20]. A further limitation of this study includes the detection of

geometric distortions, particularly around vials with high PVP concentrations. Fu-

ture investigations assessing the impact of these distortions on ADC measurements

would complement this study’s findings.

What impact does alternating the slice-encoding imaging direction have on ADC

technical performance?
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Using the vial 1 ADC values, it was found that alternating the slice-encoding imag-

ing direction had minimal dependence on ADC technical performance. This con-

clusion was able to be found by repeating imaging in the coronal and sagittal plane

during each monthly data acquisition and comparing ADC values to the axial re-

sults. This involved changing the slice-encoding imaging direction and physically

rotating the phantom to match the selected imaging direction. Specific findings

included determining accurate (%bias ≤ +0.83), repeatable (CVST = 0.1 %) and

reproducible (CVLT ≤ 0.9 %) results for both imaging planes. Lower performance

and image distortions were found to occur for vials at the furthest distance from

isocenter, and for vials at phantom locations likely to experience air gaps.

Aim 3: Monitor and quantify the daily fluctuations of measured T1-relaxation time

and ADC values, when using anatomy-specific qMRI sequences on a clinical MRI

scanner.

The QA methods described in Chapters 3 and 4 used standardized sequences [20, 115] to

calculate longitudinal scanner performance baselines and provide a basis for future multi-

centre trials. The work presented in Chapter 5 extended upon these studies by investigat-

ing performance fluctuations on the clinical MRI scanner when using anatomic-specific

sequences already utilized within the department. This meant adaptations to the phantom

setups had to occur, including changing the coil type and phantom orientations.

Further, imaging was acquired daily to capture any fluctuations in performance that could

have occurred between the monthly measurements of the prior chapters. This imag-

ing frequency more closely reflected the inter-fraction imaging intervals that a patient

would realistically receive if undertaking qMRI imaging each day throughout treatment.

Such findings are especially important for prospective clinical trials which aim to use

the measured changes in derived QIB values to guide future ART decisions; ensuring
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inter-fraction changes in the patient’s tissue QIB values are larger than any systematic

fluctuations that are inherent to the scanner [7, 18].

Research Questions:

Is it possible to simplify ADC qMRI QA by measuring ADC samples at AT?

In Chapter 5, it was determined that it was possible to simplify this type of QA and

measure ADC at AT instead of at 0◦C. This conclusion was derived from additional

scanning of the Diffusion phantom once weekly, where the ADC was re-measured

when the samples within the phantom reached 0◦C (as per the phantom prepara-

tion methodology described in Chapter 4). The ADC results recorded for vial 1 at

different temperatures were found to be comparable and within Diffusion Profile

tolerance ranges [20], indicating the ability to simplify ADC QA: median vial 1

|bias| ≤ 1.12% and CV ≤ 1.18%.

This finding would be beneficial to a clinical department given the added logisti-

cal benefits of scanning the phantom at AT. This includes a more simple and ef-

ficient QA setup, and reducing the likelihood of susceptibility-induced image dis-

tortions [155]. A temperature correction method was required to be employed for

the AT samples. However, this was easily achieved using semi-automated analysis

software.

What intra-scanner variability exists in terms of accuracy and repeatability of T1-

time and ADC when using anatomy-specific sequences daily?

Using the department’s anatomic-specific sequences on the 3T MRI scanner, min-

imal intra-scanner variability in accuracy and repeatability was found when mea-

suring the ADC daily (at AT). However, larger variability existed when the T1-time
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was measured. Chapter 5 demonstrated that when using these anatomic sequences,

the AT ADC median |bias| and %CV over all vials in the physiological range was

≤ 2.22% and 0.62%, respectively. These results were well within Conformance

tolerance limits and were thus considered sufficient [20].

However, the T1-mapping sequences had varying results. This included Lung and

HN T1-mapping sequences having sufficient accuracy (|bias| < 20%) and repeata-

bility (CV < 2%). The T1-mapping sequence for CNS imaging, however, was

recommended to be investigated for potential sequence parameter improvements.

This was due to the large inaccuracies (> 20%) and low-repeatability observed to

occur in several of the phantoms vials [68, 118]. E.g., Vial 2 bias = +58.62% and

CV = 9.08%.

One limitation of this part of the study was that temperature dependencies in the

System phantom were not accounted for when comparing daily recorded T1-times.

Although daily temperature fluctuations were low in general, any potential conse-

quential effects of these fluctuations on repeatability could have been mitigated if

such dependencies were accounted for.

6.1.2 Overall qMRI QA Recommendations:

Several key recommendations for qMRI QA have been noted throughout this thesis, based

on the findings within each chapter. Some of these recommendations are listed below:

• Post-processing analysis: Users should implement a partial or fully automated post-

processing image analysis methodology. This includes ROI detection and place-

ment, offline generation of QIB maps, ROI-based calculations, and statistical anal-

ysis.

• Setup apparatus: To minimise phantom positioning variability and any repercus-

sion effects on QIB measurements, users are encouraged to construct and utilize

a phantom-positioning apparatus (e.g., using 3D-printing). In theory, this would
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be fitted to the department’s MRI scanner couch and is used for all QA purposes.

Keeping a record of coil setup should be completed to ensure the same distance be-

tween phantom/patient surface and coil is maintained between imaging repetitions.

Implementing these steps should aid in minimising QA setup time.

• qMRI QA baseline testing: Prior to an MRI scanner being used in a clinical trial

that plans to collect patient-based QIB data, qMRI QA baseline testing should be

performed. This can be completed using similar long-term monitoring methods as

per described in this thesis.

• qMRI QA frequency: Following baseline testing and determining adequate scanner

performance, QIB QA is recommended to be completed annually, both before and

after a clinical trial, and at times surrounding any major scanner upgrades. This

includes QA for the same sequences planned to be used in the clinical trial.

• ADC QA temperature: Users can complete ADC QA at room temperature. This is

assuming that the phantom temperature is: initially brought to thermal equilibrium

with the MRI bore room; is monitored before and after image acquisition, and;

can be corrected during the image analysis. If significant performance deviations

are found to occur, users can implement standardized 0◦C phantom conditions to

validate findings.

• Designing multi-site QIB clinical trials: Baseline testing should be completed for

each site entering the clinical trial, with additional QA performed at all relevant

time points aforementioned during the clinical trial. This will assist in ensuring

similar qMRI performance between MRI scanners, and that the selected sequences

are performing adequately before using department resources and patient time to

acquire them. Users should implement a centralised and consistent post-processing

analysis method, which ideally uses offline-generated QIB maps. Users should

also attempt to use the same imaging sequences between MRI scanners, includ-

ing image acquisition parameters and phantom/patient setup to reduce systematic

measurement variability.
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6.2 Future Work

From the work presented in this thesis, several questions regarding qMRI QA were iden-

tified which require further investigation. Some of these questions include:

Is there a relationship between qMRI and clinical QA performance?

This thesis focused on the results of short- and long-term qMRI QA results, ob-

tained using a 3T radiotherapy dedicated scanner. Parallel to completing this test-

ing, staff within the department carried out routine clinical QA on the same MRI

scanner (e.g., SNR and geometric distortion testing). It would be beneficial to inves-

tigate if the qMRI and routine MRI QA performance results were at all correlated

over this time period. However, this type of study could be completed on any MRI

scanner and could aid in identifying the cause of systematic changes in QIB val-

ues/performance.

One simple and efficient way to incorporate both clinical and qMRI QA testing

would involve using a dual-purpose phantom, such as the ISMRM/NIST System

phantom. Recall from section 2.4.3 that this phantom has features/arrays that en-

able clinical performance metrics to be measured, such as image resolution and

geometric distortions [106]. This is additional to containing the arrays required for

measuring T1- and T2-times. This dual-purpose phantom would enable measuring

both performance metrics simultaneously.

More broadly speaking to address this question, novel or current international MRI

QA guidelines, such as those developed by the AAPM Task Group 284 [98], need to

be amended to include qMRI QA. Although this is outside the scope of this thesis,

it is aimed that the results reported on within this thesis will aid in the development

of such documentation.
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How can different image analysis software impact qMRI measurements?

Although briefly discussed in Chapter 4, the impact of using different post-processing

image analysis software or algorithms was not of focus in this thesis. In practice,

inline-derived QIB maps (when possible) are a simple and efficient way for clini-

cal departments to obtain MRI QIB estimates from an ROI without the use of any

post-processing software. However, without testing the accuracy of each algorithm

embedded within each vendors system, the accuracy of the QIB maps produced is

unknown.

Further, for studies involving multiple sites, using inline maps can result in low re-

producibility [64]. A comprehensive investigation into the best offline software/algorithm,

and comparing its accuracy to inline-derived methods, would be of interest to be

completed. Following on, quantifying the effects stemming from inaccurate QIBs,

such as the T1-time input to DCE-MRI PK-parameter calculations, would be of

particular interest when using different software. Beneficial aids for this type of

work may include DROs and the use of more automated software to remove user

variability.

What are the causes of signal saturation and how can the effect be minimized?

One factor impacting the results obtained in Chapters 3 and 4 was signal saturation

(especially for T1-mapping). Given that observing saturation was only possible

when generating the offline QIB maps, prior studies reporting on QIBs in phan-

toms or patients may have failed to detect this effect. For these reasons, it would

be advantageous to develop automated detection methods for signal saturation in

the MRI scanner and/or post-processing software. Further, it would be beneficial to

dedicate an investigation to finding the causes of signal saturation in qMRI imaging
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and find ways to minimize its occurrence [112]. Since this effect was not observed

in the images acquired for Chapter 5, it is proposed that either coil or acquisition

parameter selections could impact the magnitude of saturation observed.

Can achieving Profile conformance be an indicator of achieving anatomy-specific

Profile claims?

As noted in Chapter 4, QIBA Diffusion Profile conformance results provided base-

line scanner performance metrics for one MRI scanner. However, no in-vivo test-

retest assessments were completed as per the requirement to achieve clinical con-

formance to anatomy-specific Diffusion Profile claims, such as for prostate imag-

ing [18, 20]. The next phase of this work would involve completing such assess-

ments using prospective volunteer and/or patient datasets. This would enable further

validation of adequate scanner qMRI performance before commencing a multi-site

trial based on imaging particular anatomy.

Could this work be translated to an MR-Linac?

Finally, building on both the foundations of this work and past studies in the lit-

erature [2, 7, 11, 18, 21, 37, 41, 64, 124], it is predicted that it would be simple to

complete a similar level of qMRI QA testing on an MR-linac. This type of study

could be approached using a single- or multi-site study, and ideally would incorpo-

rate volunteer and/or patient imaging to avoid phantom-based imaging limitations

(e.g., SNR) [18].

Given that MR-linacs have the unique ability able to collect daily qMRI scans whilst

delivering each fraction of radiotherapy treatment, these systems could easily col-

lect large-scale qMRI datasets; aiding in building the evidence required for QIB

clinical implementation [11, 18, 41]. Ensuring that these systems are reliable in
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generating QIBs is essential to achieve the most accurate results, which preferably

occurs before collecting large datasets.

6.3 Conclusion

The developed methodologies, presented results, and recommendations provided through-

out this thesis were intended to aid departments to assess their MRI scanners’ qMRI QIB

accuracy and repeatability. As part of this thesis, three specific QIBs were investigated and

the concepts and methodologies described have the potential to be applied more broadly.

This includes developing QA methods for different qMRI QIBs and generating their per-

formance baselines. Similarly, although all work presented was completed for one type

of MRI scanner, the same principles can be applied to any department’s MRI scanner sys-

tem, including an MR-Linac.

Incorporating such assessments has the potential to increase department efficiencies, in-

cluding completing QA and selecting optimal MRI acquisition parameters for specific

anatomies. Further, these assessments can help improve the reliability of a department’s

patient-based qMRI QIB clinical trials data. These factors together have the potential to

improve the calibre of existing scientific evidence which suggests probable benefits of im-

plementing qMRI techniques into the radiotherapy workflow. As such, these techniques

could ultimately be used to enhance a patient’s treatment regimen. This includes plan

adaptation decisions being guided by the patient’s quantitative physiological changes;

leading to improved treatment outcomes for the patient.
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Appendix A

In-house developed Python scripts

The in-house developed Python scripts developed for the purpose of this thesis can be

found within the Ingham Institute Physics GitHub repository:

https://github.com/ingham-physics/MR-Sim-Project/tree/main/Maddie qMRI

Specifically, the code developed for the purpose of analysing the data presented in Chap-

ter 3 can be found within the sub-folder named ‘Sys Phant’. Similarly, the code used for

the analysis described in Chapter 4 is located within the sub-folder labelled ‘Dif Phant’.

And lastly, the code used for the analysis described in Chapter 5, is included inside the

sub-folder labelled ‘Daily QA’.
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