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Abstract 

 
Information flow topology plays a crucial role in connected autonomous vehicles (CAVs). It describes 

how CAVs communicate and exchange information with each other. It predominantly affects the 

platoon's performance, including the convergence time, robustness, stability, and scalability. It also 

dramatically affects the controller design of CAVs. Therefore, studying information flow topology is 

necessary to ensure the platoon's stability and improve its performance. Advanced sliding mode 

controllers and optimisation strategies for information flow topology are investigated in this project.  

Firstly, the impact of information flow topology on the platoon is studied regarding tracking ability, 

fuel economy and driving comfort. A Pareto optimal information flow topology offline searching 

approach is proposed using a non-dominated sorting genetic algorithm (NSGA-II) to improve the 

platoon's overall performance while ensuring stability.  

Secondly, the concept of asymmetric control is introduced in the topological matrix. For a linear CAVs 

model with time delay, a sliding mode controller is designed to target the platoon's tracking performance. 

Moreover, the Lyapunov analysis is used via Riccati inequality to guarantee the platoon's internal stability 

and input-to-output string stability. Then NSGA-II is used to find the homogeneous Pareto optimal 

asymmetric degree to improve the platoon's performance. A similar approach is designed for a nonlinear 

CAVs model to find the Pareto heterogeneous asymmetric degree and improve the platoon's performance.  

Thirdly, switching topology is studied to better deal with the platoon's communication problems. A 

two-step switching topology framework is introduced. In the first step, an offline Pareto optimal topology 

search with imperfect communication scenarios is applied. The platoon's performance is optimised using 

a multi-objective evolutionary algorithm based on decomposition (MOEA/D). In the second step, the 

optimal topology is switched and selected from among the previously obtained Pareto optimal topology 

candidates in real-time to minimise the control cost. For a continuous nonlinear heterogeneous platoon 

with actuator faults, a sliding mode controller with an adaptive mechanism is developed. Then, the 

Lyapunov approach is applied to the platoon's tracking error dynamics, ensuring the systems uniformly 

ultimately bounded stability and string stability. For a discrete nonlinear heterogeneous platoon with 

packet loss, a discrete sliding mode controller with a double power reaching law is designed, and a 

modified MOEA/D with two opposing adaptive mechanisms is applied in the two-step framework.  

Simulations verify all the proposed controllers and frameworks, and experiments also test some. The 

results show the proposed strategy's effectiveness and superiority in optimising the platoon's performance 

with multiple objectives. 
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Chapter 1 

Introduction 
 

1.1  Background and Motivation 
 

CAVs are a group of vehicles that exchange information wirelessly with each other and the 

infrastructure. The platoon of CAVs improves traffic efficiency and releases traffic 

congestion. However, poor communication, such as packet loss, disturbance, and unstable 

wireless data transmission, affects the platoon negatively. Therefore, a dynamic information 

flow topology with a controller that supports it is essential to the platoon. Dynamic 

information flow topology selects alternative communication links and partners in real-time 

to eliminate the negative impact caused by poor communication. It also ensures the platoon’s 

stability and robustness and improves its performance.  

There are six types of common fixed information flow topologies: Predecessor-Leader 

Following Topology (PLF), Predecessor Following Topology (PF), Bidirectional Topology 

(BD), Bidirectional-Leader Topology (BDL), Two Predecessors Following Topology (TPF), 

and Two Predecessors-Leader Following Topology (TPLF) [1]. Most studies designed a 

controller that is based on one fixed information flow topology only. PLF and BDL are the 

most popular ones. Apart from fixed information flow topology, switching information flow 

topology is also a hot research topic. It mainly consists of two types. The first one is a 

topology that switches among a few fixed topologies mentioned above. A topology that 

switches based on a random or predefined switching signal is the second one. There are some 

advantages and limitations regarding all topologies. This study focuses on overcoming the 

limitations of the current fixed and switching topologies by providing a dynamic topology 

that improves the platoon’s performance.  

Previous research acknowledges the fact that information flow topology has an impact on 

CAVs. However, no research quantitatively investigates the influence of information flow 

topology on the platoon’s performance. It motivates the author to study it systematically by 

considering the platoon’s tracking ability, fuel economy, driving comfort, communication  

cost, and stability. 

Sliding mode controller has been popular in the control of CAVs. However, there are also 

typical communication failures related to the platoon, such as packet loss, time delay, and 

actuator faults. Therefore, the application of designing an advanced sliding mode controller 

that not only supports all types of information flow topologies but also addresses the 

communication failures mentioned above in a nonlinear heterogeneous platoon also gains the 

author’s interest. 

Most previous switching topology research focuses on switching among fixed topologies or 

switching with a random signal only. However, switching information flow topology 

frequently and randomly poses unnecessary risks to the platoon’s stability, making it 

undesirable in real-world applications. The author bridges the gap by using switching 
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topology as an optimisation tool to reduce the negative impact caused by poor communication.  

In conclusion, there are a lot of essential research aspects of information flow topology for 

CAVs. Therefore, this thesis is inspired to design advanced sliding mode controllers and 

optimisation strategies for information flow topology to improve the platoon’s performance 

with multiple objectives. 

 

1.2  Research Objectives 
 
The main aim of this thesis is to design advanced sliding mode controllers and optimisation 

strategies for information flow topology to improve the platoon’s overall performance. 

Furthermore, simulations and experiments are conducted to prove the effectiveness of the 

proposed strategy. 

                  The specific objectives of this thesis are listed as follows: 

 

1. The influence of information flow topology on the platoon is investigated, and an offline 

Pareto optimal topology searching approach is proposed to improve the platoon’s 

performance. 

2. A sliding mode controller is proposed to deal with linear CAVs model with time delay, 

and a Pareto optimal homogeneous asymmetric degree searching approach is brought up 

to improve the platoon’s performance. 

3. A Pareto optimal heterogeneous asymmetric degrees searching approach and a sliding 

mode controller are designed for a nonlinear heterogeneous platoon. 

4. A two-step topology switching framework is designed to optimise topology in real time 

with different communication failures. An adaptive sliding mode controller is designed to 

deal with actuator faults in a continuous nonlinear CAVs model. 

5. A discrete sliding mode controller is designed to handle packet loss in a discrete nonlinear 

platoon. Modified MOEA/D with opposing adaptive mechanisms is used in a two-step 

topology switching framework to improve the platoon’s performance. 

 

1.3  Thesis Outline 
 

The thesis outline is listed as follows: 

Chapter 1 presents the background, motivation, research objectives, and thesis outline. 

Chapter 2 provides a literature review of previous studies of information flow topology, 

including the linear and nonlinear model of CAVs, typical symmetric and asymmetric controllers, 

fixed and time-varying information flow topology, the multi-objective optimisation strategies of 

the platoon, some common communication failures, and some future suggestions. 

Chapter 3 investigates the impact of information flow topology, and an off-line Pareto optimal 

information flow topology searching strategy is proposed to improve the platoon’s performance. 

In Chapter 4, a sliding mode controller is designed for a linear platoon with a time delay. Then, 

a homogeneous Pareto optimal asymmetric degree in information flow topology is obtained with 
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NSGA-II to improve the platoon’s performance. Finally, a similar approach is also designed for a 

nonlinear heterogeneous platoon. 

In Chapter 5, A two-step switching topology framework is introduced to find the Pareto optimal 

information flow topology in real-time with predicted communication failures to improve the 

platoon’s performance. First, an adaptive sliding mode controller is designed to deal with actuator 

faults in a continuous nonlinear platoon. Second, A discrete sliding mode controller is proposed to 

handle a discrete nonlinear platoon with packet loss. A modified MOEA/D with opposing adaptive 

mechanisms is also in use. 

Chapter 6 details the experiments of the project, including the experiment setup and the results. 

Chapter 7 concludes the main contribution of this thesis and discusses future research directions. 
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Chapter 2 

Literature Review   

2.1 Introduction 
 

The previous chapter introduces this thesis, which clarifies the background of information flow 

topology and what encourages the author to research advanced controller and optimisation strategy 

of information flow topology in a vehicular platoon. Then, the research objectives present the aim 

of this research, while the thesis outline shows the structure of this thesis. Finally, this chapter 

presents literature reviews about CAVs and information flow topology to conclude the past 

research and identify the limitations. 

CAVs are a group of vehicles that use network communication to exchange information with 

each other and the infrastructure. As a result, it can perform automated motions and scheduled 

tasks on the route, such as platooning [2], intersection crossing, and lane changing. CAVs have the 

advantages of being able to perform complex tasks automatically and efficiently, improving 

overall traffic quality, reducing traffic congestion, and increasing road safety [3]. In recent years, 

the study of the platoon is gaining widespread attention due to its practical benefits in a real-world 

application. A platoon is a group of CAVs travelling in the same lane on the highway with a short 

inter-vehicle distance and the same velocity [4]. The following vehicles track the leading vehicle 

with a desirable velocity while maintaining a safe and comfortable inter-vehicle gap [5]. The 

platoon has many recognised benefits, including improved traffic mobility, safety, and emission 

reduction by forming a tight formation [6]. Information flow topology is one of the most important 

factors influencing the platoon’s performance. It describes how CAVs send and receive 

information with each other, and it is commonly described by algebraic graph theory. Figure 2.1 

shows a vehicular platoon with CAVs, where the communication links are indicated with dotted 

lines, indicating the information flow topology. 

 

Figure 2.1 A vehicular platoon [7] 

 

The control of CAVs consists of many aspects, including the dynamic model, control strategies, 

information flow topology, platoon multi-objective optimisation, and communication failures. 

Most early studies and current work focus on a third-order linear model, only considering the time 

lag in the powertrain dynamics. A nonlinear vehicle dynamic model is more practically desirable. 
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However, it increases the difficulty of controller design [8]. Common control strategy for CAVs 

includes the state-feedback controller, robust controller, and sliding mode controller. In addition, 

there has been growing interest in the asymmetric controller to improve the controller's behaviour 

[9]. The controller design is largely based on information flow topology. While most controllers 

are only constructed to suit one fixed information flow topology, an ever-increasing body of 

literature studied time-varying information flow topology and established the control strategy 

accordingly [10]. While researchers have been focusing on the platoon's tracking ability to assess 

its performance, multiple objectives are considered to improve the platoon's performance, such as 

fuel economy, driving comfort, stability, and string stability. MPC is one of the most common 

strategies to deal with the platoon with multiple optimisation objectives [11]. The weighted sum 

and dynamic tunning methods are also used when constructing the optimisation function. Finally, 

some common communication failure issues pose risks to the platoon, including time delay, 

actuator faults, and packet loss [12]. They are important and worth studying for practical 

applications. 

2.2 Model of CAVs 
 

Several dynamic models of CAVs have gained interest over the past decades. The third-order 

model is the most popular, describing the vehicle as a point mass. In addition, the time lag in the 

longitudinal acceleration is considered [4]. This section presents the commonly used third-order 

linear and nonlinear longitudinal dynamic models of CAVs, and their advantages and 

disadvantages.  

2.2.1 Linear Model 
 

The third-order linear longitudinal dynamic model is the most widely used vehicle dynamic model 

in past research [13-15]. It is based on the premise of the perfect knowledge of all dynamic 

parameters. For CAVs, the longitudinal dynamic model generally considers the engine, drive line, 

brake system, aerodynamics drag, tire friction, rolling resistance, and gravitational force. 

Assuming the longitudinal tire slip and the influence of pitch and yaw motions are negligible, with 

a rigid and symmetric vehicle body, the driving and breaking torques can be considered the control 

inputs. The general nonlinear vehicle longitudinal dynamic model is as follows [16]: 

�̇�𝑖(𝑡) = 𝑣𝑖(𝑡)

�̇�𝑖(𝑡) =
1

𝑚𝑖
(𝜂𝑖

𝑇𝑖(𝑡)

𝑅𝑖
− 𝐶𝐴,𝑖𝑣𝑖(𝑡)

2 −𝑚𝑖𝑔𝑓)

𝜏𝑖𝑇𝑖(𝑡)̇ + 𝑇𝑖(𝑡) = 𝑇𝑖,𝑑𝑒𝑠(𝑡)

 

   for   𝑖 = 1,2⋯𝑁                                                                     

(2.1) 

where  𝑝𝑖(𝑡)  and 𝑣𝑖(𝑡) are the position and velocity of vehicle 𝑖, respectively. 𝑚𝑖 is the vehicle 

mass. 𝐶𝐴,𝑖 is the lumped aerodynamic drag coefficient, 𝑔 is the acceleration due to gravity, 𝑓 is the 

coefficient of rolling resistance, 𝑇𝑖(𝑡)  is the actual driving or braking torque, 𝑇𝑖,𝑑𝑒𝑠(𝑡)  is the 
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desired driving or braking torque, 𝜏𝑖 is the inertial delay of the powertrain, also known as the 

engine time lag or engine time constant. 𝑅𝑖 is the tire radius, 𝜂𝑖  is the mechanical efficiency of 

drive line.  

      Then, the exact feedback linearisation technique is utilised to convert the nonlinear model into 

a linear model for simplicity [17]. The output of position with relative degree three is used to 

construct the feedback linearisation law as follows: 

 𝑇𝑖,𝑑𝑒𝑠(𝑡) =
1

𝜂𝑖
(𝐶𝐴,𝑖𝑣𝑖(𝑡)(2𝜏𝑖�̇�𝑖(𝑡) + 𝑣𝑖(𝑡)) +𝑚𝑖𝑔𝑓 + 𝑚𝑖𝑢𝑖(𝑡))𝑅𝑖                 

(2.2) 

where 𝑢𝑖(𝑡)  is the new input signal after linearisation. Then, a linear dynamic model for vehicle is 

obtained as follows: 

𝜏𝑖�̇�𝑖(𝑡) + 𝑎𝑖(𝑡) = 𝑢𝑖(𝑡)                                                          

(2.3) 

where 𝑎𝑖(𝑡) is the acceleration of vehicle 𝑖. A third-order state space model is established for each 

CAVs in the platoon: 

�̇�𝑖(𝑡) = 𝐴𝑖𝑥𝑖(𝑡) + 𝐵𝑖𝑢𝑖(𝑡)                                                    

(2.4) 

where 

                         𝑥𝑖(𝑡) = [

𝑝𝑖(𝑡)

𝑣𝑖(𝑡)

𝑎𝑖(𝑡)
], 𝐴𝑖 = [

0 1 0
0 0 1

0 0 −
1

𝜏𝑖

],  𝐵𝑖 = [

0
0
1

𝜏𝑖

]. 

 

This model is preferable in most studies because of its simplicity. For example, it is widely used 

for Cooperative Adaptive Cruise Control (CACC) because it simplifies the stability analysis of the 

closed-loop system [18-19]. However, the vehicle's dynamic parameters may vary from the 

predicted ones. Therefore, it makes parameter mismatches and unmodelled nonlinearities 

unavoidable [4]. As a result, the platoon's stability and safety are at risk, making the linear 

dynamic model undesirable and impractical in real-world applications. 

2.2.2 Nonlinear Model 
 

Two types of third-order nonlinear models are commonly used in the study of CAVs. The first one 

is “Position-Velocity-Force”. This model satisfies Newton’s second law of motion and uses the 

driving or braking force 𝐹𝑖(𝑡) to approximate the vehicle’s dynamic. The throttle and the brake 

pedal give the control input. The mathematic expression is as follows [5]:  

�̇�𝑖(𝑡) = 𝑣𝑖(𝑡)

�̇�𝑖(𝑡) =
1

𝑚𝑖
𝐹𝑖(𝑡)

𝐾𝑑𝑖

𝑚𝑖
𝑣𝑖(𝑡)

2 −
𝑑𝑚𝑖

𝑚𝑖

�̇�𝑖(𝑡) =
1

𝜏𝑖
𝑢𝑖(𝑡) −

1

𝜏𝑖
𝐹𝑖(𝑡)

                                  

(2.5) 

where 𝐾𝑑𝑖  is the aerodynamic drag coefficient, 𝑑𝑚𝑖 is the mechanical drag. 

The second one is “Position-Velocity-Acceleration”. It is equivalently normalized as the first 



7 

 

model. It simplified the controller design by using acceleration directly, an easily measurable 

parameter. Reducing all the nonlinear terms to the last-order equation also simplifies the control 

protocol. It is expressed as follows [5]: 

�̇�𝑖(𝑡) = 𝑣𝑖(𝑡)

�̇�𝑖(𝑡) = 𝑎𝑖(𝑡)

�̇�𝑖(𝑡) =
1

𝑚𝑖𝜏𝑖
𝑢𝑖(𝑡) −

2𝐾𝑑𝑖
𝑚𝑖

𝑣𝑖(𝑡)𝑎𝑖(𝑡) −
1

𝜏𝑖
(𝑎𝑖(𝑡) +

𝐾𝑑𝑖
𝑚𝑖

𝑣𝑖(𝑡)
2 +

𝑑𝑚𝑖
𝑚𝑖
)

 

(2.6) 

      The “Position-Velocity-Acceleration” model is more popular than the “Position-Velocity-

Force” model. Third-order nonlinear vehicle longitudinal dynamic model captures the vehicle’s 

dynamics more precisely [20-22]. Therefore, it is more desirable for real-world applications. 

However, it increases the difficulty of controller design, proving stability and string stability. 

2.3 Control Strategies for the Platoon 
 

The control structure has always been the most crucial aspect of the platoon. It influences the 

platoon’s tracking ability, stability, and string stability directly. Therefore, many control strategies 

were proposed to solve different problems of the platoon. This section discusses the state-feedback 

controller, the robust controller, the sliding mode controller, and the asymmetric controller. Their 

advantages and disadvantages are also presented and compared in this section.  

2.3.1 State-feedback Controller 
 

Due to its simplicity, the state-feedback controller is one of the most popular control strategies 

used in CAVs. It does not burden the system with introducing additional zeros or poles [23]. 

Moreover, it improves the system's phase margin, dynamics, and steady-state tracking accuracy 

[24]. A state-feedback control protocol is established for a platoon under the influence of 

parameter uncertainty and communication delay [25]. Wang et al. [26] designed an optimal state-

feedback linear–quadratic–Gaussian (LQG) control protocol for a vehicular platoon with time-

correlated process noises. A state-feedback controller is proposed to ensure the platoon's secure 

tracking while dealing with denial-of-service (DoS) attack phenomena [27]. On the other hand, 

traditional state-feedback controller has its limitations. It is not ideal for systems with external 

disturbances and are sensitive to small variation [28]. Figure 2.2 illustrates the fundamental logic 

of the state-feedback controller. 

 

Figure 2.2 State-feedback controller [29] 
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2.3.2 Robust Controller 
The robust controller handles uncertainty in the platoon. It deals with external disturbances, 

parameter uncertainty, and mismatches. It is essential and practical because uncertainty frequently 

occurs in the platoon. Therefore, the last few years have witnessed massive growth in the study of 

robust controllers. An innovative, robust coordinate control scheme is proposed to deal 

simultaneously with uncertain information flow topology, parameter mismatches, and external 

disturbances [30]. To deal with a platoon under the influence of parameter uncertainties, network-

induced delay, and wireless communication delay, a robust H-infinity controller is designed to 

ensure the platoon’s stability and string stability [31]. Apart from the uncertainties within the 

platoon, there are also uncertainties caused by human-driven vehicles (HDVs) since they may get 

in the way of the CAV’s planned trajectory. Feng et al. [14] designed a robust platoon control 

framework based on tube MPC to deal with HDVs. However, the robust controller can sometimes 

be insensitive to changes in the system. 

2.3.3 Sliding Mode Controller 
 

The sliding mode controller gives a discontinuous signal that drives a nonlinear system into a 

predefined surface (sliding surface) in the state space. It has the advantages of fast convergence 

speed and effectiveness in tackling parameter uncertainties and external disturbances. It stands out 

due to its promising ability to handle nonlinear dynamics, actuator constraints and information 

flow topology diversity [32]. An adaptive fuzzy sliding mode controller is designed for the 

platoon’s longitudinal and lateral vehicle dynamics [33], and it is shown to be beneficial in dealing 

with nonlinearity and external disturbances. To cope with unknown driving resistance and actuator 

saturation, Song and Ju developed a distributed adaptive sliding mode control algorithm [34]. Guo 

and Li combined a sliding mode controller with a set-point optimisation layer and a vehicle 

tracking control layer to address the issue of fuel-time efficient platooning control [35]. One of the 

remaining crucial questions is to determine the control parameters of the sliding mode controller. 

Figure 2.3 shows the theoretical structure of a sliding mode controller. Table 2.1 displays the 

comparison between different controllers [36]. It can be seen from the table that compared to other 

controllers, the sliding mode controller has several advantages, as mentioned above. 
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Figure 2.3 Sliding mode controller [37] 

 

 

Table 2.1 Comparison of different controllers [36] 

2.3.4 Asymmetric Controller 
 

The asymmetric controller has gained considerable attention over the past few years in the 

problem of CAVs. It primarily benefits the platoon by attenuating wireless communication’s 

negative impact. Zheng et al. revealed that one of the most significant advantages of incorporating 

asymmetric control is that specific topologies’ stability margins are independent of the platoon 

size while bounded away from zero [9]. As a result, asymmetric control obtains a scalable platoon 

with a constant stability margin. A similar regularity was also drawn by Herman et al. [38]. The 

asymmetry of inter-vehicular coupling with asymmetric bidirectional platoon control was 

investigated in the study. The result showed that even if harmonic instability exists for linear 

controllers, the Laplacian eigenvalues can still be bounded, which proved its superiority. Herman 

and Sebek established a Linear quadratic regulator (LQR) optimal distributed controller based on 

asymmetric topology [39]. The method was proved to be effective beyond the platoon’s size. 

However, a limitation occurred as the scaling became exponential. Moreover, the asymmetric 

degree in all the research was selected randomly and artificially, and there was not enough 

evidence on how to choose the asymmetric degree. 

2.4 Information Flow Topology 
 

The information flow topology is one of the most critical factors influencing platoon performance. 

The communication links between vehicles, such as how they receive or exchange information, 
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are described by information flow topology. This section discusses the importance of information 

flow topology first, then introduces fixed topology and time-varying topology and the associated 

control strategies. 

2.4.1 Importance of Information Flow Topology 
 

Several studies acknowledged the significance of information flow topology and investigated its 

impact on vehicle platoon performance. Li et al. [40] investigated the effects of different 

topologies on CACC and the associated convergence time and robustness. A feedback-based 

platoon control protocol for CAVs that considers longitudinal and lateral gaps was proposed. It 

was discovered that while convergence time is related to network topologies, it has no significant 

effect on robustness. Zheng et al. [18] studied the influence of information flow topologies on the 

stability and scalability of the platoon, and it concluded that under bidirectional-leader topology, 

the stability margin of the platoon is always bounded and independent of the platoon size. Zheng 

et al. [1] also investigated the effect of topology on the platoon’s closed-loop stability by 

comparing the spacing error of six typical types of topologies in both stable and unstable situations. 

However, only convergence time, stability, and scalability were studied, leaving out many other 

essential platoon properties. Secondly, previous research is limited to the six traditional 

information flow topologies. There is also a general lack of comprehensive and quantitative 

comparison. 

2.4.2 Fixed Information Flow Topology 
 

 
(a)                                                                 (b) 

 
(c)                                                                  (d) 

 
(e)                                                                    (f) 

Figure 2.4 Fixed information flow topologies. (a) PLF; (b) PF; (c) BD; (d) BDL; (e) TPF; (f) TPLF 

 

Figure 2.4 illustrates the six most commonly studied fixed information flow topologies. Most 

studies of CAVs are based on one particular fixed information flow topology due to its simplicity. 

Wu et al. [41] devised a method for solving the multi-lane platoon forming problem with a fixed 

information flow topology. A bump function is used in the potential function and applied to the 

control scheme. As a result, a multi-land platoon is formed with small fluctuations around desired 

velocities. Li et al. [42] created a CACC scheme targeting the multi-platoon problem with the 

Predecessor-Leader following topology. A four-layer framework was proposed to establish a 
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cooperative mechanism. As a result, the velocity and position consensus are guaranteed, and the 

method can achieve the desired cooperation pattern. In addition, the study discovered that, when 

compared to serial cooperation, parallel cooperation can increase road throughput. Chen et al. [43] 

concentrated on improving truck platooning on uphill grades with a fixed information flow 

topology. The feasibility analysis and the impact of the truck operation on truck platooning with 

varying uphill grades were examined. It revealed that the truck platoon could become 

asymptotically unstable above a critical grade. However, using a fixed information flow topology 

to solve a complex control problem is predominantly insufficient when the platoon is composed of 

heterogeneous vehicles with different dynamics and external disturbances. 

2.4.3 Time-varying Information Flow Topology 
 

Time-varying information flow topology is also known as switching topology and dynamic 

topology. It is more practically desirable. However, it adds difficulty to the controller design. The 

challenge is to construct a controller that supports different types of information flow topologies 

and ensures stability and string stability simultaneously.  

Firstly, most research focused solely on switching between fixed traditional topologies. It 

limited the platoon’s performance and lacked ability when dealing with poor communication. For 

instance, Li et al. [44] examined the stability of a platoon with a switching information flow 

topology, deriving a sufficient condition for stability utilising the Hurwitz criteria and the Riccati 

inequality. Chehardoli et al. [45] presented an adaptive control strategy incorporating parameter 

uncertainties to deal with a complex platoon structure, where the information flow topology 

switches between several traditional topologies.  

Secondly, most switching topology designs were based on a random switching signal [46-47]. A 

nonlinear consensus-based control strategy incorporating car-following interactions between 

CAVs is proposed to deal with a platoon with switching topology [46]. A random switching signal 

switches the information flow topology from the predefined four topologies. Gao et al. [47] 

proposed a distributed H infinity control framework that supports undirected topologies in a 

platoon with bounded uncertainty. A uniform random switching signal is in use to describe the 

topology. However, switching topology randomly poses unnecessary risks to the platoon’s 

stability.  

Some studies focused on achieving stability for systems with switching signals [48-49]. For 

example, Li et al. [48] proposed an output feedback controller with a prescribed method for 

unknown and arbitrary switching signals in a nonlinear system. The simplified controller only 

needed one parameter tuning. Furthermore, Li et al. [49] designed a command-filtered-based fuzzy 

adaptive controller to deal with the same problem. The fuzzy controller avoided calculating partial 

derivatives, while the Lyapunov function guaranteed the platoon’s stability.  

2.5 Multi-objective Optimisation of The Platoon 
 

Optimising the performance of the platoon has been the most significant goal of the control of 
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CAVs. Most studies consider the tracking ability as the most critical criterion to evaluate the 

platoon’s performance [32]. It refers to the ability of the following vehicles to track the leading 

vehicle. In addition, there are some other criteria to assess the platoon, such as fuel efficiency [50], 

driving comfort [51], stability [52] and communication cost [53]. This section introduces MPC, 

which is one of the most common control strategies for multi-objective optimisation. In addition, 

this section discusses the construction of the optimisation function. 

2.5.1 MPC Strategy 
 

Previous studies have widely used MPC to deal with multiple control objectives. MPC is used in 

the platoon to predict the future behaviour of vehicles and take control actions, including forecast 

system dynamics and handling actuator and state constraints by optimising multiple objectives 

[54]. The control input is obtained by numerically optimising a finite horizon optimal control 

problem and dealing with nonlinearity and constraints. For instance, Wang et al. [55] designed a 

centralised cooperative MPC for a platoon’s signalised isolated intersections. Three optimisation 

objectives are considered: intersection throughput, fuel consumption and safety. As a result, the 

linear quadratic control problems are effectively solved. Yang et al. [56] proposed an eco-driving 

control framework for the platoon based on optimising travel time, fuel consumption, and safety. 

The proposed strategy, which uses two-stage control logic and an embedded traffic flow model, 

can reduce freeway congestion while lowering fuel consumption. Luo et al. [57] presented a new 

distributed economic MPC to improve the performance of the platoon with bidirectional 

information flow topology in terms of tracking, safety, stability, and string stability. As a result, it 

improved the platoon’s fuel efficiency by 4.2 per cent. Zheng et al. [58] proposed a distributed 

MPC framework for heterogeneous vehicle platoons with unidirectional information flow 

topologies and a priori unknown desired set point. Therefore, the platoon is dynamically 

decoupled but constrained by spatial formation. Moreover, an equality-based terminal constraint is 

utilised to ensure the platoon's asymptotic stability. However, the centralised implementation of 

MPC is unsuitable for large-scale optimisation problems, and the formulation of ACC in most 

MPC research limits the information flow topology significantly [59]. Figure 2.5 displays the 

typical structure of MPC. 

 

Figure 2.5 MPC [59] 
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2.5.2 Construction of The Optimisation Function 
 

The weighted sum method is widely used in the optimisation function’s construction. Fixed 

weighting coefficients are preferred in some studies. Yang et al. [56] recognise that the choice of 

weighting coefficients represents a trade-off between multiple objectives. The optimisation 

solutions are practically not desirable, with limited options for weighting coefficients. Using fixed 

weighting coefficients has its drawbacks [60] because not only the optimal solution usually 

obtained is the corner solution on the Pareto front, but it also varies significantly when the 

weighting coefficients change slightly. Some studies developed a weighting coefficient tuning 

strategy to overcome these limitations. Yu et al. [61], for example, proposed a dynamic weight 

tuning optimisation technique in the study to improve ride comfort and reduce tracking errors 

using the MPC strategy. The results demonstrated its superiority over the conventional strategy. 

Zhao et al. [62] also proposed a similar real-time weight-tuning method. In both studies, because 

the weighting coefficients are heavily reliant on the inter-vehicle states, any feedback delay can 

compromise the platoon’s stability to a large extent. To avoid the drawbacks, control strategies 

that are not based on weighted sum optimisation have also been suggested. For example, he et al. 

[63] proposed an innovative predictive cruise control method to optimise platoon fuel 

consumption, tracking ability and safety. The optimisation is weight-free because the utopia point 

is implemented using a sequential quadratic programming algorithm. However, since the utopia 

point cannot be reached with conflicting objectives, a compromise solution must be introduced. 

Because quadratically constrained problems are computationally expensive in general, they 

complicate the proposed strategy [60]. 

2.5.3 Evolutionary Algorithms 
 

Besides MPC strategy and traditional optimisation function, evolutionary algorithms are also 

popular for multi-objective optimisation. NSGA-II [64] is a fast and elitist multi-objective genetic 

algorithm, and it is well known for its ability to search for an optimal solution fast without 

premature occurs. NSGA-II consists of six steps. Firstly, the population is initialised. Then, the 

initialised population is sorted based on non-domination order. The crowding distance is assigned 

to each individual in the population in the third step. Next, the selection is performed using a 

crowded-comparison-operator. After that, the offspring population is generated by a genetic 

operator, which includes a crossover operator and a mutation operator mimic chromosome. Finally, 

the offspring population and the current population are combined. The selection is performed 

again to select the next generation. The iteration only stops once reaching the maximum 

generation number. Then a Pareto front with a set of Pareto optimal solutions can be obtained. 

NSGA-II has been widely used to handle all different types of multi-objective optimisation 

problems. It avoids having a premature problem by assigning crowding distance to each individual 

in the population, then selecting the individual with the least rank and maximum crowding 

distance to largen the search area. MOEA/D is also a popular evolutionary algorithm for multi-

objective optimisation [65]. It is a simple and generic evolutionary algorithm that finds a small 
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number of uniformly distributed Pareto solutions. Compared to NSGA-II, the computational cost 

of MOEA/D is significantly reduced because it optimises each subproblem by only using 

information from its several neighbouring subproblems. It also demonstrates its benefits in multi -

objective 0–1 knapsack problem. 

2.6 Common Communication Failures 
 

In recent years, there has been growing interest in the communication failures of the platoon. 

Communication is essential to the platoon’s performance. Time delay, actuator faults, and packet 

loss are typical. Therefore, they need to be considered in the control problem of CAVs. This 

section discusses them, and the control strategies proposed in past research. 

2.6.1 Time Delay 
 

Time delay in the platoon causes delayed output feedback, which is challenging for the controller 

design, stability, and string stability. Many studies deal with time delays in the platoon in different 

ways. For example, a parameter-space-approach-based CACC protocol is designed for a 

homogeneous platoon with communication time delays [66]. Selecting the feedback loop’s gains 

from the feasible region in the parameter space ensures D-stability and string stability of the 

platoon. A distributed MPC strategy under the impact of communication time delay is solved 

using a Laguerre-based MPC design [67]. The analysis of the closed-loop poles showed the 

influence of time delay on the stability margin of the platoon. Yang et al. [68] use the Lyapunov-

Razumikhin and Lyapunov-Krasovskii techniques to estimate the upper bound of time delay and 

establish sufficient conditions that ensure the platoon’s stability and string stability. The proposed 

technique achieves the platoon’s tracking consensus successfully. 

2.6.2 Actuator Faults 
 

An actuator is a crucial part of a vehicle. It converts electrical signals into physical motions. 

Actuator faults are an essential aspect of the study of CAVs because it leads to failure of motion in 

a vehicle. Some previous studies proposed various techniques to deal with actuator faults in the 

platoon. For instance, an innovative prescribed performance control (PPC) strategy combined with 

barrier Lyapunov function is proposed to deal with a platoon under false data injection (FDI) and 

actuator faults [69]. An adaptive threshold-based fault observer is constructed to eliminate the 

influence of actuator faults. Pan et al. [70] designed a quadratic spacing error policy to improve 

the platoon’s stability with actuator faults. An adaptive estimation mechanism is established to 

handle the unknown actuator saturation. Han et al. [71] proposed a systemic anti-fault safety 

consensus method to deal with actuator faults. Firstly, a distributed observer is constructed as the 

fault detection. Then an innovative adaptive fault parameter estimation law is provided to achieve 

fault-tolerant control. As a result, the proposed technique deals with actuator faults effectively. 
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2.6.3 Packet Loss 
 

Packet loss implies that a CAV may lose connections with other CAVs in the platoon due to 

packet dropping, making it unable to receive or send information. There are many studies focused 

on packet loss in the platoon. Ma et al. [14] presented a distributed optimised controller for 

actuator delay and packet loss. The linear quadratic regulator method ensured the platoon’s string 

stability. The results demonstrated that the platoon performed better on the highway with the 

proposed controller. Halder et al. [12] designed a robust distributed state-feedback controller to 

deal with external disturbances and packet loss. Linear matrix inequality (LMI) ensures the 

platoon’s stability. The results demonstrated the controller’s effectiveness with two traditional 

topologies under random single packet loss. Wen et al. [72] suggested a unified framework of 

network access schedules and a cooperative controller to investigate the effect of packet loss and 

network access limitation. A sufficient condition was established for the platoon’s string stability 

and schedulability. Elahi et al. [73] developed a consensus control protocol for packet loss. The 

Lyapunov-Krasovskii function was utilised to offer sufficient conditions for the platoon’s 

asymptotic stability and disturbance attenuation. However, the linearised vehicle dynamic model 

is one of the limitations of past research [12, 14, 72-73] in platoon packet loss. It only considers 

powertrain time lag and ignores heterogeneous vehicle dynamics, making it not practical nor 

desirable in real-world applications.  

2.7 Conclusion 
CAVs perform tasks automatically and efficiently. As a result, it improves traffic quality and road 

safety and reduces traffic congestion. The control of CAVs has many aspects, such as the dynamic 

model of the platoon, common control strategies, information flow topology, multi-objective 

optimisation, and some common communication failures.  

Compared to the linear model of CAVs, the third-order nonlinear longitudinal dynamic model is 

worth studying the most due to its practical value. Many control strategies have been investigated 

in past research, such as the state-feedback controller, robust controller, and sliding mode 

controller. However, the asymmetric controller has been overlooked chiefly and has excellent 

potential to improve control accuracy, which gains the author's attention. While most controllers 

are only constructed to suit one fixed information flow topology, time-varying information flow 

topology has gained considerable interest based on its importance to the platoon. Multiple 

objectives have been considered to improve the platoon's performance, such as tracking ability, 

fuel economy, driving comfort, stability, and string stability. MPC has been the most popular 

controller to deal with multi-objective optimisation of the platoon. However, the weighted sum 

and dynamic tunning methods have limitations in constructing the optimisation function, which 

motivates the author to use evolutionary algorithms to bridge the gap. Finally, common 

communication failures such as time delays, actuator faults, and packet loss are worth 

investigating because they greatly impact the platoon. 
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Chapter 3 

Impact of Information Flow Topology 
 

3.1 Introduction 

 
The previous chapter introduces a literature review of the linear and nonlinear model of CAVs, 

some common control strategies for the vehicular platoon, different types of information flow 

topology, the multi-objective optimisation of the platoon, and some common communication 

failures, including time delay, actuator faults, and packet loss. This chapter investigates the 

impact of information flow topology systematically, and a Pareto optimal information flow 

topology method for CAVs is proposed. 

The information flow topology has been considered one of the most critical features of CAVs, 

and several studies acknowledged its impact on the platoon’s performance [39-41]. There are six 

types of traditional fixed information flow topology. It was discovered that the initial states of 

different information flow topology affect the platoon’s convergence time but have no significant 

effect on the robustness of the platoon [39]. Some studies also investigated the convergence time, 

stability, and scalability of the six conventional information flow topologies by studying the 

platoon’s closed-loop stability [40-41]. It found that with bidirectional leader topology, the 

stability margin of the platoon is always bounded and independent of the platoon’s size. 

However, past studies left out many other indices of the platoon’s performance, which are also 

very important. Moreover, most research is limited to the six traditional information flow 

topologies, leaving out many other possible information flow topologies. Finally, there is a 

general lack of comprehensive and quantitative comparison of all information flow topologies. 

Therefore, this chapter aims to fill the gap by investigating the impact of traditional and 

innovative topologies on the platoon in a systematic manner. 

Most studies were based on the traditional fixed information flow topology only and designed 

the controller's gains based on it [42-43]. The limitation is that the designed controller only 

supports one or a few pre-defined information flow topologies, which is insufficient when 

dealing with a complex control problem. For example, a platoon consists of heterogeneous 

vehicles with various dynamics and external disturbances. Some research is now focused on 

novel information flow topology to improve the platoon's performance [11,32,74]. Musa et al. 

[11] proposed an MPC strategy to enable a smooth-moving, stable and comfortable vehicle 

convoy system. An innovative topology was designed with pre-defined desired spacing and 

communication links. Compared to the traditional two-lookahead topology, the new strategy can 

safely bridge the inter-vehicle distance while maintaining driving comfort. Wu et al. [32] 

proposed a distributed sliding mode control model for nonlinear heterogeneous platoons with 

positive definite topologies. The simulation was run under four types of topologies to verify the 

effectiveness of the proposed method in terms of tracking index, acceleration standard deviation 

and fuel economy. Orki et al. [74], on the other hand, proposed three innovative information 

flow topologies for a mixed platoon, which consists of both automated and manual vehicles. A 
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new distributed controller using the H infinity control method was brought up to address the 

control problem. The effectiveness and feasibility were verified. Although the proposed 

innovative topologies mentioned above have proven their effectiveness to a certain extent, some 

were created artificially without scientific proof. Furthermore, there was insufficient evidence on 

how and why these topologies were selected. This chapter seeks to fill the gap by presenting a 

scientific scheme for searching for the Pareto optimal topology using NSGA-II to deal with 

complex CAV control problems. The proposed strategy balances the platoon's tracking ability, 

fuel economy and driving comfort to improve the platoon's performance objectively. It also 

ensures the platoon's stability in the first place. 

The main contributions of this chapter are listed below: 

1) Rather than focusing solely on convergence time, stability, and scalability, as is the case in 

current research, this chapter examines the impact of both conventional and innovative 

topologies on the platoon's performance systematically and quantitatively, using multiple 

evaluation criteria to investigate the platoon's performance. 

2) This chapter's originality and innovation are uncovered in the platoon's performance 

regularities, which were discovered and concluded in a broad view with clear evidence of 

consistency. For example, the smoothness of the velocity profile and fuel economy are consistent, 

whereas driving comfort, fuel efficiency and communication efficiency are in direct opposition 

to tracking ability. 

3) Rather than artificially creating a new topology, as in current research, this chapter utilizes 

NSGA-II to find the Pareto optimal information flow topology. Since the influences of 

heterogeneous vehicle dynamic characteristics and external disturbances on information flow 

topology cannot be modelled with the approach used in state-of-the-art. The proposed method 

can overcome the barrier and resolve the problem sufficiently. 

 

3.2 Information Flow Topology Model 

 
The platoon discussed in this section has N+1 vehicles, including one leading vehicle and N 

following vehicles. Nine types of fixed information flow topologies are discussed in the study, 

including six typical topologies referring to [16], three innovative topologies referring to [74]. 

Figure 3.1 shows all 9 topologies, including: 

(a) Innovative Topology1 (N1); 

(b) Innovative Topology2 (N2); 

(c) Innovative Topology3 (N3); 

(d) Predecessor-leader Following Topology (PLF);  

(e) Predecessor Following Topology (PF);   

(f) Bidirectional Topology (BD);   

(g) Bidirectional-leader Topology (BDL);   

(h) Two predecessors Following Topology (TPF);   

(i) Two predecessor-leader Following Topology (TPLF). 
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Figure 3.1 Information flow topologies for the platoon. (a) N1; (b) N2; (c) N3; (d) PLF; (e) PF; (f) 

BD; (g) BDL; (h) TPF; (i) TPLF 

 

    The fixed information flow topologies for nine CAVs, including one leader and eight followers，

are described in Figure 3.1, where each vertex represents a CAV and each edge represents an 

active communication link. The information of each CAV can send and receive includes position, 

velocity and acceleration in both longitudinal and lateral directions. The mathematical description 

of the connection in a topology can be defined as [75]: 𝐺 = {𝑉,𝐸, 𝑇} where G is a weighted graph 

of order N consists of 3 elements: V represents the set of N nodes, 𝐸 ⊆ 𝑉 × 𝑉 denotes the set of 

edges, which is also the communication link between vehicles; 𝑇 = [𝑡𝑖𝑗] represents the adjacency 

matrix of G. If there is a communication link from agent 𝑗 to agent 𝑖, which means agent 𝑖 can 

receive information from agent 𝑗, 𝑡𝑖𝑗 = 1, otherwise 𝑡𝑖𝑗 = 0. The in-degree of node 𝑖 is defined as 

𝑑𝑖 = ∑ 𝑡𝑖𝑗
𝑁
𝑗=1 . Denote 𝐷 = 𝑑𝑖𝑎𝑔(𝑑1,𝑑2… 𝑑𝑁), the Laplacian matrix 𝐿  is defined as 𝐿 = 𝐷 − 𝑇. 

We define a neighbour set of node 𝑖 in the following as: 

ℕ𝑖 = {𝑗 𝜖 𝑉|𝑡𝑖𝑗 = 1} 

    N followers and one leader are contained in the weighted graph G. 𝑃 = 𝑑𝑖𝑎𝑔(𝑝1, 𝑝2 …𝑝𝑁) is the 

linked matrix of G. If agent 𝑖 receives information from the leader, 𝑝𝑖 = 1, otherwise 𝑝𝑖 = 0. We 

consider the information flow topologies discussed under the weighted graph G. The leader 

accessible set of node 𝑖 is defined as  

ℝ𝑖 = {
{0}       𝑖𝑓 𝑝𝑖 = 1
∅          𝑖𝑓 𝑝𝑖 = 0

 

    Therefore, the complete topology information set of node 𝑖 is defined as  

𝛱𝑖 = ℕ𝑖 ∪ ℝ𝑖  

The topological matrix in this section is represented by 𝑇 + 𝑃. The maximum and minimum 

eigenvalue of a certain type of topology are calculated using the real numbers of the eigenvalues 

and expressed as 𝜆𝑚𝑎𝑥(𝐿 + 𝑃) and 𝜆𝑚𝑖𝑛(𝐿 + 𝑃) respectively, 𝜆𝑚𝑎𝑥  and 𝜆𝑚𝑖𝑛  for short.  

 

3.3 Vehicle Dynamic Model 

 
Applying the leader-follower approach, we consider the leader of the system as [76]: 



19 

 

�̇�𝐿(𝑡) = 𝑣𝐿(𝑡) 

�̇�𝐿(𝑡) = 𝑎𝐿(𝑡) 

(3.1) 

where 𝑥𝐿(𝑡), 𝑣𝐿(𝑡) and 𝑎𝐿(𝑡) are the longitudinal position, velocity and acceleration of the leader 

vehicle. The model for vehicle i is considered as [76]:  

�̇�𝑖(𝑡) = 𝑣𝑖(𝑡) 

�̇�𝑖(𝑡) =
�̂�

𝑀𝑖
𝑢𝑖(𝑡) −

1

𝑀𝑖
𝐶𝑒𝑣𝑎

2 − 𝑔𝑓𝑐𝑜𝑠(𝜃) − 𝑔𝑠𝑖𝑛(𝜃)                      

(3.2) 

where 𝑥𝑖(𝑡) and 𝑣𝑖(𝑡) are the longitudinal position and of vehicle 𝑖. 𝑢𝑖(𝑡) is the control input of 

vehicle 𝑖 . 𝑀𝑖 (kg) is the mass of vehicle 𝑖 .  �̂� (kg) is the nominal mass of all vehicles in the 

platoon. 𝐶𝑒 is the aerodynamic resistance coefficient of vehicle 𝑖. 𝑣𝑎(m/s) is the wind speed. 𝑔 is 

the gravitational acceleration, which is 9.8𝑚/𝑠2 in this section.  𝑓  is the rolling resistance 

coefficient of vehicle 𝑖. 𝜃(°) is the grade of the road. It should be noted that this second-order 

model is derived from a third-order model for simplification. It holds and only holds when the 

wind speed and road slope angle meet the conditions of energy bounded [76]. A second-order state 

space model is utilised for each vehicle: 

                                        𝑋𝑖̇ (𝑡) = 𝐴𝑋𝑖(𝑡) + 𝐵1𝑢𝑖(𝑡) + 𝐵2𝑤𝑖(𝑡) + 𝐵2𝑟𝑖(𝑡)    

(3.3) 

where 

𝑋𝑖(𝑡) = [
𝑥𝑖
𝑣𝑖
]; 𝐴 = [

0 1
0 0

]; 𝐵1 = [
0
�̂�

𝑀𝑖

]; 𝐵2 = [
0
𝑞
];  

                                           𝑤𝑖(𝑡) =
−𝐶𝑒𝑣𝑎

2

𝑀𝑖𝑞
−
𝑔𝑓𝑐𝑜𝑠(𝜃)−𝑔𝑠𝑖𝑛(𝜃)

𝑞
                      

(3.4) 

      The uncertainty introduced by the vehicle dynamic is modelled as the disturbance 𝑤𝑖(𝑡) to 

simplify the problem. A sensitivity parameter 𝑞  is introduced to the system to describe the 

sensitivity of the system to the disturbance, which is considered to be 1 in this section. 𝑟𝑖(𝑡) 

describes additional external disturbances vehicles experience. 

 

3.4 Platoon’s Performance Evaluation Criteria 

 
To investigate the impact of different topologies on CAV platoon’s performance, five performance 

indices are chosen to be the platoon’s performance evaluation criteria. The first one is the tracking 

index (TI) [32] at indicates the ability of the vehicle tracking the preceding vehicle. TI for the ith 

vehicle is expressed as: 

                                   𝑇𝐼𝑖 =
1

𝑇
∫ (|∆𝑣𝑖(𝑡)𝑆𝑉𝐸| + |∆𝑑𝑖(𝑡)𝑆𝐷𝐸|)
𝑇

0
𝑑𝑡         

(3.5) 

where T is the total simulation length, ∆𝑣𝑖(𝑡)  is the velocity error, which is 𝑣𝑖(𝑡) −

𝑣𝑖−1(𝑡). ∆𝑑𝑖(𝑡)  is the spacing error, which is 𝑑𝑖(𝑡) − 𝑑𝑖−1(𝑡) . SVE=20 represents the velocity 

error sensitivity and SDE=50 represents the spacing error sensitivity [32]. The second index is the 
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acceleration standard deviation (ASD) [32] that indicates the degree of the smooth of the vehicle’s 

velocity profile. ASD for the ith vehicle is expressed as: 

                                                    𝐴𝑆𝐷𝑖 = 𝑠𝑡𝑑(𝑎𝑖(𝑡))                        

(3.6) 

where std represents the standard deviation in 𝑡 ∈ [0, 𝑇]. The third index is fuel consumption [77] 

that indicates how much fuel the vehicle consumes. Fuel consumption for the ith vehicle is 

expressed as: 

𝐹𝑖(𝑡) = {
𝜉0 + 𝜉1𝑃𝑖(𝑡) + 𝜉2𝑃𝑖(𝑡)

2, 𝑃𝑖(𝑡) ≥ 0
𝜉0, 𝑃𝑖(𝑡) < 0

                 

(3.7) 

𝑃𝑖(𝑡) = (
𝑅𝑖(𝑡)+1.04𝑀𝑖𝑎𝑖(𝑡)

3600𝜂
)𝑣𝑖(𝑡)                         

(3.8) 

𝑅𝑖(𝑡) =
𝜌

25.92
𝐶𝑒𝐶ℎ𝐴𝑓𝑣𝑖(𝑡) 

2 +𝑔𝑀𝑖𝑓
𝐶𝑟

1000
+ 𝑔𝑀𝑖𝑠𝑖𝑛𝜃    

(3.9) 

where 𝐹𝑖(𝑡)(𝐿/𝑠) is fuel consumption rate of vehicle 𝑖, 𝑃𝑖(𝑡)(kw) is the instantaneous power of 

vehicle 𝑖, 𝑅𝑖(𝑡)(N) is the total resistance of vehicle 𝑖. 𝜉0 , 𝜉1, 𝜉2 are unitless parameters, 𝜂  is the 

driveline efficiency of vehicle 𝑖 .  𝐶ℎ  is the correction factor. 𝐴𝑓  is the vehicle frontal area of 

vehicle 𝑖.  𝐶𝑟 is the road surface coefficient. The specific value of each parameter used in this 

section refers to Table 3.1 [77-78]. The fourth index is the time delay stability margin [52] that 

indicates the maximum time delay the system can endure while still remains stable and robust. 

Only the maximum eigenvalue of the topological matrix is required to reduce the computational 

burden. It is used as a constraint to ensure the platoon is robust against inevitable time delays. The 

time delay stability margin 𝜏𝑖 for the ith vehicle is expressed as: 

𝜏𝑖 =
arctan(−

𝑐𝑘𝑣𝜔𝑖𝑅𝑒(𝜆𝑚𝑎𝑥)+𝑐𝑘𝑝𝐼𝑚(𝜆𝑚𝑎𝑥) 

 𝑐𝑘𝑣𝜔𝑖𝐼𝑚(𝜆𝑚𝑎𝑥)−𝑐𝑘𝑝𝑅𝑒(𝜆𝑚𝑎𝑥)   
)+𝑘𝜋

√1
2
(𝑐2𝑘𝑣

2𝜆𝑚𝑎𝑥
2+√𝑐4𝑘𝑣

4𝜆𝑚𝑎𝑥
4+4𝑐2𝑘𝑝

2𝜆𝑚𝑎𝑥
2)

       

(3.10) 

where 𝑘𝜖{0,1}. The fifth index is the communication cost [53]. It is regarded as the required 

transmission rate at each node. The communication cost 𝐽𝑖  for the ith vehicle is expressed as: 

                                                                       𝐽𝑖 = 𝑐|𝛱𝑖|                                                               

(3.11) 

where 𝑐 is the cost for enabling a communication link, which is selected to be 2.4 in this section 

[53]. |𝛱𝑖 | is the cardinality of set 𝛱𝑖. 𝛱𝑖 is the complete topology information set of node 𝑖 stated 

in Section 3.2. These five performance indices are chosen to be the platoon’s performance 

evaluation criteria in the following chapters. 

 

Table 3.1 Vehicle dynamics parameters for the platoon 

Symbol Quantity Unit Range 

𝑀 Vehicle mass 𝑘𝑔 1200-1700 
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𝐶𝑒 aerodynamic resistance coefficient - 0.2536 

𝑣𝑎 wind speed 𝑚/𝑠 -5-5 

𝑔 gravitational acceleration 𝑚/𝑠2 9.8 

𝑓 rolling resistance coefficient - 0.015-0.025 

𝜃 grade of the road ° 0-3 

𝜂 driveline efficiency - 0.8 

𝐶ℎ correction factor - 1 

𝐴𝑓 vehicle frontal area 𝑚2 2.08-2.45 

𝐶𝑟 Road surface coefficient - 1.75 

𝜉0 fuel economy index1 - 6 × 10−4 

𝜉1 fuel economy index2 - 1.9 × 10−5  

𝜉2 fuel economy index3 - 1 × 10−6 

 

 

3.5 Pareto Optimal Topology Searching Strategy 

 
An H infinity controller proposed in [75] is modified then used in this section as follows: 

𝑢𝑖 = −∑ 𝛼[𝑘𝑝(𝑥𝑖 − 𝑥𝑗 − 𝑑𝑖,𝑗) + 𝑘𝑣(𝑣𝑖 − 𝑣𝑗)]𝑗∈Π𝑖
      

(3.12) 

𝐾 = [𝑘𝑝, 𝑘𝑣]𝑇      

(3.13) 

where 𝑑𝑖,𝑗 the desired longitudinal gap between vehicle 𝑖 and vehicle 𝑗. 𝛼 is the scalar,  𝑘𝑝 and 𝑘𝑣 

are the controller’s gains of the system. According to the LMI-based method proposed in [75], the 

following theory can convert the problem into a standard LMI problem: 

 

Theorem 3.1: If there exist matrix 𝑄𝑇 = 𝑄 > 0 ∈ ℝ2𝑥2 such that: 

[
𝐴𝑄 + 𝑄𝐴𝑇− 𝛼𝐵1𝐵1

𝑇 𝐵2 𝑄𝐶1
𝑇

𝐵2
𝑇 −𝛾2𝐼 0

𝐶1𝑄 0 −𝐼

] ≺ 0                                    

(3.14) 

where scalar 𝛾 > 0 and α > 0，then with the feedback gain 𝐾 as defined as (3.13), (3.14) holds 

and 

𝐾𝑇 =
1

2
𝐵1

𝑇𝑄−1      

  (3.15) 

Proof of stability and consensus were established in [75]. It should be noted that Theorem 3.1 

holds for heterogeneous platoon because the platoon’s closed-loop dynamic formulation is the 

same as indicated in [75] with various information flow topology. 

Previous studies on the Pareto optimal information flow topology only considered 

homogeneous cases in which all vehicles have the same parameters and are subjected to the same 

disturbances [11,75,79-81]. Vehicle longitudinal models are typically simplified and linearised, 
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with essential properties like the rolling resistance coefficient and aerodynamic resistance 

coefficient being ignored [75,79-81]. These assumptions are unrealistic because vehicle 

parameters cannot be guaranteed the same in a platoon, and disturbances must be different in real -

world situations due to different vehicle parameters. With current approaches, there are no suitable 

analytical methods for determining the optimal information topology for heterogeneous vehicles 

with various disturbances. Most existing topology switching techniques are limited to selecting 

from a collection of pre-defined topologies with only one or two goals [82-83], which cannot 

guarantee that the optimal topology in the CAVs control problem will be found. 

The primary method used in this analysis is NSGA-II. NSGA-II [64] is a fast and elitist genetic 

algorithm for solving multi-objective problems. All five critical criteria discussed in Section 3.4 

are considered when determining the Pareto optimal information flow topology. The primary goals 

of CAV control are to achieve consensus with excellent tracking ability, save resources with lower 

fuel consumption, and keep driving as pleasantly as possible. Three optimisation goals are chosen: 

tracking index, acceleration standard deviation, and fuel consumption. The platoon's stability is 

ensured by using a time delay stability margin as a constraint. Information flow topologies with a 

time delay stability margin less than the average are discarded during the operation. The platoon's 

communication cost is also calculated for further analysis.   

There are six stages in NSGA-II. The population is first initialised. Next, The population is 

sorted into non-dominance order based on the calculation of objective values. Then, each 

individual in the population is allocated a crowding distance. Following that, a crowded-

comparison-operator is used to make the pick. After that, a genetic operator, which involves a 

crossover operator and a mutation operator to imitate chromosomes, generates the offspring 

population. The crossover operator swaps parts of the parent solutions, and the mutation operator 

flips some string digits of the parent solution to produce a new solution. A single-point crossover 

operator with a crossover probability of 0.8 and a bitwise mutation operator with a mutation 

probability of 0.1 are implemented. Finally, the offspring population is merged with the existing 

population. The selection process is repeated to choose the next generation. The iteration 

continues until the maximum generation number is reached, at which point a Pareto front with a 

collection of Pareto optimal solutions is obtained. 

The primary goal of using NSGA-II to search for the Pareto optimal information flow topology 

is to find the Pareto optimal topological matrix 𝑇 + 𝑃. It should be noted that the elements of the 

topological matrix 𝑇 + 𝑃 have a value of either 0 or 1. As a result, it can naturally use the binary 

chromosome in NSGA-II to represent the matrix. NSGA-II can provide Pareto optimal solutions to 

multiple objectives. The following summaries NSGA-II for the proposed Pareto optimal 

information flow topology strategy. 

NSGA-II 

Data: input: topological matrix 𝑇 + 𝑃. n: generation number, f1(x): Tracking index; f2(x): Fuel 

consumption; f3(x): Acceleration standard deviation; f4(x): Time delay stability margin; f5(x): 

Communication cost. 𝑡: Average time delay stability margin constraint. 

      Generate random population 
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      Calculate objective values: f1(x), f2(x), f3(x), f4(x), f5(x) using (3.5),(3.7),(3.6),(3.10),(3.11). 

      Eliminate candidates that does not satisfy the time delay stability margin constraint using f4(x) 

     Sort the initial population with size N 

     Calculation the rank using f1(x), f2(x), f3(x) as objectives 

     Assign crowding distance to the initial population 

For i=1:n 

      Perform selection    

      Create a mating pool (size: N/2) 

      Perform genetic operator: crossover and mutation 

      Combine the population 

      Eliminate candidates that does not satisfy the time delay stability margin constraint using f4(x) 

      Perform selection  

end 

 

3.6 Simulation Results 

 
MATLAB and Simulink are used to model the platoon. The simulation is conducted on an Intel 

Core i7-8550U laptop with 1.8GHz and a RAM of 8GB. The optimisation process is carried out 

using NSGA-II entirely offline. Each Case Study was simulated with three optimisation objectives 

and a population size of 40. Each iteration takes less than 30 seconds to complete. A Pareto front 

with 40 Pareto optimal solutions is obtained at the end of each iteration. In conclusion, the 

computational time required to complete 40 iterations is approximately 20 minutes. The 

computational time required at the moment is not suitable for online searching of the optimal 

topology. While the population size and number of iterations can be reduced to reduce 

computational costs, this introduces the risk of compromising the search result's optimality. A 

vehicular cloud [84] and fast programming language [85] could be used for future implementation 

to avoid the trade-off. Simulation conditions are as follows: 

1) The kinematic model of the leader vehicle is described as follows: 

𝑎𝐿(𝑡) =

{
 
 

 
 

 

0                              0 < 𝑡 ≤ 20𝑠
0. 5 𝑚/𝑠2         20𝑠 < 𝑡 ≤ 30𝑠
0                        30𝑠 < 𝑡 ≤ 70𝑠
−1 𝑚/𝑠2         70𝑠 < 𝑡 ≤ 80𝑠
0                       80𝑠 < 𝑡 ≤ 100𝑠

    

(3.16) 

𝑣𝐿(𝑡) =

{
 
 

 
 
15 𝑚/𝑠                                         0 < 𝑡 ≤ 20𝑠
15 + 0. 5 × (𝑡 − 20) 𝑚/𝑠  20𝑠 < 𝑡 ≤ 30𝑠
20𝑚/𝑠                                    30𝑠 < 𝑡 ≤ 70𝑠
20 − 1 × (𝑡 − 70) 𝑚/𝑠     70𝑠 < 𝑡 ≤ 80𝑠
 10 𝑚/𝑠                                   80𝑠 < 𝑡 ≤ 100𝑠

   

(3.17) 

2) The time-varying wind speed and the grade of the road are viewed as external disturbances in 

this section. They are illustrated in Figures 3.2 and 3.3. 

3) Each vehicle has a different set of control parameters due to the disturbance introduced by 
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the vehicle dynamics. The controller’s parameters of each vehicle are obtained by solving (3.14) 

using MATLAB’s LMIs toolbox.  

4) The vehicle dynamic parameters are presented in Table 3.1, only the range of the parameters’ 

value is provided. Each vehicle takes a random value within the range. 

 

Figure 3.2 Wind speed                                Figure 3.3 Grade of the road 

Based on the simulation conditions stated above, this section first investigates the impact of 

different information flow topologies on the platoon’s performance. Then it presents five case 

studies to prove the efficiency of the proposed strategy, using heterogeneous platoons of varying 

sizes in various scenarios. Finally, a Pareto front and the Pareto optimal solution topology are 

obtained and analysed using the proposed strategy. 

3.6.1 Influence of Information Flow Topology 

 
This section investigates a heterogeneous platoon of nine heterogeneous vehicles (one leader and 

eight followers). The platoon is interconnected by nine fixed information flow topologies, as 

depicted in Figure 3.1. Table 3.2 shows each vehicle's initial position and velocity states and the 

desired distance. 

Table 3.2 The initial states and desired gaps of each vehicle 

Vehicle 
Position 

(m) 

Velocity  

(m/s) 

Desired gap 

(m) 

Leader 0 15 0 

Vehicle 1 -10 14 −10 

Vehicle 2 -19 16 −20 

Vehicle 3 -31 15.5 −30 

Vehicle 4 -38 13 −40 

Vehicle 5 -52 17 −50 

Vehicle 6 -63 14.5 −60 

Vehicle 7 -67 16.5 −70 

Vehicle 8 -81 15 −80 

 

    Figure 3.4 demonstrates the spacing errors for information flow topologies (c) and (d). Figure 

3.5 demonstrates the velocity errors for the same information flow topologies. 
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(a)                                                                          (b) 

Figure 3.4 Spacing error for platoon. (a): IFT(c)(N3). (b): IFT(d) (PLF) 

 

(a)                                                                       (b) 

Figure 3.5 Velocity error for platoon. (a): IFT(c)(N3). (b): IFT(d) (PLF) 

The performance comparison of nine fixed information flow topologies in terms of the five 

performance indices is presented in Table 3.3. It depicts a comprehensive comparison of the 

impact of nine fixed information flow topologies on platoon performance. 

          Table 3.3 Qualitative performance comparisons for different information flow topologies 

IFT 

Tracking 

ability 

(TI) 

Drive 

comfort 

(ASD) 

Fuel 

efficiency 

(FC(L)) 

Ability to 

handle time 

delay 

(𝜏(s)) 

Communication 

Cost 

(J) 

(a) 2.533 

Medium 

0.8476 

High 

1.223 

High 

0.14 

Medium 

31.2 

Medium 

(b) 2.67 

Low 

0.8384 

Highest 

1.209 

Highest 

0.14 

Medium 

31.2 

Medium 

(c) 3.366 

Low 

0.8617 

High 

1.288 

High 

0.14 

Medium 

26.4 

Low 

(d) 1.793 

High 

0.9305 

Medium 

1.336 

Medium 

0.14 

Medium 

36.0 

High 

(e) 4.773 

Low 

0.9067 

Medium 

1.330 

Medium 

0.24 

Highest 

19.2 

Lowest 

(f) 94.07 

Lowest 

0.9880 

Medium 

1.534 

Lowest 

0.003 

Lowest 

36.0 

Medium 

(g) 1.727 

High 

1.0782 

Lowest 

1.515 

Low 

0.06 

Low 

52.8 

Highest 
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(h) 2.499 

Medium 

0.9655 

Medium 

1.413 

Low 

0.14 

Medium 

36.0 

Medium 

(i) 1.725 

Highest 

1.0618 

Low 

1.465 

Low 

0.10 

Low 

50.4 

High 

 

Table 3.3 provides a complete result for investigating the impact of topology on vehicle platoon 

performance. The ability to track the preceding vehicle has always been regarded as an essential 

criterion for assessing the performance of CAVs in a platoon. The tracking index evaluates how 

well a vehicle tracks and follows the preceding vehicle based on the spacing error, velocity error, 

spacing error sensitivity, and velocity error sensitivity. The lower the index number, the better the 

performance. IFT(i)(TPLF) has the smallest tracking index values and the most communication 

links among the nine fixed topologies, indicating that the two predecessor-leader following 

topology information flow topology is superior in tracking the preceding vehicle. IFT(d)(PLF) and 

IFT(g)(BDL) are excellent at tracking preceding vehicles. In addition, compared to other 

topologies, these information flow topologies have more communication links on average. The 

results overall show a consistent relationship between the number of communication links and the 

ability to track preceding vehicles. We can conclude that: 1) Information flow topology with more 

communication links has better tracking ability. 2) Bidirectional information flow topology 

performs the worst in tracking the preceding vehicles, while two predecessor-leaders following 

information flow topologies perform the best, performing 34.55% better than the average. 

Another important criterion for evaluating platoon performance is the smoothness of the 

velocity profile. A smaller ASD indicates that the acceleration variation is relatively small during 

the sampling period, resulting in better driving comfort. IFT(b)(N2) has the smallest ASD value, 

demonstrating its superiority over all other information flow topologies. IFT(g)(BDL), on the 

other hand, has the least smoothness of the velocity profile. However, a low ASD value does not 

always imply better overall performance. A fast-converging rate can be caused by a more abrupt 

change in control input, which triggers a more abrupt change in acceleration values. Table 3.3 also 

illustrates that the vehicle's ability to track preceding vehicles and the smoothness of the vehicle 

velocity profile are complementary. A high ability to track preceding vehicles corresponds to low 

smoothness of the vehicle velocity profile, and vice versa. As a result, we can conclude that: 1) 

Innovative topology 2 has the smoothest velocity profile, with an ASD value 11% lower than the 

average, while bidirectional-leader information flow topology performs the worst, with an ASD 

value that is 14.45% higher than the average. 2) Information flow topology with better tracking 

ability possesses a less smooth velocity profile.      

Another crucial evaluation of the platoon's performance is fuel efficiency. Fuel efficiency has 

always been one of the most valued advantages in the platoon of CAVs and has been viewed as an 

optimisation objective in many studies. It is clear from Table 3.3 that fuel efficiency is almost 

entirely consistent with the smoothness of velocity profiles and is contrary to the ability to track 

the preceding vehicle in different information flow topologies. The results also align with common 

sense that if less change occurs in the acceleration, less fuel will be consumed. IFT(b)(N2) 

consumes the least amount of fuel, with the highest fuel efficiency, while IFT(f)(BD) consumes 
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the most amount of fuel, with the lowest fuel efficiency. Thus, we can conclude that: 1) 

Bidirectional information flow topology has the least fuel efficiency, which is 12.13% less than 

average. In contrast, innovative information flow topology 2 has the best of it, which is 11.63% 

more than average.2) Information flow topology with a smoother velocity profile consumes less 

fuel. 

A relatively new way of evaluating the platoon's performance is to compute the system's time 

delay stability margin, reflecting its ability to handle time delay without losing its string stability. 

The time delay stability margin is entirely determined by the topological matrix's maximum 

eigenvalue and the controller's gains. The time delay stability margin for IFT(a)(N1), IFT(b)(N2), 

IFT(c)(N3), IFT(d)(PLF), and IFT(h)(TPF) is 0.14s. It indicates that if a time delay greater than 

0.14s occurs in the system, the system will no longer be stable. IFT(e)(PF) has the highest ability 

to deal with time delay among all information flow topologies but the lowest tracking ability. We 

can conclude that: 1) The predecessor following information flow topology is the least vulnerable 

to time delay, with a time delay stability margin that is 97.55% lower than the average, and the 

bidirectional information flow topology is the best, with a time delay stability margin that is 95.83% 

higher than the average. 2) Information flow topology with a high ability to track preceding 

vehicles has a low ability to deal with time delay. 

Communication cost is also essential. High communication costs may result in wasted 

bandwidth and energy. Lower communication costs, however, can ensure lower channel 

contention and source broadcast rates, allowing for better data transmission. According to the 

definition, communication costs are lower when there are fewer communication links. Table 3.3 

shows that IFT(g)(BDL) has the highest communication cost, whereas IFT(e)(PF) has the lowest. 

Information flow topology with a higher tracking index generally has a higher communication cost. 

The trade-off between tracking ability and communication burden in the platoon's control is 

unavoidable. We can conclude that: 1) Information flow topology with more communication links 

has higher communication costs. 2) Information flow topology with better tracking ability carries 

more communication burden. 

In conclusion, this section demonstrates that different information flow topologies exhibit 

distinct characteristics. More communication links may result in improved platoon tracking ability. 

Furthermore, the velocity profile's smoothness, fuel economy and communication efficiency are 

consistent. All of them are antithetical to the tracking ability. Regarding dealing with time delays, 

the predecessor following information flow topology is the best, while the bidirectional 

information flow topology is the worst. The majority of the remaining information flow topologies 

are the same. 

 

3.6.2 A Pareto Optimal Information Flow Topology for The Platoon 

 

Case Study 1 

 
The simulation conditions in the first case study are the same as in section 3.6.1. However, the 

proposed Pareto optimal information flow topology strategy is used to find the Pareto optimal 
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topology and make a comparison. In case study 1, a Pareto front with 22 valid Pareto optimal 

solutions is obtained using the proposed policy. Six solutions demonstrate complete superiority 

compared to the nine fixed information flow topology types. The obtained Pareto front is shown in 

Figure 3.6, where all valid solutions are depicted with dots. 

 

Figure 3.6 Pareto front in Case Study 1 

    A Pareto optimal topology in the Pareto front is chosen to be the solution, which is regarded as 

information flow topology(j). The topological matrix is: 

[
 
 
 
 
 
 
 
1 0 1 1 0 0 0 1
0 1 0 0 0 0 0 0
0 0 1 1 0 1 0 1
0 1 0 1 0 0 1 0
0 0 1 0 1 1 0 1
0 0 1 0 1 1 0 0
0 1 0 1 0 0 1 0
0 1 1 1 0 1 0 1]

 
 
 
 
 
 
 

 

The tracking index, fuel consumption, and acceleration standard deviation for these six 

solutions are all lower than the average values for fixed information flow topologies. It 

demonstrated the proposed Pareto optimal information flow topology strategy's effectiveness in 

objectively improving the platoon's overall performance without sacrificing tracking ability, fuel 

economy, or driving comfort. 

The tracking index for topology(j) is 1.700. Fuel consumption is 1.196L. The acceleration 

standard deviation is 0.860, and the time delay stability margin is 0.209s. The communication cost 

is 64.8, which is higher than traditional information flow topology. The proposed strategy 

improves the tracking ability by 35.50% more than average, and the tracking index is also 1.45% 

less than the minimum value in the nine fixed information flow topologies scenario. It also 

improves fuel economy by 11.6293% more than average and driving comfort by 8.70% more than 

average. The effectiveness is proven. The effectiveness of the proposed method can be better 

observed through Figure 3.7, which shows the platoon's spacing and velocity error under 

topology(j). 
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(a)                                                                      (b) 

Figure 3.7 IFT(j). (a): spacing error. (b): velocity error 

 

Case Study 2 

 
Based on the first case study, the second case study expands the platoon size to increase its 

practical value. Case Study 2 investigates a heterogeneous platoon of fifteen heterogeneous 

vehicles, including one leader and fourteen followers. The average time delay stability margin 

constraint is set to be 0.1637s. A Pareto front with 21 valid Pareto optimal solutions is obtained 

using the proposed policy. The fuel consumption measured in this section is the platoon's total fuel 

consumption. Five solutions outperform the previously discussed fixed information flow 

topologies regarding the tracking index and average fuel consumption. The obtained Pareto front 

is presented in Figure 3.8. 

 

Figure 3.8 Pareto front in Case Study 2 

Since convergence has always been the most critical part of the platoon, the Pareto optimal 

topology with the highest tracking index in the Pareto front is chosen to be the solution, which is 

regarded as information flow topology(k). It should be noted that with a Pareto front presenting 

superior valid Pareto optimal solutions, different information flow topologies can be chosen to suit 

different priorities under different scenarios. The topological matrix is: 
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[
 
 
 
 
 
 
 
 
 
 
 
 
 
1 0 1 1 1 0 1 0 0 0 0 1 1 1
0 1 1 1 0 0 1 0 1 0 0 0 1 0
0 1 1 1 0 0 1 0 1 0 1 0 1 0
0 1 1 1 0 0 1 1 1 1 0 1 1 1
1 0 0 0 1 1 1 1 1 1 0 1 0 1
0 1 1 0 1 1 1 1 0 0 1 0 1 1
1 0 0 1 0 0 1 0 0 0 1 1 0 0
1 1 1 0 1 0 0 1 1 0 1 0 1 1
1 0 1 0 0 0 0 0 1 1 1 1 0 0
0 1 0 0 0 0 0 1 1 1 1 0 1 0
0 0 1 1 1 0 1 0 1 0 1 0 1 0
1 0 1 0 0 0 0 1 0 0 0 1 0 1
1 0 1 0 1 0 1 0 1 0 1 1 1 0
0 1 0 0 0 0 1 0 1 0 0 0 1 1]

 
 
 
 
 
 
 
 
 
 
 
 
 

 

    The five performance indices of information flow topologies in Case Study 2 are indicated in 

Table 3.4. 

Table 3.4 Performance indices for different information flow topologies in Case Study 2 

IFT TI ASD FC(L) 𝜏(s) J 

(a) 2.36 0.8712 1.616 0.1637 57.6 

(b) 2.873 0.8094 1.59 0.1637 57.6 

(c) 3.479 0.9426 1.727 0.1637 45.6 

(d) 1.45 0.8979 1.583 0.1637 64.8 

(e) 5.622 1.1541 2.119 0.2671 33.6 

(f) 36.3 1.0753 1.906 0.091 64.8 

(g) 1.399 1.0248 1.584 0.074 96.0 

(h) 2.274 0.9542 1.615 0.1637 64.8 

(i) 1.317 1.0271 1.581 0.1165 93.6 

(k) 1.315 1.4100 1.580 0.1862 240 

 

The platoon’s spacing and velocity error under topology(k) are presented in Figure 3.9. 

 

(a)                                                                       (b) 

Figure 3.9 IFT(k). (a): spacing error. (b): velocity error 

    The tracking index for topology(k) is 1.315. Fuel consumption is 1.58L. The acceleration 

standard deviation is 1.41, and the time delay stability margin is 0.1862s. The communication cost 

is 240, which is the highest among all topologies. The proposed strategy improves the tracking 

ability by 49.35% more than average. It also improves average fuel consumption by 7.181% more 

than average. Although it does not improve driving comfort, the result demonstrates superiority 
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because it significantly improves tracking ability and fuel economy. 

 

Case Study 3 

 
Based on the first case study. The size of the platoon remains unchanged. However, an additional 

external disturbance is introduced into the first case study specifically to vehicle number three and 

vehicle number six, which is: 

                                                       𝑟𝑖(𝑡) = 0.5 × sin(𝑡)     𝑡 ≥ 5𝑠                                              

(3.18) 

     In Case Study 3, a Pareto front with 30 valid Pareto optimal solutions is obtained using the 

proposed policy. As a result, five solutions outperform the fixed information flow topologies 

among all valid solutions. The obtained Pareto front is presented in Figure 3.10. 

 

Figure 3.10 Pareto front in Case Study 3 

    A Pareto optimal topology in the above Pareto front is chosen to be the solution, which is 

regarded as information flow topology(l). The topological matrix is: 

[
 
 
 
 
 
 
 
1 0 0 0 0 0 1 1
1 1 0 1 1 0 1 1
1 0 1 1 1 1 0 1
0 0 0 1 0 0 1 0
0 0 1 0 1 0 1 1
0 1 1 1 0 1 1 1
0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 1]

 
 
 
 
 
 
 

 

The five performance indices of information flow topologies in Case Study 3 are indicated in 

Table 3.5 

Table 3.5 Performance indices for different information flow topologies in Case Study 3 

IFT TI ASD FC(L) 𝜏(s) J 

(a) 2.798 0.8488 1.232 0.14 31.2 

(b) 2.816 0.8393 1.217 0.14 31.2 

(c) 3.657 0.8655 1.301 0.14 26.4 

(d) 2.194 0.9308 1.354 0.14 36.0 

(e) 5.088 0.9105 1.344 0.24 19.2 

(f) 18.06 0.9961 1.547 0.003 36.0 

(g) 2.027 1.0784 1.556 0.06 52.8 

(h) 2.683 0.9661 1.438 0.14 36.0 
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(i) 1.992 1.0619 1.501 0.10 50.4 

(l) 1.930 1.0750 1.153 0.159 72 

 

To highlight the effectiveness of the proposed approach, comparisons between information flow 

topology (e) and (l) in terms of spacing error and velocity error in this case study are presented in 

Figures 3.11 and 3.12, respectively. 

 

(a)                                                                       (b) 

Figure 3.11 Spacing error for the platoon. (a): IFT(e). (b): IFT(l) 

 

(a)                                                                       (b) 

Figure 3.12 Velocity error for platoon. (a): IFT(e). (b): IFT(l) 

   The average time delay stability margin constraint is set to be 0.14s. The tracking index for 

topology(l) is 1.930. Fuel consumption is 1.153L. The acceleration standard deviation is 1.075, 

and the time delay stability margin is 0.159s. The communication cost is 72. It remains the highest 

among all. The proposed strategy improves the tracking ability by 33.67% more than average, and 

the tracking index is also 3.11% less than the minimum value in the nine fixed information flow 

topologies scenario. It also improves fuel economy by 16.93% more than average, and fuel 

consumption is 5.26% less than the minimum value. Although driving comfort is not improved, 

the effectiveness is demonstrated by a significant improvement in tracking ability and fuel 

economy. When dealing with additional external disturbances, the proposed method is highly 

effective. The resulting topological matrix also shows that in the Pareto optimal topology, only the 

fifth and sixth vehicles receive information from the third vehicle, and only the third vehicle 

receives information from the sixth vehicle. Therefore, the communication links associated with 

vehicles experiencing external disturbance are significantly reduced. 

 

Case Study 4 
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The fourth case study is based on the first case study as well. However, this case study considers a 

more dynamic environment in which the length of the platoon changes due to sensor failure. For 

𝑡𝜖[0,85𝑠], the length of the platoon is nine, with one leader, and eight followers. Vehicle number 

five to eight lose their connection with the vehicles ahead of it at 𝑡 = 85𝑠, causing the platoon to 

split into two platoons from 𝑡 = 85𝑠. For 𝑡𝜖(85𝑠, 100𝑠], the length of the platoon changes. The 

first platoon consists of five vehicles, including the leader and vehicles number one to four. The 

second platoon has four vehicles, including vehicle number five to eight, where they can only 

exchange information with each other. Vehicle number five is regarded as the leader, and travels 

at a constant speed. 

In Case Study 4, the average time delay stability margin constraint is set to be 0.14s.  Pareto 

fronts with 32 and 16 valid Pareto optimal solutions are obtained using the proposed policy for 

𝑡𝜖[0,85𝑠] and 𝑡𝜖(85𝑠, 100𝑠], respectively. They are presented in Figure 3.13. 

 

 

                               (a)                                                                      (b) 

Figure 3.13 Pareto front in Case Study 4. (a): 𝑡𝜖[0,85]. (b): 𝑡𝜖(85,100] 

    For 𝑡𝜖[0,85𝑠] , the Pareto optimal information topology for the platoon is regarded as 

information flow topology (m), the topological matrix is: 

[
 
 
 
 
 
 
 
1 1 1 1 1 1 0 0
0 1 1 0 1 0 1 1
1 1 1 1 1 0 0 1
0 0 0 1 1 0 1 0
0 1 1 1 1 0 1 1
0 0 1 0 1 1 1 0
0 0 0 0 0 0 1 0
1 0 0 0 0 1 1 1]

 
 
 
 
 
 
 

 

    For 𝑡𝜖(85𝑠, 100𝑠], the Pareto optimal information topologies are selected as information flow 

topology (n) and (o) for the first and second platoon, respectively, the corresponding topological 

matrices are: 

[

1 0 1 0
1 1 1 0
1 1 1 1
1 0 1 1

], [
1 0 0
1 1 1
0 1 1

] 

Applying information flow topology (m), (n) and (o) to the platoon. The tracking index is 1.989. 

Fuel consumption is 1.226L. The acceleration standard deviation is 1.171. The time delay stability 

margins are 0.1629s, 0.2845s and 0.3133s for information flow topology (m), (n) and (o), 

respectively. The communication costs are 84, 12.8 and 14.4 for information flow topology (m), (n) 
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and (o), respectively. The spacing error and velocity error are illustrated in Figure 3.14. 

 

(a)                                                                       (b) 

Figure 3.14 IFT(m), (n) and (o). (a): Spacing error. (b): Velocity error 

While traditional fixed information flow topology cannot deal with the length changing of a 

platoon, the proposed strategy can find Pareto optimal topologies in different time intervals for 

different platoon sizes and numbers. The tracking ability and the fuel efficiency are high, while the 

drive comfort is ensured by the acceleration standard deviation, which is within a reasonable range. 

There is a visible jerk in the velocity error at 𝑡 = 85𝑠 , indicating the dynamic environment's 

impact. It can be seen from the above figures that the platoons can reach a consensus and maintain 

stability even in a dynamic environment. However, the spacing error does not converge to its best 

solution because of the uncertainty introduced by heterogeneous vehicle dynamics, which could be 

improved in future work. 

 

Case Study 5 

 
The fifth case study is based on the first case study too. This case study looks into the presence of 

missing information. In order to account for packet loss. The packet drop rate is defined in this 

section using the Bernoulli distribution [86]. The model is described as follows: 

𝑃𝑟[Β = 0] = 𝑝 

                                                                𝑃𝑟[Β = 1] = 1 − 𝑝                                                       

(3.19) 

where Β is a random Bernoulli process. When Β = 0, the communication experiences packet loss. 

When Β = 1, the communication remains normal. The packet loss ratio is denoted by 𝑝. In Case 

Study 5, the average time delay stability margin constraint is set to be 0.14s. As a result, a Pareto 

front with 40 valid Pareto optimal solutions is obtained. The Pareto front is illustrated in Figure 

3.15. 
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Figure 3.15 Pareto front in Case Study 5 

    The Pareto optimal information topology for the platoon is regarded as information flow 

topology(p), the topological matrix is: 

[
 
 
 
 
 
 
 
1 1 1 0 0 0 0 0
1 1 1 0 0 0 1 0
1 0 1 0 0 0 0 1
0 0 1 1 0 0 1 0
1 0 0 1 1 1 0 0
1 1 0 0 1 1 0 1
0 0 0 1 0 0 1 0
1 0 1 0 1 1 1 1]

 
 
 
 
 
 
 

 

    The five performance indices of information flow topologies in Case Study 5 are indicated in 

Table 3.6. 

Table 3.6 Performance indices for different information flow topologies in Case Study 5 

IFT TI ASD FC(L) 𝜏(s) J 

(a) 2.842 0.8543 1.304 0.14 31.2 

(b) 2.879 0.8470 1.303 0.14 31.2 

(c) 3.653 0.8750 1.337 0.14 26.4 

(d) 1.997 0.9237 1.437 0.14 36.0 

(e) 5.299 0.9063 1.373 0.24 19.2 

(f) 20.32 1.3485 2.635 0.003 36.0 

(g) 1.93 1.0455 1.630 0.06 52.8 

(h) 2.677 0.9528 1.451 0.14 36.0 

(i) 1.885 1.0243 1.533 0.10 50.4 

(p) 1.831 0.9337 1.249 0.1702 69.6 

 

When Table 3.6 is compared to Table 3.3, it is clear that missing information harms the 

platoon's performance in general. The packet drop rate in communication links reduces tracking 

ability and drive comfort to a certain extent while slightly increasing fuel consumption.  

    With information flow topology(p), the tracking index is 1.831. Fuel consumption is 1.249L. 

The acceleration standard deviation is 0.9337. The time delay stability margin is 0.1702s. The 

communication cost is 69.6 for information flow topology(p). Figure 3.16 depicts the resulting 

spacing and velocity errors. 
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(a)                                                                      (b) 

Figure 3.16 IFT(p). (a): Spacing error. (b): Velocity error 

As illustrated in Figure 3.16, the platoon can reach a consensus and remain stable after 𝑡 = 82𝑠. 

Although Figure 3.16 bears a strong resemblance to Figure 3.7. As can be seen from the data, both 

spacing and velocity errors are slightly increased as a result of the negative impact of packet drop 

rate. The cost of communication is 69.6, the highest of all topologies. The proposed strategy 

improved the tracking ability by 36.76% more than average. The tracking index is 2.95% less than 

the minimum value in all fixed topologies. The fuel economy is improved by 19.72% compared to 

the average value, and it is 4.3% better than the best performance obtained in fixed topology. On 

average, the drive comfort is increased by 14.9%. However, it is a smaller value compared to other 

fixed topologies. Comparing the above results to the results obtained in Case Study 1, the 

proposed strategy performs better when dealing with missing information in communication and 

packet drop rate. 

    The Pareto optimal topological matrices in the five case studies are asymmetrical. All Pareto 

optimal topologies exhibit some randomness, demonstrating their practical utility in complex 

CAVs control problems. 

Designing controllers based on one or a few traditional topologies will compromise the 

platoon's performance and should be avoided. With the complex control problems illustrated in the 

preceding case studies, it is impossible to imagine the best information flow topology artificially 

without a scientific method or heuristically, which is the main impediment encountered by state-

of-the-art researchers. The proposed Pareto optimal information flow topology strategy can 

sufficiently overcome this barrier. It can deal with complex control scenarios and provide a 

solution that can improve vehicle platoon overall performance without sacrificing tracking ability 

or fuel economy. However, the Pareto optimal topology's communication costs are the highest in 

all case studies. In addition, driving comfort is not improved in either Case Study 2 or Case Study 

3. Given that tracking ability and fuel economy should be prioritised in CAVs, sacrificing driving 

comfort and communication cost to a reasonable extent to ensure safety and efficiency should be 

tolerated. The trade-off between communication efficiency and tracking ability is worth further 

investigation. 

 

3.7 Conclusion 

This section first demonstrated the impact of different information flow topologies on vehicle 
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platoon performance regarding tracking ability, velocity smoothness, fuel economy, ability to deal 

with time delay, and communication efficiency. The main results are as follows: More 

communication links lead to better tracking ability, and the smoothness of the velocity profile, fuel 

economy, and communication efficiency are consistent, contrary to tracking ability. This section 

then proposed an innovative Pareto optimal information flow topology method that uses NSGA-II 

to obtain the Pareto optimal topology offline and thus improves the overall performance of the 

vehicle platoon. The proposed method is tested using a platoon with heterogeneous vehicle 

dynamics and external disturbances in five case studies. The outcome demonstrates its efficacy 

and practicality. While ensuring the platoon’s stability, it can improve the tracking ability by 33.67% 

to 49.35%, fuel economy by 7.181% to 16.93% and the acceleration standard deviation up to 

14.9%. The next section introduces optimal asymmetric information flow topology and the sliding 

mode controller design. 
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Chapter 4 

Optimal Asymmetric Information Flow Topology 
 

4.1 Introduction 
 

The previous chapter investigates the impact of information flow topology on the platoon 

regarding tracking ability, fuel economy, and driving comfort. Chapter 3 then proposes a Pareto 

optimal information flow topology searching method using NSGA-II to improve the platoon's 

performance overall. In this chapter, sliding mode controllers are proposed to deal with platoons 

with time delay and nonlinear model, then finding the optimal asymmetric degree in information 

flow topology. 

Many control methods were proposed to deal with the control of CAVs. Distributed feedback 

controller has been popular due to its simplicity and direct response to tracking errors [44,87]. On 

the other hand, the sliding mode controller stands out based on the fast convergence speed and 

effectiveness in tackling parameter uncertainties and external disturbances. However, most 

approaches [5,88-89] used a simple strategy to choose the controller's gains, such as the transfer 

function method, which gives a wide range of feasible control parameters. The feedback 

coefficients were then selected artificially within the wide range, lacking scientific proof, and 

making the control method full of randomness. This paper aims to bridge the gap by incorporating 

a Riccati inequality via Lyapunov analysis in the sliding mode controller design to maintain 

superior conversing speed while ensuring the platoon's stability. 

In terms of the modelling of the platoon, previous studies [14-15,90] considered a class of 

linearised third-order vehicle dynamic models in the control problem. However, it is based on the 

assumption that all vehicular parameters are precisely known, which is unrealistic. Therefore, 

several studies considered a nonlinear vehicle dynamic model to reflect the control problem more 

accurately [91-93]. In order to address the control problem more precisely, this paper considers a 

third-order nonlinear vehicle dynamic model in chapter 4.3. 

Regarding information flow topology, most studies only focused on symmetric topological 

matrices. For example, Li et al. investigated different symmetric topologies on CACC and the 

corresponding convergence time and robustness [40]. A feedback-based platoon control method 

was in place to deal with both longitudinal and lateral gaps. The result showed that the symmetric 

network topologies affect the platoon's convergence time, but the robustness is not significantly 

related. Symmetric information flow topologies are considered in almost all control problems. 

However, due to the uncertainty of wireless communication, it is neither practical nor efficient.  

    The advantages of introducing asymmetric topology are also receiving attention in recent 

years. It is noticed that asymmetric topology can primarily benefit the platooning of CAVs with 

the attenuation of wireless communication's negative impact [9,38-39]. A study showed that one 

of the most significant advantages of incorporating asymmetric control is that specific topologies' 

stability margin can be independent of the platoon size while bounded away from zero [9]. As a 

result, asymmetric control can obtain a scalable platoon with a constant stability margin. A similar 
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regularity was also drawn by Herman et al. [38]. The asymmetry of inter-vehicular coupling with 

asymmetric bidirectional platoon control was investigated in the study. The result showed that 

even if harmonic instability exists for linear controllers, the Laplacian eigenvalues can still be 

bounded, which shows advantages. Herman et al. established an LQR optimal distributed 

controller to design the feedback gain based on the asymmetric topology [39]. The method was 

proved to be effective beyond the platoon's size. A limitation also occurred as the scaling became 

exponential and relied on the controller's tuning. However, the asymmetric degrees in all the 

research were selected randomly and artificially, and there needed to be more evidence on 

choosing the asymmetric degree. Therefore, this chapter is intended to fill the gap and fully exploit 

the benefit of asymmetric control by proposing a scientific method to find the optimal asymmetric 

degree for the platoon's topology. 

The main contributions of this chapter are listed below: 

1) In the context of the platoon's controller, the traditional distributed feedback controller 

suffers from slow convergence speed, and the traditional sliding mode controller lacks scientific 

evidence when choosing control parameters. Past studies selected the controller's gains 

arbitrarily within a wide range by the transfer function method. This chapter employs a Riccati 

inequality-based sliding mode control strategy to calculate the feasible controller's gains. As a 

result, A closed-loop stability theorem for a nonlinear heterogeneous platoon interconnected by 

the asymmetric topologies is derived using the Lyapunov analysis. Therefore, the advantage of 

fast convergence speed is preserved while the platoon's stability is ensured. 

2) In the context of asymmetric degree, the state-of-the-art investigated platoon by choosing 

an asymmetric degree arbitrarily. This chapter proposes a strategy to find the optimal asymmetric 

degree in the topological matrix to achieve multiple objectives in complex control problems with 

different vehicle dynamics, information feedback delay, and external disturbances. The result 

proved the effectiveness of the proposed approach. 

 

4.2 Homogeneous Optimal Asymmetric Topology with Time Delay 

 
This chapter proposes a multi-objective asymmetric sliding mode control strategy to deal with 

time delay in the platoon. Firstly, the homogeneous asymmetric degree is introduced in the 

topological matrix. Then, a sliding mode controller is designed to target the platoon’s tracking 

performance. Moreover, Lyapunov analysis is used via Riccati inequality to find the controller’s 

gains and guarantee the platoon’s stability and Input-to-output string stability. Finally, NSGA-II is 

utilised to find the Pareto optimal homogeneous asymmetric degree regarding the overall 

performance of the platoon, including tracking index, fuel consumption, and acceleration standard 

deviation. Four different information flow topologies, including a random topology, are studied. 

 

4.2.1 Vehicle Dynamic Model 

 
The vehicle dynamic model of the leader is the same as (3.1) in Chapter 3. The model for vehicle i 

is given as  
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�̇�𝑖(𝑡) = 𝑣𝑖(𝑡) 

�̇�𝑖(𝑡) = 𝑎𝑖(𝑡) 

�̇�𝑖(𝑡) = −
𝑎𝑖(𝑡)

𝜏
+
𝑢𝑖(𝑡−𝜒)

𝜏
+
𝑤𝑖(𝑡)

𝜏
                                                  

(4.1) 

where 𝑝𝑖(𝑡) , 𝑣𝑖(𝑡) and 𝑎𝑖(𝑡) are the longitudinal position, velocity, and acceleration of vehicle 𝑖. 

𝑢𝑖(𝑡) is the control input of vehicle 𝑖. 𝑤𝑖(𝑡) is the external disturbance. 𝜏 is the inertial time 

constant. 𝜒 is the information feedback delay. 𝜒 is assumed to be bounded by a constant ℎ. For the 

platoon control, the third-order state space model for each vehicle is: 

 �̇�𝑖(𝑡) = 𝐴𝑥𝑖(𝑡) + 𝐵𝑢𝑖(𝑡 − 𝜒) + 𝐵𝑤𝑖(𝑡)                                        

(4.2) 

where 

𝑥𝑖 = [

𝑝𝑖
𝑣𝑖
𝑎𝑖
], 𝐴 = [

0 1 0
0 0 1

0 0 −
1

𝜏

],𝐵 = [

0
0
1

𝜏

] 

 

4.2.2 Homogeneous Asymmetric Degree Model 

 
The information flow topology model is the same as in Chapter 3. Referring to [8], the asymmetric 

degree 휀 is introduced in the system, where 0< 휀 < 1. When an agent receives information from 

the agents ahead of it, the communications are regarded as more reliable, therefore the 

communication links are enhanced by 휀 , and vice versa. When 휀 = 0 , the system becomes 

symmetric. 

     Here is the process of incorporating the asymmetric degree 휀 into the topological matrix. Firstly, 

the adjacency matrix 𝑇 is separated into 𝑇1 and 𝑇2,where 𝑇1 is an upper triangular matrix and 𝑇2 is 

a lower triangular matrix. If 𝑗 < 𝑖, the communication link is denoted by an adjacency matrix 𝑇1, if 

𝑗 > 𝑖 , the communication link is denoted by an adjacency matrix 𝑇2.  

     Then, the asymmetric degree 휀 is introduced to the adjacency matrix 𝑇: 

𝑡𝑖𝑗 = {
1+ 휀       𝑖𝑓 𝑡𝑖𝑗 = 1 𝑎𝑛𝑑  𝑡𝑖𝑗 ∈ 𝑇1
1 − 휀     𝑖𝑓  𝑡𝑖𝑗 = 1 𝑎𝑛𝑑  𝑡𝑖𝑗 ∈ 𝑇2

 

     By enforcing the asymmetric degree 휀, with the same example mentioned above, 𝑇1 and 𝑇2 can 

be obtained as: 

𝑇1 =

[
 
 
 
 
0 0 0 0 0

1 + 휀 0 0 0 0
1 + 휀 1 + 휀 0 0 0
0 1 + 휀 1 + 휀 0 0
0 0 1 + 휀 1 + 휀 0]

 
 
 
 

,𝑇2 =

[
 
 
 
 
0 1 − 휀 0 0 0
0 0 1 − 휀 0 0
0 0 0 1 − 휀 0
0 0 0 0 1 − 휀
0 0 0 0 0 ]

 
 
 
 

, 

𝑇𝜀 =

[
 
 
 
 
0 1 − 휀 0 0 0

1 + 휀 0 1 − 휀 0 0
1 + 휀 1 + 휀 0 1 − 휀 0
0 1 + 휀 1 + 휀 0 1 − 휀
0 0 1 + 휀 1 + 휀 0 ]

 
 
 
 

. 

where 𝑇𝜀 is the adjacency matrix with the asymmetric degree. It can be seen that 𝑇𝜀 = 𝑇1 + 𝑇2. 

Therefore 𝐷𝜀can also be separated into 𝐷1 and 𝐷2 corresponding to 𝑇1 and 𝑇2. 

𝐷1 = 𝑑𝑖𝑎𝑔(0,1 + 휀, 2 + 2휀, 2 + 2휀, 2 + 2휀), 
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𝐷2 = 𝑑𝑖𝑎𝑔(1 − 휀, 1 − 휀, 1 − 휀, 1 − 휀, 0), 

𝐷𝜀 = 𝐷1 +𝐷2 = 𝑑𝑖𝑎𝑔(1 − 휀, 2,3 + 휀, 3 + 휀, 2 + 2휀). 

     The linked matrix with the asymmetric degree is 𝑃𝜀 , 𝑃𝜀 = 𝑑𝑖𝑎𝑔(1 + 휀, 1 + 휀, 0,0,0) . By 

introducing the asymmetric degree, the Laplacian matrix becomes 𝐿𝜀  and topological matrix 

becomes 𝐻𝜀. 

𝐿𝜀  =

[
 
 
 
 
1 − 휀 −1+ 휀 0 0 0
−1 − 휀 2 −1 + 휀 0 0
−1 − 휀 −1− 휀 3 + 휀 −1+ 휀 0
0 −1− 휀 −1 − 휀 3 + 휀 −1 + 휀
0 0 −1 − 휀 −1− 휀 2 + 2휀 ]

 
 
 
 

, 

𝐻𝜀 =

[
 
 
 
 

2 −1 + 휀 0 0 0
−1 − 휀 3 + 휀 −1+ 휀 0 0
−1 − 휀 −1 − 휀 3 + 휀 −1 + 휀 0
0 −1 − 휀 −1− 휀 3+ 휀 −1+ 휀
0 0 −1− 휀 −1 − 휀 2+ 2휀 ]

 
 
 
 

. 

     The neighbour sets of node 𝑖 are divided into two sets, ℕ𝑖 1 and ℕ𝑖 2, which is defined as: 

ℕ𝑖 1 = {𝑗 𝜖 𝑉|𝑡𝑖𝑗 = 1 + 휀,  𝑡𝑖𝑗 ∈ 𝑇1} 

ℕ𝑖2 = {𝑗 𝜖 𝑉|𝑡𝑖𝑗 = 1 − 휀,  𝑡𝑖𝑗 ∈ 𝑇2} 

      The leader accessible set of node 𝑖 is defined as:  

ℝ𝑖 = {
{0}       𝑖𝑓 𝑝𝑖 = 1 + 휀
∅          𝑖𝑓 𝑝𝑖 = 0

 

     Therefore, the topology information sets of node 𝑖 are also divided into two sections, which are 

defined as:  

𝛱𝑖 1 = ℕ𝑖 1 ∪ ℝ𝑖 

𝛱𝑖2 = ℕ𝑖 2 

𝛱𝑖 = 𝛱𝑖1 ∪ 𝛱𝑖 2 

      After introducing the asymmetric degree 휀 into the topological matrix, 𝐻𝜀 will be used in the 

following chapters when referring to the complete topology information set 𝛱𝑖. Among all the 

vehicles that vehicle 𝑖 receives information from, the first topology information set 𝛱𝑖 1refers to the 

vehicles ahead of vehicle 𝑖, including the leader. The second topology information set 𝛱𝑖 2refers to 

vehicles behind vehicle 𝑖. The maximum and minimum eigenvalues of a certain type of topology 

take the real part of the complex number and are expressed as 𝜆𝑚𝑎𝑥(𝐻𝜀)  and 𝜆𝑚𝑖𝑛(𝐻𝜀) 

respectively.  

 

4.2.3 Sliding Mode Controller Design 
 

Firstly, this section presents the design of the sliding mode controller. Then it analyses the 

platoon’s asymptotic stability with information time delay. Riccati inequality and Lyapunov 

analysis are used in the platoon’s closed-loop error dynamic system. Finally, the input-to-output 

string stability of the platoon is proved. 

Assuming the leader’s trajectory is optimal. The tracking error 𝛾𝑖(𝑡)can be designed as the 

controller’s prime goal, which is: 



42 

 

𝛾𝑖(𝑡) = (1 + 휀)𝑐1 ∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡)

𝑗𝜖𝛱𝑖1

− 𝑑𝑖𝑗 + (1+ 휀)𝑐2 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

 

+(1− 휀)𝑐1 ∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡)
𝑗𝜖𝛱𝑖2

− 𝑑𝑖𝑗+ (1 − 휀)𝑐2 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)
𝑗𝜖𝛱𝑖2

+ 𝑐3𝑎𝑖(𝑡) 

(4.3) 

where 𝑐1,𝑐2, 𝑐3 > 0, and they are the error weights parameters, 𝛱𝑖1and 𝛱𝑖2  are complete topology 

information sets of node 𝑖 stated in previous chapter. 𝑑𝑖𝑗 is the desired spacing between vehicle 𝑖 

and vehicle 𝑗, a predefined nonzero constant. To converge the error to zero, the sliding surface is 

selected to be: 

𝑠𝑖(𝑡) = ∫𝛾𝑖 (𝑡)𝑑𝑡 + 𝜍𝛾𝑖(𝑡)                                           

(4.4) 

where 𝜍 is a positive sliding parameter. 𝑠𝑖(𝑡) can be rewritten as: 

𝑠𝑖(𝑡) = (1 + 휀)𝑐1∫ ∑ (𝑝𝑖(𝑡) − 𝑝𝑗(𝑡)

𝑗𝜖𝛱𝑖1

− 𝑑𝑖𝑗)𝑑𝑡 + (1 + 휀)(𝑐2 + 𝜍𝑐1) ∑ 𝑝𝑖(𝑡) − 𝑝𝑗 (𝑡) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖1

 

+(1+ 휀)𝜍𝑐2 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)
𝑗𝜖𝛱𝑖1

+ (1 − 휀)𝑐1∫ ∑ (𝑝𝑖(𝑡) − 𝑝𝑗(𝑡)
𝑗𝜖𝛱𝑖2

− 𝑑𝑖𝑗)𝑑𝑡 

+(1 − 휀)(𝑐2 + 𝜍𝑐1) ∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖2

 + (1 − 휀)𝜍𝑐2 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)
𝑗𝜖𝛱𝑖2

 

+𝜍𝑐3𝑎𝑖(𝑡) + 𝑐3𝑣𝑖(𝑡)                                                                                                    

(4.5) 

Taking the time derivative of 𝑠𝑖(𝑡), then 

�̇�𝑖(𝑡) = 𝛾𝑖(𝑡) + 𝜍�̇�𝑖(𝑡) 

 = (1 + 휀)𝑐1 ∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖1

+ (1 + 휀) (𝑐2 + 𝜍𝑐1) ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

 

 +(1 + 휀) 𝜍𝑐2 ∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)

𝑗𝜖𝛱𝑖2

+ (1 − 휀)𝑐1 ∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖2

 

              +(1 − 휀) (𝑐2 + 𝜍𝑐1) ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)
𝑗𝜖𝛱𝑖2

+ (1 − 휀) 𝜍𝑐2 ∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)
𝑗𝜖𝛱𝑖1

 

              +𝑐3𝑎𝑖(𝑡) + 𝜍𝑐3[−
1

𝜏
𝑎𝑖(𝑡) +

1

𝜏
𝑢𝑖(𝑡) +

1

𝜏
𝑤𝑖(𝑡)]                                                                 

(4.6) 

When �̇�𝑖(𝑡) = 0, the stability is reached, and 𝑢𝑒𝑞𝑖(𝑡)can be found as: 

𝑢𝑒𝑞𝑖
(𝑡) = −(1 + 휀)

𝜏𝑐1
𝜍𝑐3

∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡)

𝑗𝜖𝛱𝑖1

− 𝑑𝑖𝑗 − (1 + 휀)
𝜏𝑐2 + 𝜏𝜍𝑐1

𝜍𝑐3
∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

 

          −(1 + 휀)
𝜏𝑐2
𝑐3

∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)

𝑗𝜖𝛱𝑖1

− (1 − 휀)
𝜏𝑐1
𝜍𝑐3

∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡)

𝑗𝜖𝛱𝑖2

− 𝑑𝑖𝑗 

           −(1 − 휀)
𝜏𝑐2 + 𝜏𝜍𝑐1

𝜍𝑐3
∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖2

− (1− 휀)
𝜏𝑐2
𝑐3

∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)

𝑗𝜖𝛱𝑖2

 

                                       −
𝜏 − 𝜍

𝜍
𝑎𝑖(𝑡) − 𝑤𝑖(𝑡) 
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                                                                                               (4.7) 

which can be further written as:                                                                                                

𝑢𝑒𝑞𝑖(𝑡) = 𝑢𝑒𝑞
°
𝑖
(𝑡) + 𝑢𝑒�̃� 𝑖(𝑡)                                                   

(4.8) 

where                                                                                             

𝑢𝑒𝑞
°
𝑖
(𝑡) = −(1 + 휀)

𝜏𝑐1
𝜍𝑐3

∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡)

𝑗𝜖𝛱𝑖1

− 𝑑𝑖𝑗 − (1 + 휀)
𝜏𝑐2 + 𝜏𝜍𝑐1

𝜍𝑐3
∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

 

                    −(1 + 휀)
𝜏𝑐2
𝑐3

∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)

𝑗𝜖𝛱𝑖1

− (1 − 휀)
𝜏𝑐1
𝜍𝑐3

∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡)

𝑗𝜖𝛱𝑖2

− 𝑑𝑖𝑗 

                    −(1 − 휀)
𝜏𝑐2 + 𝜏𝜍𝑐1

𝜍𝑐3
∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖2

− (1 − 휀)
𝜏𝑐2
𝑐3

∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)
𝑗𝜖𝛱𝑖2

 

                              −
𝜏 − 𝜍

𝜍
𝑎𝑖(𝑡) 

                                                                                             (4.9) 

and  

𝑢𝑒�̃�𝑖(𝑡) = −𝑤𝑖(𝑡)                                                

(4.10) 

where 𝑤𝑖 (𝑡) is considered as bounded matched disturbance, max(|𝑤𝑖(𝑡)|) = 𝛿. Thus, the final 

control law 𝑢𝑖(𝑡) is designed to be: 

𝑢𝑖(𝑡) = 𝑢𝑒𝑞
°
𝑖
(𝑡) − (|𝑢𝑒�̃�𝑖(𝑡) 𝑚𝑎𝑥| + 𝜎)𝑠𝑔𝑛(𝑠𝑖(𝑡))                      

(4.11) 

where 𝜎 is another sliding parameter, and 𝜎 > 0, it represents the sliding speed. The control input 

𝑢𝑖(𝑡) can be rewritten as: 

𝑢𝑖(𝑡) = −(1 + 휀)
𝜏𝑐1
𝜍𝑐3

∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡)
𝑗𝜖𝛱𝑖1

− 𝑑𝑖𝑗  − (1 + 휀)
𝜏𝑐2 + 𝜏𝜍𝑐1

𝜍𝑐3
∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

 

  −(1 + 휀)
𝜏𝑐2
𝑐3

∑ 𝑎𝑖(𝑡) − 𝑎𝑗 (𝑡)
𝑗𝜖𝛱𝑖1

− (1 − 휀)
𝜏𝑐1
𝜍𝑐3

∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡)
𝑗𝜖𝛱𝑖2

− 𝑑𝑖𝑗 

    −(1 − 휀)
𝜏𝑐2 + 𝜏𝜍𝑐1

𝜍𝑐3
∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖2

 − (1 − 휀)
𝜏𝑐2
𝑐3

∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)
𝑗𝜖𝛱𝑖2

 

                       −
𝜏−𝜍

𝜍
𝑎𝑖(𝑡) − (δ + 𝜎)𝑠𝑔𝑛(𝑠𝑖(𝑡))  

                                                                                             (4.12) 

Inspired by [31], asymptotic stability of the platoon with information feedback delay 𝜒  is 

proved using Lyapunov analysis and Riccati inequality, LMIs are computed subsequently. 

 

Theorem 4.1: Considering information feedback delay, for given time delay upper bound ℎ ≥ 0, 

and scalar 𝛾 > 0, the system (4.2) is asymptotically stable, if there exist matrices 𝑃, �̅�1, �̅�2, �̅�3 > 0, 

and appropriately dimensioned matrices 𝐷, �̅�, 𝑊,𝐾, such that the following inequalities hold: 
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[
Ο̅ + 𝐷𝐿1+ (𝐷𝐿1)

𝑇+ ℎ�̅� +𝑊 √ℎ�̅�𝑇

∗ −�̅�3
] < 0                                 

(4.13) 

 [
�̅� 𝐷
∗ 2�̅�1 − �̅�3

] ≥ 0                                                     

(4.14) 

 𝐻𝜀
𝑇𝑃 + 𝑃𝐻𝜀 − 2𝜆𝑚𝑖𝑛(𝐻𝜀)𝑃 > 0                                            

(4.15) 

where  

Ο̅ =

[
 
 
 
 𝐴�̅�1 + �̅�1𝐴

𝑇+ �̅�2 +𝑊 −
𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝐵𝐾 0 𝐵1

∗ 0 0 0
∗ ∗ −�̅�2 0

∗ ∗ ∗ −𝛾2]
 
 
 
 

,�̅� = [𝐴�̅�1,−
𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝐵𝐾,0, 𝐵1�̅�1] 

𝐾 = 𝐾�̅�1
−1

 

(4.16) 

Proof: The closed-loop error of the platoon is defined as 𝐸(𝑡)𝑇 = [𝑒1(𝑡)
𝑇… 𝑒𝑁(𝑡)

𝑇] and 𝑒𝑖(𝑡) =

[∆𝑝𝑖(𝑡) ∆𝑣𝑖(𝑡) ∆𝑎𝑖(𝑡)]
𝑇 . 

∆𝑝𝑖(𝑡) = 𝑝𝑖(𝑡) − 𝑝0(𝑡) − 𝑑𝑖0 

∆𝑣𝑖(𝑡) = 𝑣𝑖(𝑡) − 𝑣0(𝑡) 

∆𝑎𝑖(𝑡) = 𝑎𝑖(𝑡) − 𝑎0(𝑡)                                                    

(4.17) 

The closed-loop error dynamic is: 

∆�̇�𝑖(𝑡) = ∆𝑣𝑖(𝑡) 

∆�̇�𝑖(𝑡) = ∆𝑎𝑖(𝑡) 

∆�̇�𝑖(𝑡) = −
∆𝑎𝑖(𝑡)

𝜏
+
𝑢𝑖(𝑡 − 𝜒)

𝜏
+
𝑤𝑖(𝑡)

𝜏
 

                                                                                             (4.18) 

Thus, a third-order state space model can be established for the error dynamic as: 

 �̇�𝑖(𝑡) = 𝐴𝑒𝑖(𝑡) + 𝐵𝑢𝑖(𝑡 − 𝜒) + 𝐵𝑤𝑖(𝑡)                            

(4.19) 

Denoting the controller’s gains as 𝑘1, 𝑘2, 𝑘3, it can be obtained from (4.12) that: 

𝑘1 =
𝜏𝑐1
𝜍𝑐3

 

𝑘2 =
𝜏𝑐2 + 𝜏𝜍𝑐1

𝜍𝑐3
 

𝑘3 =
𝜏𝑐2
𝑐3

 

                                                                                             (4.20) 

Therefore, the input with information feedback delay 𝑢𝑖(𝑡 − 𝜒)can be rewritten as: 

𝑢𝑖(𝑡 − 𝜒) = −(1 + 휀)𝑘1 ∑ 𝑝𝑖(𝑡 − 𝜒) − 𝑝𝑗(𝑡 − 𝜒)

𝑗𝜖𝛱𝑖1

− 𝑑𝑖𝑗 
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                 −(1 + 휀)𝑘2 ∑ 𝑣𝑖(𝑡 − 𝜒)− 𝑣𝑗(𝑡 − 𝜒)

𝑗𝜖𝛱𝑖1

− (1 + 휀)𝑘3 ∑ 𝑎𝑖(𝑡 − 𝜒) − 𝑎𝑗(𝑡 − 𝜒)

𝑗𝜖𝛱𝑖1

 

                     −(1 − 휀)𝑘1 ∑ 𝑝𝑖(𝑡 − 𝜒) − 𝑝𝑗(𝑡 − 𝜒)
𝑗𝜖𝛱𝑖2

− 𝑑𝑖𝑗 − (1 − 휀)𝑘2 ∑ 𝑣𝑖(𝑡 − 𝜒)− 𝑣𝑗(𝑡 − 𝜒)

𝑗𝜖𝛱𝑖2

 

                     −(1 − 휀)𝑘3 ∑ 𝑎𝑖(𝑡 − 𝜒)− 𝑎𝑗(𝑡 − 𝜒)𝑗𝜖𝛱𝑖2
−
𝜏−𝜍

𝜍
𝑎𝑖(𝑡 − 𝜒) − (δ + 𝜎)𝑠𝑔𝑛(𝑠𝑖(𝑡 − 𝜒))  

                                                                                              (4.21) 

𝐾 = [𝑘1  𝑘2  𝑘3]                                                                      

(4.22) 

Substitute (4.20) and (4.21) into (4.17) and (4.19), taking the time derivative of 𝐸(𝑡), �̇�(𝑡) can 

be obtained as: 

𝐸(𝑡)̇ = (𝐼𝑁⊗𝐴)𝐸(𝑡) − (𝐻𝜀⊗𝐵𝐾)𝐸(𝑡 − 𝜒) + (1𝑁 ⊗𝐵) [−(δ + 𝜎)𝑠𝑔𝑛(𝑠𝑖(𝑡 − 𝜒)) + 𝑤𝑖(𝑡) −

𝜏−𝜍

𝜍
(𝑎𝑖(𝑡 − 𝜒))]                                                                                                                           

(4.23) 

Define the equivalent external disturbance as �̂�𝑖(𝑡): 

�̂�𝑖(𝑡) = − (δ + 𝜎)𝑠𝑔𝑛(𝑠𝑖(𝑡 − 𝜒)) + 𝑤𝑖(𝑡) −
𝜏−𝜍

𝜍
𝑎𝑖(𝑡 − 𝜒)                  

(4.24) 

�̇�(𝑡)can be obtained as: 

�̇�(𝑡) = (𝐼𝑁⊗𝐴)𝐸(𝑡) − (𝐻𝜀⊗𝐵𝐾)𝐸(𝑡 − 𝜒) + (𝐼𝑁⊗𝐵1)𝜛(𝑡)            

(4.25) 

where 𝜛(𝑡) = [�̂�1(𝑡); ⋯ ; �̂�𝑁(𝑡)]  ⊗ [0; 0;1], 𝐵1 = 𝐵[1,1,1]. 

                                                                                              

Lemma 4.1 [94]: Given ℚ = [𝑞𝑖𝑗] ∈ ℝ
𝑁×𝑁 , then all the eigenvalues of ℚ are located in the union 

of the 𝑁 disks 

⋃{𝑧 ∈ ℂ||𝑧 − 𝑞𝑖𝑖| ≤ ∑ |𝑞𝑖𝑗|

𝑁

𝑗=1,𝑗≠𝑖

}

𝑁

𝑖=1

 

(4.26) 

Lemma 4.2 [94]: Given 𝐴 ∈ ℝ𝑁×𝑁, then 𝐴 is Hurwitz if and only if there exists a positive definite 

matrix 𝑃 > 0, such that: 

𝐴𝑃 + 𝑃𝐴𝑇 < 0                                                

(4.27) 

Choose Lyapunov function to be: 

𝑉 = 𝑉1 +𝑉2 + 𝑉3                                               

(4.28) 

𝑉1 = 𝐸
𝑇(𝑡)(𝑃 ⊗𝑄1)𝐸(𝑡)                                       

(4.29) 

𝑉2 = ∫ 𝐸𝑇(𝑠)(𝑃 ⊗ 𝑄2)𝐸(𝑠)𝑑𝑠
𝑡

𝑡−ℎ
                                

(4.30) 

 𝑉3 = ∫ ∫ �̇�𝑇(𝑠)(𝑃 ⊗ 𝑄3)�̇�(𝑠)
𝑡

𝑡+𝜃

0

−ℎ
𝑑𝑠𝑑𝜃                            
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(4.31) 

Based on Newton-Leibnitz formula: 

𝐸(𝑡) − 𝐸(𝑡 − ℎ) − ∫ �̇�(𝑠)
ℎ

𝑡−ℎ
𝑑𝑠 = 0                               

(4.32) 

It can be obtained that: 

2𝐹𝑇(𝑡)(𝑃 ⊗ 𝐷) [𝐸(𝑡) − 𝐸(𝑡 − ℎ) − ∫ �̇�(𝑠)
ℎ

𝑡−ℎ
𝑑𝑠] = 0             

(4.33) 

where 𝐹(𝑡) = [𝐸𝑇(𝑡),𝐸𝑇(𝑡 − 𝜒),𝐸𝑇(𝑡 − ℎ), 𝜛𝑇(𝑡)]𝑇 , D is any matrix with appropriate 

dimensions. Taking the time derivative of 𝑉1: 

𝑉1̇ = �̇�
𝑇(𝑡)(𝑃 ⊗𝑄1)𝐸(𝑡) + 𝐸

𝑇(𝑡)(𝑃 ⊗𝑄1)�̇�(𝑡) 

     = 𝐸𝑇(𝑡)[𝑃 ⊗ (𝐴𝑇𝑄1+𝑄1𝐴)]𝐸(𝑡) + 𝐸
𝑇(𝑡 − 𝜒)[−𝐻𝜀

𝑇𝑃⊗𝐾𝑇𝐵𝑇𝑄1]𝐸(𝑡) + 𝐸
𝑇(𝑡) 

[−𝑃𝐻𝜀 ⊗𝑄1𝐵𝐾]𝐸(𝑡 − 𝜒)+ 𝜛
𝑇(𝑡)[𝑃 ⊗𝐵1

𝑇𝑄1]𝐸(𝑡) + 𝐸
𝑇(𝑡)[𝑃 ⊗𝑄1𝐵1]𝜛(𝑡) 

(4.34) 

Based on LMI (4.15), for the second term in 𝑉1̇, the following inequality holds: 

𝐸𝑇(𝑡 − 𝜒)[−𝐻𝜀
𝑇𝑃⊗𝐾𝑇𝐵𝑇𝑄1]𝐸(𝑡) + 𝐸

𝑇(𝑡)[−𝑃𝐻𝜀⊗ 𝑄1𝐵𝐾]𝐸(𝑡 − 𝜒) < 𝐸𝑇(𝑡 − 𝜒) 

[−𝑃⊗
𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝐾𝑇𝐵𝑇𝑄1]𝐸(𝑡) + 𝐸

𝑇(𝑡) [−𝑃⊗
𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝑄1𝐵𝐾]𝐸(𝑡 − 𝜒) 

(4.35) 

The time derivate of 𝑉2 and 𝑉3 can be obtained respectively: 

𝑉2̇ = 𝐸𝑇(𝑡)(𝑃 ⊗ 𝑄2)𝐸(𝑡) − 𝐸
𝑇(𝑡 − ℎ)(𝑃 ⊗𝑄2)𝐸(𝑡 − ℎ)                   

(4.36) 

𝑉3̇ = ℎ�̇�𝑇(𝑡)(𝑃 ⊗𝑄3)�̇�(𝑡) − ∫ �̇�𝑇(𝑠)(𝑃 ⊗𝑄3)�̇�(𝑠)
𝑡

𝑡−ℎ
𝑑𝑠                  

(4.37) 

Therefore �̇�can be expressed as: 

�̇� = 𝑉1̇ +𝑉2̇ + 𝑉3̇                                                              

(4.38) 

    It can be obtained that: 

�̇� < 𝐸𝑇(𝑡)[𝑃 ⊗ (𝐴𝑇𝑄1+ 𝑄1𝐴)]𝐸(𝑡) + 𝐸
𝑇(𝑡 − 𝜒) [−𝑃⊗

𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝐾𝑇𝐵𝑇𝑄1]𝐸(𝑡) 

+𝐸𝑇(𝑡) [−𝑃⊗
𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝑄1𝐵𝐾]𝐸(𝑡 − 𝜒)+𝜛

𝑇(𝑡)[𝑃 ⊗𝐵1
𝑇𝑄1]𝐸(𝑡) + 𝐸

𝑇(𝑡)[𝑃 ⊗𝑄1𝐵1]𝜛(𝑡) 

+𝐸𝑇(𝑡)(𝑃 ⊗ 𝑄2)𝐸(𝑡) − 𝐸
𝑇(𝑡 − ℎ)(𝑃 ⊗𝑄2)𝐸(𝑡 − ℎ) + ℎ�̇�

𝑇(𝑡)(𝑃 ⊗𝑄3)�̇�(𝑡) 

             − ∫ �̇�𝑇(𝑠)(𝑃 ⊗𝑄3)�̇�(𝑠)
𝑡

𝑡−ℎ

𝑑𝑠 + 2𝐹𝑇(𝑡)𝐷 [𝐸(𝑡) − 𝐸(𝑡 − ℎ) −∫ �̇�(𝑠)
ℎ

𝑡−ℎ

𝑑𝑠] 

(4.39) 

(4.39) can be further transformed into: 

�̇� < 𝐸𝑇(𝑡)[𝑃 ⊗ (𝐴𝑇𝑄1+ 𝑄1𝐴)]𝐸(𝑡) + 𝐸
𝑇(𝑡 − 𝜒) [−𝑃⊗

𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝐾𝑇𝐵𝑇𝑄1]𝐸(𝑡) 
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+𝐸𝑇(𝑡) [−𝑃⊗
𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝑄1𝐵𝐾]𝐸(𝑡 − 𝜒)+𝜛

𝑇(𝑡)[𝑃 ⊗𝐵1
𝑇𝑄1]𝐸(𝑡) + 𝐸

𝑇(𝑡)[𝑃 ⊗𝑄1𝐵1]𝜛(𝑡) 

+𝐸𝑇(𝑡)(𝑃 ⊗ 𝑄2)𝐸(𝑡) − 𝐸
𝑇(𝑡 − ℎ)(𝑃 ⊗𝑄2)𝐸(𝑡 − ℎ) + ℎ�̇�

𝑇(𝑡)(𝑃 ⊗𝑄3)�̇�(𝑡) 

−∫ �̇�𝑇(𝑠)(𝑃 ⊗𝑄3)�̇�(𝑠)
𝑡

𝑡−ℎ

𝑑𝑠 + 2𝐹𝑇(𝑡)(𝑃 ⊗ 𝐷)𝐿1𝐹(𝑡) − 2𝐹
𝑇(𝑡)(𝑃 ⊗𝐷)∫ �̇�(𝑠)

ℎ

𝑡−ℎ

𝑑𝑠 

(4.40) 

where 𝐿1 = [𝐼, 0, −𝐼, 0]. Define �̂�𝑇(𝑡, 𝑠) = [𝐹𝑇(𝑡), �̇�𝑇(𝑠)], the following inequality holds: 

�̇� + 𝐸𝑇(𝑡)𝐸(𝑡) − 𝛾 2𝜛𝑇(𝑡)𝜛(𝑡) ≤ 𝐹𝑇(𝑡)Φ𝐹(𝑡) − ∫ �̂�𝑇(𝑡, 𝑠)Ψ�̂�(𝑡, 𝑠)
ℎ

𝑡−ℎ
𝑑𝑠 

(4.41) 

where Φ < Ο +D𝐿1 + (D𝐿1)
𝑇 +𝑀𝑇(ℎ𝑄3)𝑀 + ℎ𝑋 + 𝐿2

𝑇𝐿2, 𝐿2 = [𝐼, 0,0,0], 

Ο =

[
 
 
 
 𝐴

𝑇𝑄1+𝑄1𝐴 + 𝑄2 −
𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝑄1𝐵𝐾 0 𝑄1𝐵1

∗ 0 0 0
∗ ∗ −𝑄2 0

∗ ∗ ∗ −𝛾 2 ]
 
 
 
 

,𝑀 = [𝐴,−
𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝐵𝐾, 0,𝐵1], 

 Ψ = [
𝑋 𝐷
∗ 𝑄3

] 

 (4.42) 

𝑋 is any matrix with appropriate dimensions. It is obvious that when Ψ ≥ 0 and Φ < 0, 

�̇� + 𝐸𝑇(𝑡)𝐸(𝑡) − 𝛾 2𝜛𝑇(𝑡)𝜛(𝑡) < 0                                  

(4.43) 

Converting Ψ ≥ 0 and Φ < 0 into LMIs, it can be written as: 

[
Ο + D𝐿1+ (D𝐿1)

𝑇 + ℎ𝑋 + 𝐿2
𝑇𝐿2 √ℎ𝑀𝑇

∗ −𝑄3
−1] < 0 

(4.44) 

[
𝑋 𝐷
∗ 𝑄3

] ≥ 0 

(4.45) 

Pre-multiply and post multiply the LMI (4.44) by Λ , where Λ = diag{Υ, 𝐼 }, Υ =

diag{𝑄1
−1, 𝑄1

−1, 𝑄1
−1, 𝐼}, and let �̅�1 = 𝑄1

−1, 𝐷 = Υ𝐷�̅�1, �̅� = Υ𝑋Υ, 𝐾 = 𝐾�̅�1, �̅�2 = �̅�1𝑄2�̅�1. 

𝑊 = Υ𝐿2
𝑇𝐿2Υ, �̅� = [𝐴�̅�1,−

𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝐵𝐾,0,𝐵1�̅�1]. LMI (4.13) is obtained. Pre-multiply and post 

multiply the above LMI (4.45) by Ξ , where Ξ = diag{Υ,𝑄1
−1} and let �̅�3 = 𝑄3

−1 , it can be 

derived that: 

[
�̅� 𝐷

∗ �̅�1�̅�3
−1
�̅�1
] ≥ 0                                                     

(4.46) 

Since (�̅�1 − �̅�3)�̅�3
−1
(�̅�1 − �̅�3) ≥ 0, it can be obtained that: 

�̅�1�̅�3
−1
�̅�1 ≥ 2�̅�1− �̅�3                                                 

(4.47) 

Substituting (4.47) into (4.46), LMI (4.14) is obtained. If feasible solutions exist, then the 

controller gain 𝐾 can be calculated using (4.16). Asymptotic stability is established for the platoon 

with information feedback delay. The proof of Theorem 4.1 is completed. 
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By following [95], in which the input-to-output string stability is proposed, the input-to-output 

string stability of the platoon in this section is defined as below: 

 

Definition 4.1 [31]: For the 𝑚 dimensional space of piecewise continuous, square-integrable 

functions, the norm ℒ2 is defined by 

∥ 𝑥 ∥ℒ2= √∫ ∥ 𝑥 ∥2 𝑑𝑡
∞

0
< ∞                                        

(4.48) 

where ∥ 𝑥 ∥= √𝑥𝑇𝑥, the space is denoted by ℒ2
𝑚. 

 

Definition 4.2: For a platoon with external disturbances, the convergence performance is defined 

as: 

𝐽(𝜛) = ∫ 𝐸𝑇(𝑡)𝐸(𝑡) − 𝛾 2𝜛𝑇(𝑡)𝜛(𝑡)
∞

0
𝑑𝑡                             

(4.49) 

Lemma 4.3 [96]: The platoon system is input-to-output ℒ2 string stable if all inputs belong to ℒ2 

space, i.e. ∥ 𝜛(𝑡) ∥ℒ2<∞, and the outputs are once again in the ℒ2 space for any platoon length 

𝑚 ∈ ℕ, with the ℒ2 gain bounded by 𝛾, as shown in below: 

∥ ℊ𝜛𝐸 ∥∞ ≜ 𝑠𝑢𝑝
∥𝐸(𝑡)∥ℒ2
∥𝜛(𝑡)∥ℒ2

< 𝛾                                              

(4.50) 

Theorem 4.2: Consider the platoon described by (4.2), and the controller designed as (4.21). If 

LMIs (4.13-4.15) are feasible, 𝐾  and 𝛾 computed from (4.16) can guarantee the platoon being 

input-to-output ℒ2 string stable and satisfies 𝐽(𝜛) < 0 for all nonzero 𝜛(𝑡). 

 

  Proof: (4.43) is equivalent to:  

∫ 𝐸𝑇(𝑡)𝐸(𝑡) − 𝛾 2𝜛𝑇(𝑡)𝜛(𝑡)
∞

0

𝑑𝑡 < 𝑉(𝐸(0)) − 𝑉(𝐸(∞)) 

(4.51) 

when under zero initial condition, such that 𝑉(𝐸(0)) = 0 and 𝑉(𝐸(∞)) > 0. (4.51) is equivalent 

to: 

∫ 𝐸𝑇(𝑡)𝐸(𝑡) − 𝛾 2𝜛𝑇(𝑡)𝜛(𝑡)
∞

0

𝑑𝑡 < 0 

(4.52) 

Therefore, 𝐽(𝜛) < 0 is proved. Based on (4.24), due to safety reason, the absolute value of 

acceleration of the vehicles in the platoon is bounded by 1 𝑚/𝑠2. 𝜍 is selected to be within the 

range: 0.5𝜏 < 𝜍 < 𝜏 , so that the coefficient −
𝜏−𝜍

𝜍
 is bounded by 0 to 1. 𝜎 is selected to be larger 

than 1. Since  −δ𝑠𝑔𝑛(𝑠𝑖(𝑡 − 𝜒)) + 𝑤𝑖(𝑡) ≈ 0. �̂�𝑖(𝑡) can be written as: 

�̂�𝑖(𝑡) = {   

𝜎 + 𝑔𝑖(𝑡),        𝑠𝑖(𝑡 − 𝜒) < 0

     𝑔𝑖(𝑡),             𝑠𝑖(𝑡 − 𝜒) = 0   
−𝜎 + 𝑔𝑖(𝑡),     𝑠𝑖(𝑡 − 𝜒) > 0
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  (4.53) 

where 𝑔𝑖(𝑡) = 𝑤𝑖(𝑡) −
𝜏−𝜍

𝜍
𝑎𝑖(𝑡 − 𝜒) . A maximum bound for �̂�𝑖(𝑡)

𝑇�̂�𝑖(𝑡)  can be found at 

(𝜎 + 𝛿 + 1)2. Therefore, it can be derived that: 

∥ 𝜛(𝑡) ∥ℒ2<∞                                                        

(4.54) 

Based on inequality (4.52) and Lemma 4.3. It can be obtained that: 

∥ 𝐸(𝑡) ∥ℒ2
2< 𝛾 2 ∥ 𝜛(𝑡) ∥ℒ2

2
                                           

(4.55) 

(4.55) can be transformed into: 

𝑠𝑢𝑝
∥ 𝐸(𝑡) ∥ℒ2
∥ 𝜛(𝑡) ∥ℒ2

< 𝛾 

(4.56) 

The performance of disturbance propagation can also be represented by (4.56). Therefore, 

input-to-output ℒ2  string stability is established for the platoon. The proof of Theorem 4.2 is 

completed.  

Configurable parameters 𝜖, 𝜍  and 𝜎 are yet to be designed in the controller, the final chosen 

values after tuning are presented in Table 4.1. Here are some remarks regarding the above 

parameters. 

Remark 1:  𝜖 is used in 𝑠𝑔𝑛 function and is intended to reduce chattering of the controller. The 

selection of 𝜖 indicates a trade-off between control accuracy and chattering. Larger 𝜖 can improve 

chattering while compromising control accuracy to an extent. 

Remark 2: 𝜍 is a positive sliding parameter that represents the importance of tracking error 

convergence in comparison to its integral form. 𝜍 is defined to be within the range of 0.5𝜏 < 𝜍 < 𝜏 

to simplify the closed-loop error system. When 𝜍 is less than 1, the change in 𝜍 has no significant 

impact on controller’s performance. 

Remark 3：𝜎 indicates the sliding speed of the controller. It is preferable to choose a relatively 

large 𝜎 to reach the stable point in the sliding surface rapidly. A small 𝜎 slows down the sliding 

speed with the risk of not reaching the stable point. However, if 𝜎 is too larger, the chattering 

increases. 

Remark 4: The absolute value of acceleration of the vehicles in the platoon is limited to 1 𝑚/𝑠2. 

If vehicles are not accelerated abruptly, it can not only improve safety, but also reduce wear on 

brake pads. However, it compromises controller's performance to some extent since the sliding 

range of the control input is limited. 

Table 4.1 Asymmetric sliding mode controller’s parameters 

Symbol Description Unit Value 

𝜖 Chattering reduction parameter - 5 

𝜎 Sliding speed parameter - 10 

𝜍 Sliding surface’s parameter - 0.50 
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4.2.4 NSGA-II Based Homogeneous Asymmetric Degree Optimisation 

 
Several studies have acknowledged the significance of introducing the asymmetric degree in the 

topological matrix. It is essential for complex control problems with large-size dynamic platoons. 

However, previous research selected the asymmetric degree randomly without any optimisation 

objectives. Furthermore, it is known that the minimum eigenvalue of the topological matrix is 

invariant to the change of basis. Therefore, introducing the asymmetric degree changes various 

topological matrix elements depending on the type of topology. Therefore, it is impossible to find 

the optimal asymmetric degree based on traditional methods since there is no linear mathematical 

model and regularity between the asymmetric degree and the resulting topological matrix 

eigenvalue. Thus, the problems of searching for the optimal asymmetric degree cannot use any 

heuristic solutions. 

     Thus, an evolutionary algorithm-based approach is proposed to solve this issue. As a 

metaheuristic method, the evolutionary algorithm has been famous for solving complex problems 

that cannot use heuristic solutions. The primary principle of the evolutionary algorithm is that only 

the fittest individual survives. Besides, evolutionary algorithms have many advantages, including 

flexibility, robustness, and human expertise independence.  

     NSGA-II is employed in this research to optimise the platoon’s overall performance by 

selecting an optimal homogeneous asymmetric degree. Tracking index, acceleration standard 

deviation and fuel consumption are the three optimisation objectives in NSGA-II. They are 

defined the same as in Chapter 3 (3.5-3.9). The critical point of applying NSGA-II to the method 

is to search for the optimal homogeneous asymmetric degree. Then the asymmetric degree will be 

applied to the topological matrix. Thus, a new minimum eigenvalue of the matrix can be obtained. 

Based on the eigenvalue, the controller’s gains can be solved using Riccati inequality. Therefore, 

the new control input and the resulting platoon performance indices can be obtained. The optimal 

information flow topology can be found after the evolutionary process to satisfy multiple 

objectives.  

 

4.2.5 Simulation Result 

 
The hardware setup is the same as in chapter 3. A platoon with eleven heterogeneous vehicles (one 

leader and ten followers) interconnected by asymmetric topologies is considered in the simulation. 

To show the superiority of the proposed method, a conventional sliding mode control method 

proposed in [87] is tested first. Then the proposed multi-objective asymmetric sliding mode 

control method is tested second. 

This section considers two traffic scenarios. The first one is the urban road scenario, as most 

people drive on urban roads on a daily basis. According to Australia’s velocity requirements on an 

urban road. Vehicle’s maximum speed should be within 14 𝑚/𝑠. The desired gap between two 

consecutive vehicles should be 20𝑚 . To emphasis the environmental disturbance the leader 

vehicle experiences, a sine wave is added to its acceleration profile. The kinematic model for the 

leader vehicle on urban road is described as: 
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𝑎0(𝑡) =

{
  
 

  
 
0                                                                   0 < 𝑡 ≤ 20𝑠

0.5 + 0.5 sin (
𝜋

10
𝑡) 𝑚/𝑠                       20 < 𝑡 ≤ 30𝑠

0                                                                  30 < 𝑡 ≤ 50𝑠

−0.5 + 0.5sin (
𝜋

10
𝑡)𝑚/𝑠                     50 < 𝑡 ≤ 60𝑠

0                                                                 60 < 𝑡 ≤ 100𝑠

 

(4.57) 

Each vehicle’s initial position, velocity, and the desired distance between itself and the leader 

vehicle are presented in Table 4.2. An information feedback delay of 0.1s [97] is applied to all 

vehicles in the platoon. Different external disturbances with different magnitude are applied to the 

following vehicles in the platoon: 

𝑤𝑖(𝑡) = 𝛿sin (
𝜋

10
𝑡)                                                       

(4.58) 

where 0.1 ≤ 𝛿 ≤ 0.7. 

Table 4.2 Initial states and desired gaps of each vehicle under urban road scenario 

Vehicle 
Position 

(m) 

Velocity 

(m/s) 

Desired gap 

(m) 

Leader 0 4 0 

Vehicle 1 -20 3 -20 

Vehicle 2 -49 5 -40 

Vehicle 3 -61 3.5 -60 

Vehicle 4 -78 4.2 -80 

Vehicle 5 -102 3.8 -100 

Vehicle 6 -123 4.4 -120 

Vehicle 7 -137 4.1 -140 

Vehicle 8 -161 3.7 -160 

Vehicle 9 -182 4.2 -180 

Vehicle 10 -201 3.2 -200 

 

The second scenario this section considers is the highway scenario, as platooning control is 

essential to releasing traffic congestion, especially on the highway. Referring to Australia’s 

velocity requirements on the highway. Vehicle’s maximum speed should be within 28𝑚/𝑠. The 

desired gap between two consecutive vehicles should be 50𝑚 to ensure safety. The leader vehicle 

also experiences an amplified environmental disturbance due to the high speed. The kinematic 

model for the leader vehicle on highway is described as: 

𝑎0(𝑡) =

{
  
 

  
 
0                                                                   0 < 𝑡 ≤ 20𝑠

1 + sin (
𝜋

10
𝑡)𝑚/𝑠                                20 < 𝑡 ≤ 30𝑠

0                                                                  30 < 𝑡 ≤ 50𝑠

−1 + sin (
𝜋

10
𝑡)𝑚/𝑠                               50 < 𝑡 ≤ 60𝑠

0                                                                 60 < 𝑡 ≤ 100𝑠

 

(4.59) 

Each vehicle’s initial position, velocity, and the desired distance between itself and the leader 
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vehicle are presented in Table 4.3. External disturbances and information feedback delay applied 

to the following vehicles are the same as in Urban Road Case Study. 

Table 4.3 Initial states and desired gaps of each vehicle under highway scenario 

Vehicle 
Position 

(m) 

Velocity 

(m/s) 

Desired gap 

(m) 

Leader 0 10 0 

Vehicle 1 -51 11 -50 

Vehicle 2 -99 9 -100 

Vehicle 3 -152 9.5 -150 

Vehicle 4 -205 8.8 -200 

Vehicle 5 -251 10.6 -250 

Vehicle 6 -297 11.5 -300 

Vehicle 7 -345 11.3 -350 

Vehicle 8 -402 10.8 -400 

Vehicle 9 -449 9.3 -450 

Vehicle 10 -497 9.1 -500 

 

This section considers three traditional topologies and one random topology in each case study 

to investigate the impact of wireless communication and fully validate the proposed strategy's 

effectiveness. The three traditional topologies are two predecessors single following topology 

(TPSF), Predecessor-leader following topology (PLF) and Bidirectional-leader topology (BDL). 

They are shown in Figure 4.1 below: 

    

(a)                                            (b)                                                (c) 

Figure 4.1 Information flow topologies for the platoon. (a) TPSF; (b) PLF; (c) BDL 

One random topology is also included in this section to prove the effectiveness of the proposed 

method. Random topology can be common in reality due to unstable wireless communication. 

This section uses the Bernoulli distribution to express the packet drop rate to consider packet loss. 

The packet loss probability increases when the distance between two vehicles increases. Therefore, 

a random topology can be obtained. 

Figure 4.2 shows the platoon's spacing error when using the sliding mode control strategy [87] 

versus the proposed asymmetric control strategy under TPSF topology in the Urban Road Case 

Study. The figure shows that the traditional method is subject to information feedback delays and 

external disturbances, resulting in an inability to reach a consensus at the end. The proposed 

method can significantly reduce spacing error while reaching a consensus.  

The most dramatic changes occurred in TPSF topology scenarios in both case studies. With the 

conventional control method, spacing errors fluctuated between -5𝑚 and 5𝑚, but were reduced to 

within 0.1𝑚 with the proposed strategy. Moreover, PLF and BDL topologies perform the best. 

The spacing errors started at around 2𝑚 and were reduced to near zero with the proposed strategy. 
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Platoons performed better on highways than on urban roads, demonstrating the efficacy of the 

proposed method as the desired velocity and gap between vehicles increased. Overall, the 

proposed strategy reduces all spacing errors to less than 0.2𝑚, a reasonable threshold for ensuring 

consensus and stability. It can be concluded that the proposed strategy can reduce the platoon’s 

spacing error significantly.  

 

                           (a) Conventional                                                   (b) Asymmetric 

Figure 4.2  Spacing error under Urban road Case Study with TPSF topology. (a) Conventional; 

(b) Asymmetric 

Figure 4.3 illustrates the platoon's velocity under PLF topology for the Highway Case Study. 

The figure shows that the conventional method produces a more smooth velocity profile. However, 

it is still largely influenced by information feedback delays and external disturbances, resulting in 

a slight fluctuation from 𝑡 = 70𝑠. Nevertheless, the proposed method can guarantee convergence 

and reach a consensus much more quickly than the conventional method.  

In both case studies, the proposed strategy significantly affects the TPSF and Random 

topologies, while the PLF topology outperforms the others. Although velocity errors are 

significantly reduced under all topologies in both cases, velocity errors were reduced to within 0.1 

𝑚/𝑠, demonstrating that the proposed strategy can ensure the platoon's velocity consensus.  

However, the velocity error fluctuates more significantly in the first four seconds under the 

proposed method compared to the conventional method. In addition, when the leader vehicle 

accelerates or decelerates, there are some jerks. The shortcomings listed above reflect the trade-off 

between control accuracy and chattering. Therefore, some measurements should be implemented 

in the future to eliminate the velocity error in the first few seconds. 

 

                          (a) Conventional                                                   (b) Asymmetric 

Figure 4.3  Velocity error under Highway Case Study with PLF topology. (a) Conventional; (b) 

Asymmetric 
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Table 4.4 displays the obtained Pareto asymmetric degree and the resulting controller’s gains 

under all topologies in the Urban Road and Highway Case Studies, respectively. As can be seen, 

the Pareto optimal homogeneous asymmetric degree varies between 89 and 96% depending on the 

road and topology scenarios considered. However, there is a clear consistency between the type of 

topology and the obtained Pareto optimal asymmetric degree. 

Table 4.4 Controller’s gains for different information flow topologies under both scenarios 

Information 

flow 

topology Scenario 

Homogeneous 

Pareto 

asymmetric degree 

(%) 

𝑘1 𝑘2 𝑘3 

TPSF 

 

Urban Road 96.0887 7.367 43.319 13.884 

Highway 96.4191 7.367 43.313 13.872 

PLF Urban Road 94 7.370 43.362 13.964 

Highway 94.7595 7.369 43.345 13.932 

BDL Urban Road 93.4403 7.371 43.378 13.990 

Highway 92.9496 7.474 43.917 14.326 

Random Urban Road 89.9333 7.514 44.299 14.874 

Highway 89.9524 7.514 44.298 14.873 

 

Figure 4.4 illustrates the obtained Pareto front under BDL and Random topology in the 

Highway Case Study using the proposed strategy. The similarity between them is marginal, 

implying that there are no linear relationships between the asymmetric degree and the platoon's 

three primary performance indices, as the Pareto front varies according to the road and topology 

scenario. Additionally, it proved that while the optimal asymmetric degree cannot be obtained 

using a traditional mathematical formula, NSGA-II is well suited for this control problem. 

 

(a)                                                                       (b) 

Figure 4.4  Pareto front with asymmetric control under Urban Road Study. (a) BDL; (b) TPSF 

 

The tracking index, fuel consumption, and acceleration standard deviation are the three 

performance evaluation criteria considered. These criteria reflect a platoon's ability to track, fuel 

economy, and driving comfort. As a result, they are used to conduct a systematic and 

comprehensive evaluation of a platoon's performance. 

The tracking index indicates a vehicle's ability to track its preceding vehicles in the platoon. 

Because it is formulated in terms of spacing and velocity errors, the smaller the tracking index, the 

better the tracking ability. The tracking index for four different topologies under the Urban Road 

Case Study is shown in Table 4.5, using Vehicles 1, 5, 10, and the platoon as examples. The 
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platoon's tracking index increased by an average of 54.61% with the asymmetric control. The 

proposed method has the most significant effect on the TPSF topology, increasing its tracking 

index by 72.16% while only increasing the tracking index of the BDL topology by 44.07%. The 

tracking index for the Highway Case Study is also shown in Table 4.6. The platoon's tracking 

index increased by an average of 75.17% with asymmetric control. Compared to the Urban Road 

Case Study, the proposed method increased the tracking ability of TPSF and PLF topologies by 

84.86% and 71.27%, respectively. Therefore, the proposed strategy is more effective in dealing 

with platoons travelling at a relatively high velocity and requiring large inter-vehicle gaps. 

Table 4.5 Tracking index for different information flow topologies under urban road scenario 

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Conventional 1.282 3.101 5.036 33.42 

Asymmetric 0.1182 0.738 0.7785 9.305 

PLF Conventional 1.084 1.237 1.181 13.01 

Asymmetric 0.08572 0.5253 0.2106 7.096 

BDL Conventional 1.083 1.225 1.189 13.01 

Asymmetric 0.1476 0.521 0.2094 7.276 

Random Conventional 1.713 2.175 2.2 21.23 

Asymmetric 0.2018 0.6782 0.6813 9.182 

 

Table 4.6 Tracking index for different information flow topologies under highway scenario 

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Conventional  1.951 4.788  8.587  54.47  

Asymmetric 0.1757 0.4784  1.184  8.247  

PLF Conventional 1.619  1.3  1.856  19.11  

Asymmetric 0.177  0.4094  0.5376  5.491  

BDL Conventional 1.635  1.627  1.864  19.41  

Asymmetric  0.1761 0.4139  0.537  5.52  

Random Conventional 3.054  3.561  3.982  36.56  

Asymmetric 0.2645  0.4718  1.183  9.88  

 

Fuel economy is also a significant platoon property, quantified in fuel consumption: the less 

fuel consumed, the more efficient the vehicle. The fuel consumption for different topologies under 

the Urban Road and Highway Case Study is shown in Tables 4.7 and 4.8. It can be seen from the 

tables that almost all vehicles’ fuel consumption decreased, and the platoon consumed more fuel 

on the highway compared to the urban road in general. At the same time, changes in fuel 

consumption are less sensitive to changes in the control strategy. The fuel economy increased by 
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an average 0.78% and 6.34% under the Urban Road and Highway Case Study, respectively. In 

conclusion, the proposed method can improve the platoon’s fuel economy, especially on highways. 

Additionally, the proposed method has the most excellent effect on the fuel efficiency of the TPSF 

topology. It is improved by 0.92% and 16.54% under the Urban Road and Highway Case Study, 

respectively. 

Table 4.7 Fuel consumption for different information flow topologies under urban road scenario 

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Conventional 0.06432  0.06755  0.07825  0.7608  

Asymmetric  0.0644 0.06748  0.07822  0.7539  

PLF Conventional 0.06428 0.06697  0.06613  0.7252  

Asymmetric 0.06452  0.06617  0.06605  0.7188  

BDL Conventional 0.06439 0.06698  0.06613  0.7252  

Asymmetric 0.06432  0.06612  0.06589  0.7179  

Random Conventional 0.06443 0.06631  0.06543  0.7177  

Asymmetric 0.06429  0.06606  0.06521  0.7157  

 

Table 4.8 Fuel consumption for different information flow topologies under highway scenario 

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Conventional 0.1078  0.1414  0.2334 1.628 

Asymmetric 0.1091  0.1407  0.1365 1.397 

PLF Conventional 0.1087  0.1326  0.1202 1.321 

Asymmetric 0.1079  0.1318  0.1203 1.321 

BDL Conventional  0.1087 0.1325  0.1201 1.323 

Asymmetric 0.1078  0.1317  0.1202 1.320 

Random Conventional 0.1102 0.1365  0.1236 1.347 

Asymmetric 0.1076  0.1318  0.1196 1.317 

 

The acceleration standard deviation (ASD) is used to quantify the platoon's driving comfort, 

indicating the profile's smoothness. Smooth and comfortable driving has long been regarded as a 

critical feature of the intelligent vehicle system: the smaller the ASD, the more comfortable 

driving. The ASD for four different topologies under the Urban Road and Highway Case Study are 

presented in Table 4.9 and Table 4.10. Driving comfort is not improved in both case studies. 

Figures 4.2 and 4.3 show that the traditional controller creates smooth and slow changes in both 

spacing and velocity profiles, whereas the proposed controller causes more abrupt changes. There 

is an unavoidable trade-off between the platoon's convergence speed and driving comfort. The 

proposed method ensures convergence and increases platoon convergence speed at the expense of 
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a certain amount of driving comfort. The trade-off is worth investigating, and future research 

should focus on improving platoon convergence without sacrificing driving comfort. 

Table 4.9 Acceleration standard deviation for different information flow topologies under urban 

road scenario 

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Conventional 0.3880  0.3970  0.4197  0.4035  

Asymmetric 0.4272  0.4810  1.0457  0.6111  

PLF Conventional 0.3864  0.3837  0.3880  0.3866  

Asymmetric 0.4514  0.4090  0.4858  0.4338  

BDL Conventional 0.3871 0.3839  0.3878  0.3867  

Asymmetric 0.4099  0.4052  0.4763  0.4237  

Random Conventional 0.3928  0.3922  0.3973  0.3949  

Asymmetric 0.4044  0.3950  0.3974  0.3974  

 

Table 4.10 Acceleration standard deviation for different information flow topologies under 

highway scenario 

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Conventional  0.7642 0.7944  0.8393  0.8080  

Asymmetric 0.7808  0.8560  1.4990  1.0183  

PLF Conventional 0.7616 0.7603 0.7600  0.7686  

Asymmetric 0.7808  0.7804  0.7856  0.8091  

BDL Conventional  0.7614 0.7595  0.7599  0.7682  

Asymmetric 0.7794  0.7790  0.7843  0.8074  

Random Conventional  0.7724 0.7767  0.7789  0.7836  

Asymmetric 0.7667  0.7682  0.7639  0.7852  

 

 

4.3 Heterogeneous Optimal Asymmetric Topology with Nonlinear Model 

 
This section proposes a multi-objective heterogeneous asymmetric sliding mode control strategy. 

Firstly, a nonlinear vehicle dynamic model is considered. Then, a sliding mode controller is 

designed to achieve consensus. Moreover, Riccati inequality and Lyapunov analysis are used to 

find the controller’s gains and guarantee the platoon’s Lyapunov stability and string stability. 

Finally, NSGA-II is used to find the Pareto optimal heterogeneous asymmetric degrees regarding 

the overall performance of the platoon, including tracking index, fuel consumption and 

acceleration standard deviation. 

The vehicle dynamic model of the leader is the same as (3.1) in Chapter 3. A third-order 
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nonlinear model is used to express the dynamic properties of vehicle i, it is the same as (2.6) in 

Chapter 2. It can be further expressed as:  

�̇�𝑖(𝑡) = −
𝑎𝑖(𝑡)

𝜏𝑖
+
𝑢𝑖(𝑡)

𝑚𝑖𝜏𝑖
− 𝜃𝑇𝜔 

       (4.60) 

where 

𝜃 =

[
 
 
 
 
 
 
2𝐾𝑑𝑖
𝑚𝑖

𝐾𝑑𝑖
𝑚𝑖𝜏𝑖
𝑑𝑚𝑖
𝑚𝑖𝜏𝑖]

 
 
 
 
 
 

, 𝜔 = [
𝑣𝑖(𝑡)𝑎𝑖(𝑡)

𝑣𝑖(𝑡)
2

1

] 

Heterogeneous vehicle dynamic parameters referred to Table 3.1. 

 

4.3.1 Sliding Mode Controller Design 

 
Referring to [9], heterogeneous asymmetric degrees  휀𝑖  are introduced in the system. The 

Heterogeneous asymmetric degrees model is based on Section 4.2.2, where heterogeneous 

asymmetric degrees 휀𝑖  are used instead of homogenous asymmetric degree 휀 . The rest of the 

definitions are the same as in Section 4.2.2 

The sliding mode controller is proposed in this section as follows; the sliding surface is selected 

to monitor the tracking errors: 

𝑠𝑖(𝑡) = 𝑎𝑖(𝑡) + (1 + 휀𝑖)𝑘1 ∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖1

+ (1 − 휀𝑖)𝑘1 ∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖2

 

               +(1 + 휀𝑖)𝑘2 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

+ (1 − 휀𝑖)𝑘2 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖2

 

(4.61) 

where 𝑘1, 𝑘2 > 0, and they are controller’s gain, 𝛱𝑖1and 𝛱𝑖2  are complete topology information 

sets of node 𝑖 stated before. 𝑑𝑖𝑗 is the desired spacing between vehicle 𝑖 and vehicle 𝑗, a predefined 

nonzero constant. Considering the convergence of the spacing error and velocity error, the 

exponential reaching law is selected to be: 

�̇�𝑖(𝑡) = −𝛾𝑠𝑖(𝑡)                                                   

(4.62) 

where 𝛾 > 0, and it is the sliding parameter, it determines the convergence speed of the sliding 

surface. Taking the time derivative of 𝑠𝑖(𝑡) described in (4.61), then �̇�𝑖(𝑡) can be obtained as: 

�̇�𝑖(𝑡) = �̇�𝑖(𝑡) + (1 + 휀𝑖)𝑘1 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

+ (1 − 휀𝑖)𝑘1 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖2

 

              +(1 + 휀𝑖)𝑘2 ∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)

𝑗𝜖𝛱𝑖1

+ (1 − 휀𝑖)𝑘2 ∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)
𝑗𝜖𝛱𝑖2

 

(4.63) 

    Therefore �̇�𝑖(𝑡) can be rewritten as: 
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�̇�𝑖(𝑡) = −𝛾𝑠𝑖(𝑡) − (1 + 휀𝑖)𝑘1 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

− (1 − 휀𝑖)𝑘1 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖2

 

                −(1 + 휀𝑖)𝑘2 ∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)

𝑗𝜖𝛱𝑖1

 − (1 − 휀𝑖)𝑘2 ∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)
𝑗𝜖𝛱𝑖2

 

(4.64) 

    Combining (4.60), (4.61) and (4.64), the equivalent control input 𝑢𝑖(𝑡) can be obtained: 

𝑢𝑖(𝑡) = 𝑚𝑖𝜏𝑖 [−𝛾𝑠𝑖(𝑡) − (1 + 휀𝑖)𝑘1 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

− (1 − 휀𝑖)𝑘1 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖2

 

               −(1 + 휀𝑖)𝑘2 ∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)

𝑗𝜖𝛱𝑖1

− (1− 휀𝑖)𝑘2 ∑ 𝑎𝑖(𝑡) − 𝑎𝑗 (𝑡)

𝑗𝜖𝛱𝑖2

+ �̂�𝑇𝜔] +𝑚𝑖𝑎𝑖(𝑡) 

(4.65) 

     Define 𝐾 = [𝑘1  𝑘2] .  �̂�  is the estimated value of 𝜃.  Considering the fact the vehicle’s 

parameters can be hard to obtain in reality. �̂� is used for estimation, it refers to the nominal values 

in 𝜃 . �̂� creates parameter mismatches, which adds practical value to this section. 

 

Theorem 4.3: When the control law in (4.65) is implemented to the vehicle dynamics in (4.60), the 

sliding surface satisfies with the Lyapunov stability, the stability of the platoon can be guaranteed, 

and the tracking error converges to zero asymptotically.  

 

 Proof: The Lyapunov function candidate is selected to be: 

𝑉𝑖(𝑡) =
1

2
𝑠𝑖(𝑡)

2                                                            

(4.66) 

    The time derivative of the Lyapunov function can be described as: 

�̇�𝑖(𝑡) = 𝑠𝑖(𝑡)�̇�𝑖(𝑡)                                                             

(4.67) 

    Based on (4.61), (4.62) and (4.63), �̇�𝑖(𝑡) can be obtained as: 

�̇�𝑖(𝑡) = 𝑠𝑖(𝑡)�̇�𝑖(𝑡)                                                                                 

          = [−
𝑎𝑖(𝑡)

𝜏𝑖
+
𝑢𝑖(𝑡)

𝑚𝑖𝜏𝑖
− �̂�𝑇𝜔 + (1 + 휀𝑖)𝑘1 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

+ (1 − 휀𝑖)𝑘1 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖2

 

          +(1 + 휀𝑖)𝑘2 ∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)

𝑗𝜖𝛱𝑖1

+ (1− 휀𝑖)𝑘2 ∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)]

𝑗𝜖𝛱𝑖2

[𝑎𝑖(𝑡) + (1 + 휀𝑖)𝑘1 

∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖1

+ (1− 휀𝑖)𝑘1 ∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖2

+ (1+ 휀𝑖)𝑘2 

                       ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

+ (1− 휀𝑖)𝑘2 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖2

] 

          = −𝛾𝑠𝑖(𝑡)
2 

(4.68) 

Since 𝛾 > 0, �̇�𝑖(𝑡) is a negative definite. Thus 𝑢𝑖(𝑡) will satisfy the approaching and sliding 

condition 𝑠𝑖(𝑡)�̇�𝑖(𝑡) < 0, which guarantees that the trajectory reaches the sliding mode in a finite 
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time and stay there after, therefore the condition for Lyapunov stability is satisfied. The proof of 

Theorem 4.3 is completed. 

 

This section then implements the Riccati inequality and Lyapunov analysis to solve the 

controllers' gain, after which the closed-loop error dynamic is analysed and the system is proved to 

be string stable. 

    The closed-loop error is defined as 𝐸𝑇 = [𝑒1(𝑡)
𝑇…𝑒𝑁(𝑡)

𝑇], 𝑒𝑖(𝑡) = [∆𝑝𝑖(𝑡) ∆𝑣𝑖(𝑡)]𝑇. 

∆𝑝𝑖(𝑡) = 𝑝𝑖(𝑡) − 𝑝0(𝑡) − 𝑑𝑖0, 

∆𝑣𝑖(𝑡) = 𝑣𝑖(𝑡) − 𝑣0(𝑡) 

(4.69)                                                                                        

    The closed-loop error dynamic is: 

�̇� = (𝐼𝑁⊗𝐴)𝐸 + (𝐼𝑁⊗ 𝐵)𝑌 

(4.70) 

where 

𝑌 = [
𝑎1(𝑡) − 𝑎0(𝑡)

⋯
𝑎𝑁(𝑡) − 𝑎0(𝑡)

],𝐴 = [
0 1
0 0

] ,𝐵 = [
0
1
]. 

    After the platoon dynamics reach the sliding surface, combining 𝑠𝑖(𝑡) = 0 into (4.64), 𝑎𝑖(𝑡) can 

be rewritten as: 

𝑎𝑖(𝑡) = −(1 + 휀𝑖)𝑘1 ∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖1

− (1 − 휀𝑖)𝑘1 ∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖2

 

               −(1 + 휀𝑖)𝑘2 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖1

− (1 − 휀𝑖)𝑘2 ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)
𝑗𝜖𝛱𝑖2

 

(4.71) 

    It yields that: 

𝑌 + (𝐻𝜀⊗ 𝐾)𝐸 = −1𝑁𝑎0(𝑡) 

(4.72) 

where 1𝑁 ∈ ℝ
𝑁, it is the vector with entries that are all one. Substituting (72) into (70), the sliding 

dynamics of the platoon is: 

�̇� = [𝐼𝑁⊗𝐴− 𝐻𝜀⊗(𝐵𝐾)]𝐸 − (1𝑁⊗ 𝐵)𝑎0(𝑡) 

(4.73)                                                                             

where 𝑎0(𝑡)  is bounded, therefore can be treated as equivalent external disturbance 𝜛 . A 

maximum bound for 𝜛𝑇𝜛 can be easily found. �̇� can be written as: 

�̇� = [𝐼𝑁⊗𝐴 −𝐻𝜀⊗ (𝐵𝐾)]𝐸 − (1𝑁 ⊗𝐵)𝜛 

(4.74) 

    According to Definition 4.1 (4.48), Lemma 4.3 (4.50) in Section 4.3, and Lemma 4.2, the 

Lyapunov function is selected to be: 

𝑉 = 𝐸𝑇(𝑄⨂𝑃)𝐸 > 0 

(4.75) 

where 𝑃 = 𝑃−1. According to the LMI-based method proposed in [93], the following theory can 

convert the problem into a standard LMI problem: 
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Theorem 4.4: Consider the platoon in (4.60) if there exist matrices 𝑃𝑇 = 𝑃 > 0 ∈ ℝ2𝑥2  and 𝑄𝑇 =

𝑄 > 0 ∈ ℝ2𝑥2 such that (4.77-4.78) hold.   

[
 
 
 𝐴𝑃 + 𝑃𝐴𝑇 + (1−

𝜆𝑚𝑖𝑛(𝐻𝜀)  

2
)𝐵𝐵𝑇 𝑃

𝑃 −
1

𝜌]
 
 
 
< 0 

(4.76) 

𝐻𝜀
𝑇𝑄 +𝑄𝐻𝜀 − 2𝜆𝑚𝑖𝑛(𝐻𝜀)𝑄 > 0 

(4.77) 

where 𝜆𝑚𝑖𝑛(𝐻𝜀) is the minimum eigenvalue of the topological matrix defined in previous chapter, 

scalar 𝜌 > 0. Then with the feedback gain 𝐾 as defined as (4.78), the platoon is input-to-output ℒ2 

string stable for all nonzero 𝜛(𝑡).  

𝐾 =
1

2
𝐵𝑇𝑃−1 

(4.78) 

The disturbance propagation of the platoon can be described by (4.79): 

𝑠𝑢𝑝
∥ 𝐸 ∥ℒ2
∥ 𝜛 ∥ℒ2

< √
𝜆𝑚𝑎𝑥(𝑄)

𝜌𝜆𝑚𝑖𝑛(𝑄)
 

(4.79) 

Proof:  

Taking the time derivative of 𝑉 

�̇� = �̇�𝑇(𝑄⨂𝑃)𝐸 + 𝐸𝑇(𝑄⨂𝑃)�̇� 

    = 𝐸𝑇[𝑄⨂(𝐴𝑇�̅�) − (𝐻𝜀
𝑇
𝑄)⨂(𝐵𝐾)𝑇𝑃 + 𝑄⨂(𝑃𝐴)−(𝑄𝐻𝜀)⨂(𝑃𝐵𝐾)]𝐸 +𝜛

𝑇[𝑄⨂(𝐵𝑇𝑃)]𝐸 +

𝐸𝑇[𝑄⨂(𝑃𝐵)]𝜛 

(4.80) 

Substitutes (4.78) into (4.80),  �̇� be rewritten as: 

�̇� = −𝐸𝑇[(𝐻𝜀
𝑇𝑄)⨂(

1

2
𝑃𝐵𝐵𝑇𝑃)+ (𝑄𝐻𝜀)⨂(

1

2
𝑃𝐵𝐵𝑇𝑃)]𝐸 + 𝐸𝑇[𝑄⨂(𝐴𝑇�̅�)+ 𝑄⨂(𝑃𝐴)]𝐸

+ 𝜛𝑇[𝑄⨂(𝐵𝑇𝑃)]𝐸 + 𝐸𝑇 [𝑄⨂(𝑃𝐵)]𝜛 

(4.81) 

It can be obtained that: 

𝜛𝑇[𝑄⨂(𝐵𝑇�̅�)]𝐸 + 𝐸𝑇[𝑄⨂(𝑃𝐵)]𝜛 ≤ 𝐸𝑇[𝑄⨂(𝑃𝐵𝐵𝑇𝑃)]𝐸 + 𝜆𝑚𝑎𝑥(𝑄)𝜛
𝑇𝜛 

(4.82)  

To prove (4.82) holds, it can be transformed into: 

[
𝐸
𝜛
]
𝑇

[
𝑄⨂(𝑃𝐵𝐵𝑇𝑃) −𝑄⨂(𝑃𝐵)

−𝑄⨂(𝐵𝑇𝑃) 𝜆𝑚𝑎𝑥(𝑄)
] [
𝐸
𝜛
] ≥ 0 

 (4.83)  

Using Schur complement, (4.83) is equivalent to: 

(𝑄−1 −
1

𝜆𝑚𝑎𝑥(𝑄)
𝐼𝑁)⨂(𝑃𝐵𝐵

𝑇𝑃)  ≥ 0 
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 (4.84) 

Given that 𝜆(𝑄−1) =
1

𝜆(𝑄)
, (4.84) holds, therefore, (4.82) holds. substituting (4.82) into (4.81), �̇� 

is rewritten as: 

�̇� = −𝐸𝑇[(𝐻𝜀
𝑇𝑄)⨂(

1

2
𝑃𝐵𝐵𝑇𝑃)+ (𝑄𝐻𝜀)⨂(

1

2
𝑃𝐵𝐵𝑇𝑃)]𝐸 + 𝐸𝑇[𝑄⨂(𝐴𝑇�̅�)+ 𝑄⨂(𝑃𝐴)]𝐸

+ 𝐸𝑇[𝑄⨂(𝑃𝐵𝐵𝑇𝑃)]𝐸 + 𝜆𝑚𝑎𝑥(𝑄)𝜛
𝑇𝜛 

(4.85) 

For the first two terms in (4.85), given inequality (4.77), the following inequality holds: 

𝐸𝑇[−(𝐻𝜀
𝑇𝑄)⨂(

1

2
𝑃𝐵𝐵𝑇𝑃)− (𝑄𝐻𝜀)⨂(

1

2
𝑃𝐵𝐵𝑇𝑃)+ 𝑄⨂(𝐴𝑇𝑃)+ 𝑄⨂(𝑃𝐴)] 𝐸 

    < −𝐸𝑇 [(𝑄𝐻𝜀 + 𝐻𝜀
𝑇𝑄 −𝑄)⨂(

𝜆𝑚𝑖𝑛(𝐻𝜀)

2
𝑃𝐵𝐵𝑇𝑃)]𝐸 +  𝐸𝑇[𝑄⨂(𝐴𝑇𝑃 + 𝑃𝐴 −

𝜆𝑚𝑖𝑛(𝐻𝜀) 

2
𝑃𝐵𝐵𝑇𝑃)]𝐸 

     < 𝐸𝑇[𝑄⨂(𝐴𝑇𝑃 + 𝑃𝐴 −
𝜆𝑚𝑖𝑛(𝐻𝜀)  

2
𝑃𝐵𝐵𝑇𝑃)]𝐸 

(4.87) 

Then we have: 

𝜌𝜆𝑚𝑖𝑛(𝑄) [𝐸
𝑇𝐸 −

𝜆𝑚𝑎𝑥(𝑄)

𝜌𝜆𝑚𝑖𝑛(𝑄)
𝜛𝑇𝜛] + �̇� ≤ 𝜌𝐸𝑇(𝑄⨂𝐼)𝐸 − 𝜆𝑚𝑎𝑥(𝑄)𝜛

𝑇𝜛+ �̇� 

(4.88) 

Substitute (4.86) and (4.87) into (4.88), it can be obtained that: 

𝜌𝜆𝑚𝑖𝑛(𝑄) [𝐸
𝑇𝐸 −

𝜆𝑚𝑎𝑥(𝑄)

𝜌𝜆𝑚𝑖𝑛(𝑄)
𝜛𝑇𝜛] + �̇� ≤ 𝐸𝑇 [𝑄⨂(𝐴𝑇𝑃 + 𝜌𝐼 + 𝑃𝐴 − (1 −

𝜆𝑚𝑖𝑛(𝐻𝜀) 

2
) 

𝑃𝐵𝐵𝑇𝑃)]𝐸 

(4.89) 

Given LMI (4.77), (4.89) can be transformed into: 

𝜌𝜆𝑚𝑖𝑛(𝑄) [𝐸
𝑇𝐸 −

𝜆𝑚𝑎𝑥(𝑄)

𝜌𝜆𝑚𝑖𝑛(𝑄)
𝜛𝑇𝜛] + �̇� < 0 

(4.90) 

(4.90) is equivalent to： 

∫ [𝐸𝑇𝐸 −
𝜆𝑚𝑎𝑥(𝑄)

𝜌𝜆𝑚𝑖𝑛(𝑄)
𝜛𝑇𝜛]

+∞

𝑡=0

𝑑𝑡 <
1

𝜌𝜆𝑚𝑖𝑛(𝑄)
[𝑉|0

+∞ −∫ �̇�𝑑𝑡
+∞

0

] 

(4.91) 

From (4.91), it can be derived that: 

∫ ∥ 𝐸 ∥ℒ2
2 𝑑𝑡 −

+∞

𝑡=0

𝜆𝑚𝑎𝑥(𝑄)

𝜌𝜆𝑚𝑖𝑛(𝑄)
∫ ∥ 𝜛 ∥ℒ2

2 𝑑𝑡
+∞

𝑡=0

< 0 

(4.92) 

It can be observed that: 

∥ 𝐸 ∥ℒ2
2<

𝜆𝑚𝑎𝑥(𝑄)

𝜌𝜆𝑚𝑖𝑛(𝑄)
∥ 𝜛 ∥ℒ2

2 

(4.93) 

Given that 𝑎0(𝑡) is bounded and treated as equivalent external disturbance 𝜛, thus a maximum 
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bound for  𝜛𝑇𝜛 can be easily found, which is equivalent to max (𝑎0(𝑡)
2) . max(𝜛𝑇𝜛) = 4. 

Therefore, it can be obtained that: 

∥ 𝜛(𝑡) ∥ℒ2< ∞ 

(4.94) 

Therefore, the condition for input-to-output ℒ2 string is satisfied, where 𝛾 = √
𝜆𝑚𝑎𝑥(𝑄)

𝜌𝜆𝑚𝑖𝑛(𝑄)
. The proof 

of Theorem 4.4 is completed. 

 

 

4.3.2 NSGA-II Based Heterogeneous Asymmetric Degree Optimisation 

 
Given that developing mathematical models for heterogeneous asymmetric degrees and platoon 

performance is neither feasible nor practical, NSGA-II is a good fit for this problem because it can 

detect data patterns without using mathematical models. Furthermore, in terms of searching for 

heterogeneous asymmetric degrees for each vehicle, this control problem has many independent 

input variables. When the platoon size increases, so does the number of inputs. Traditional 

methods cannot deal with large numbers of input variables. However, NSGA-II excels in this area. 

Overall, NSGA-II is a good fit for the control problem. 

The critical point of applying NSGA-II to the process is to find optimal heterogeneous 

asymmetric degrees, which are then added to the topological matrix. Thus, a new matrix's 

minimum eigenvalue can be obtained. Furthermore, the controller's gain can be solved using the 

LMI approach based on the eigenvalue. Thus, the latest control input can be obtained, as well as 

the corresponding platoon performance indices, they are defined the same as in Chapter 3 (3.5-3.9). 

The following summarises NSGA-II for computing the optimal heterogeneous asymmetric degrees. 

 

NSGA-II 

Data: input: heterogeneous asymmetric degrees 휀𝑖. N: size of the initial population; n: number 

of iterations, f1(x): Tracking index; f2(x): Fuel consumption; f3(x): Acceleration standard 

deviation. 

Initialise population:  

      Generate random population for 휀𝑖 

      Generate new topological matrix and calculate new minimum eigenvalue 

      Solve LMI (4.77-4.78) 

      Calculate the controllers’ gain using (4.79) 

      Calculate the control input using (4.65) 

      Calculate the objective values: f1(x), f2(x), f3(x)  

      Sort the initial population with size N 

      Calculate the rank using f1(x), f2(x), f3(x) as objectives 

      Assign crowding distance to the initial population 

For i=1: n 

      Perform selection    
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      Create a mating pool 

      Perform genetic operator (Crossover and Mutation) 

      Combine the population 

      Perform selection  

end 

 

  4.3.3 Simulation Results 

 
The hardware setup is the same as in Chapter 3. Both Urban Road scenario and the Highway 

scenario are considered in this section. the kinematic models (4.57,4.59) for the leader vehicle are 

the same as in Section 4.5. However, each vehicle’s initial position, velocity, and the desired 

distance between itself and the leader vehicle are slightly different under both scenarios, they are 

presented in Tables 4.11 and 4.12.  

Table 4.11 Initial states and desired gaps of each vehicle under urban road scenario 

Vehicle 
Position 

(m) 

Velocity 

(m/s) 

Desired gap 

(m) 

Leader 0 10 0 

Vehicle 1 -20 3 -20 

Vehicle 2 -49 5 -40 

Vehicle 3 -61 3.5 -60 

Vehicle 4 -78 4.2 -80 

Vehicle 5 -102 3.8 -100 

Vehicle 6 -123 4.4 -120 

Vehicle 7 -137 4.1 -140 

Vehicle 8 -161 3.7 -160 

Vehicle 9 -182 4.2 -180 

Vehicle 10 -202 4.1 -200 

 

Table 4.12 Initial states and desired gaps of each vehicle under highway scenario 

Vehicle 
Position 

(m) 

Velocity 

(m/s) 

Desired gap 

(m) 

Leader 0 10 0 

Vehicle 1 -51 11 -50 

Vehicle 2 -99 9 -100 

Vehicle 3 -152 9.5 -150 

Vehicle 4 -205 8.8 -200 

Vehicle 5 -251 10.6 -250 

Vehicle 6 -297 11.5 -300 

Vehicle 7 -345 11.3 -350 

Vehicle 8 -402 10.8 -400 
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Vehicle 9 -449 9.3 -450 

Vehicle 10 -501 10.2 -550 

 

To investigate the impact of wireless communication and validate the effectiveness of the 

proposed strategy fully, this section considers three traditional topologies (TPSF, PLF, BDL) and 

one random topology in each case study based on its bidirectional complexity. The random 

topology is shown in Figure 4.5 below. 

 

Figure 4.5 Random information flow topologies for the platoon 

 

Taking PLF topology as an example, Figure 4.6 shows the platoon's spacing error in the 

Highway Case Study. Symmetric control is used first, where the asymmetric degrees are equal to 

zero. In contrast, Figure 4.7 depicts the platoon's spacing error using heterogeneous asymmetric 

control, which is the strategy proposed in the paper. The figures illustrate that spacing errors are 

significantly reduced, demonstrating the effectiveness of the proposed method. On highways, all 

platoons performed worse than on urban roads. It can be concluded that as the desired velocity and 

gap between vehicles increase, the control problem becomes more difficult. The most dramatic 

changes in both case studies occurred in the TPSF topology scenario. Spacing errors varied 

between 6𝑚  and 11𝑚  with symmetric control but were reduced to within 0.1𝑚  with both 

homogeneous and heterogeneous asymmetric control strategies. Furthermore, the PLF and BDL 

topologies outperform the others. The proposed strategy reduces the spacing errors from around 

2𝑚 to near zero. The differences in spacing error between homogeneous asymmetric control and 

heterogeneous asymmetric control are relatively small, which is difficult to see from the figures 

solely. However, the proposed strategy is shown to reduce all spacing errors to less than 0.1𝑚, 

which is a reasonable threshold for ensuring consensus and stability. After 60 seconds, all platoons 

reach a consensus. It can be concluded that the proposed strategy can significantly reduce the 

platoon's spacing error. 
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Figure 4.6 Spacing error with symmetric control under Highway Case Study with PLF topology 

 

Figure 4.7 Spacing error with asymmetric control under Highway Case Study with PLF topology 

 

Figure 4.8 depicts the platoon's velocity error for BDL topology under the Urban Road Case 

Study with symmetric control. The resulting velocity errors of heterogeneous asymmetric control 

are shown in Figure 4.9. Figures resulting from the Highway Case Study are similar. Velocity 

errors are significantly reduced in all cases, demonstrating the efficacy of the proposed strategy. 

All platoons performed better on urban roads than highways, implying that platoons' velocity 

consensus is more susceptible to high-velocity profiles. The proposed strategy has the most 

significant impact in both case studies on the TPSF and Random topology, where velocity errors 

were reduced to within 0.1𝑚/𝑠 from 2𝑚/𝑠  and 1𝑚/𝑠, respectively. Moreover, BDL and PLF 

topology outperformed the others. The velocity error differences between homogeneous and 

heterogeneous asymmetric control are comparatively small. On the other hand, the proposed 

strategy is shown to reduce all spacing errors to less than 0.1𝑚/𝑠. At 50 seconds, all platoons 

experienced a visible jerk in velocity errors, then achieved consensus at 60 seconds, showing that 

the proposed method can ensure the platoon’s velocity consensus. 
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Figure 4.8 Velocity error with symmetric control under Urban Road Case Study with BDL 

topology 

 

Figure 4.9 Velocity error with asymmetric control under Urban Road Case Study with BDL 

topology 

Tables 4.13 and 4.14 display the obtained heterogeneous Pareto asymmetric degree in two case 

studies. For the homogeneous asymmetric control method, the Pareto optimal asymmetric degree 

varies between 59% and 62% for the TPSF, PLF, and BDL topology. The Pareto optimal 

asymmetric degree for the Random topology is about 82%. Although in both cases, all vehicles in 

the platoon have a different optimal asymmetric degree, no regularity is observed from the average 

Pareto optimal asymmetric degree. On the other hand, the controller's gains are significantly 

increased in all cases. With the heterogeneous asymmetric controller, the controller's gains have an 

average increase of 95.71%  in the Urban Road Case Study and 96.16% in the Highway Case 

Study. Increased controller gains can significantly improve platoon performance. However, this 

does not imply that the higher the controller's gains, the better the platoon's performance. 
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Table 4.13 Heterogeneous optimal asymmetric degree for different information flow topologies 

under urban road scenario (%) 

Vehicle 

Index 
TPSF 

Topology 

PLF 

Topology 

BDL 

Topology 

Random 

Topology 

Vehicle 1 37.7028 4.3866 20.3393 34.4162 

Vehicle 2 3.8169 12.3510 79.2367 74.5473 

Vehicle 3 24.96791 61.3486 91.7491 55.2489 

Vehicle 4 1.9372 36.0972 10.1663 50.1402 

Vehicle 5 82.4120 30.6044 28.0382 91.4980 

Vehicle 6 36.9815 73.8370 80.5722 26.4492 

Vehicle 7 9.4117 30.6501 46.4649 71.1928 

Vehicle 8 13.8632 57.7408 48.6109 75.8740 

Vehicle 9 25.0637 44.0656 2.6883 37.4992 

Vehicle 10 20.3665 28.3544 54.819 53.1265 

Average 25.6523 37.9436 46.2831 56.9993 

 

Table 4.14 Heterogeneous optimal asymmetric degree for different information flow topologies 

under highway scenario (%) 

Vehicle 

Index 
TPSF 

Topology 

PLF 

Topology 

BDL 

Topology 

Random 

Topology 

Vehicle 1 28.4906 4.4420 81.0039 55.2742 

Vehicle 2 57.4713 13.7518 6.0768 58.6238 

Vehicle 3 18.2702 46.2187 7.4281 68.8742 

Vehicle 4 61.7325 86.5203 24.7905 28.6852 

Vehicle 5 65.5942 30.3635 40.6708 89.7491 

Vehicle 6 44.0005 26.2930 63.4554 74.4241 

Vehicle 7 11.6403 7.5736 24.5636 10.9627 

Vehicle 8 39.8982 5.0993 65.3486 25.7540 

Vehicle 9 56.2715 54.3244 52.2687 85.9057 

Vehicle 10 30.3013 78.5097 4.1552 10.3265 

Average 41.3670 35.3096 36.9761 50.8580 

 

Figure 4.10 shows the obtained Pareto fronts in the Urban Road Case Study using the proposed 

strategy with TPSF and Random topology. Figures resulting from the Highway Case Study are 

similar. Because the Pareto front varies depending on the road and topology scenario, the 

resemblance between graphs is negligible, implying that no linear correlations exist between the 

heterogeneous asymmetric degrees and the platoon's three primary performance indices. 

Furthermore, even though the optimal heterogeneous asymmetric degrees cannot be calculated 

using a traditional mathematical formula, NSGA-II is well suited to this control problem. 



69 

 

 

(a)                                                                        (b) 

Figure 4.10 Pareto front with heterogeneous asymmetric control under Urban Road Case Study. (a) 

TPSF; (b)Random 

Tracking index, fuel consumption, and acceleration standard deviation are used to 

comprehensively assess the platoon's performance. The tracking index demonstrates a vehicle's 

ability to track the vehicles in front of it in the platoon. Since it is calculated using spacing and 

velocity errors, the lower the tracking index, the better the tracking ability. Table 4.15 shows the 

tracking index for four different topologies in the Urban Road Case Study, using Vehicles 1, 5, 10, 

and the platoon as examples. For homogeneous and heterogeneous asymmetric control, the 

platoon's tracking index improved by an average of 55.09% and 60.68%, respectively. The 

proposed scheme has the most considerable impact on the TPSF topology, raising its tracking 

index by 77.68% while only increasing the PLF topology's tracking index by 46.97%. Table 4.16 

also displays the tracking index for the Highway Case Study. For homogeneous and heterogeneous 

asymmetric control, the platoon's tracking index improved by an average of 73.84% and 76.2%, 

respectively. In contrast to the Urban Road Case Study, the proposed approach improved the 

tracking ability of the TPSF and PLF topologies by 87.68% and 66.46%, respectively. Figure 4.11 

compares the platoon's tracking index across four different topologies in both case studies to 

provide an intuitive view. It can be concluded that the proposed heterogeneous asymmetric control 

strategy outperforms the homogeneous asymmetric control strategy. The proposed approach is 

successful when dealing with platoons travelling at a reasonably high velocity and requiring wide 

inter-vehicle gaps. 

Table 4.15 Tracking index for different information flow topologies under urban road scenario 

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Symmetric 1.81 4.427 6.6901 47.71 

Homogeneous 0.4512 1.068 0.856 12.29 

 Heterogeneous  0.3872 0.9335 0.7566 10.65 

PLF Symmetric 1.68 2.068 1.92 21.97 

Homogeneous 0.4986 1.155 0.9205 13.47 

 Heterogeneous  0.4827 1.014 0.8127 11.65 

BDL Symmetric 1.734 2.116 1.869 22.59 
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Homogeneous 0.5007 1.157 0.8956 13.4 

 Heterogeneous  0.4555 1.056 0.7543 12.02 

Random Symmetric 3.211 4.136 4.158 40.4 

Homogeneous 0.4985 1.157 0.925 13.44 

 Heterogeneous  0.4549 1.017 0.8229 11.61 

 

Table 4.16 Tracking index for different information flow topologies under highway scenario 

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Symmetric 3.065 7.632 13.28 87.4 

Homogeneous 0.1052 0.3094 1.032 11.7 

 Heterogeneous  0.1026 0.2839 0.9497 10.77 

PLF Symmetric 2.673 2.753 3.314 34.11 

Homogeneous 0.0970 0.278 1.17 12.65 

 Heterogeneous  0.2365 0.3411 1.026 11.44 

BDL Symmetric 2.638 2.730 3.116 34.23 

Homogeneous 0.102 0.2827 1.089 12.56 

 Heterogeneous  0.0939 0.2635 0.9765 11.47 

Random Symmetric 5.863 6.949 7.871 71.8 

Homogeneous 0.1009 0.29 1.166 12.54 

 Heterogeneous  0.1868 0.3618 1.064 11.36 

 

 

 

 

 

 

 

 

 

(a)                                                                                                     (b) 

Figure 4.11 Tacking index comparison. (a) Urban Road; (b) Highway 

 

Fuel economy is another essential platoon property measured in terms of fuel consumption. The 

vehicle's fuel efficiency increases as the amount of fuel used decreases. Tables 4.17 and 4.18 

demonstrate the fuel consumption for various topologies in the Urban Road and Highway Case 

Study. The tables show that the proposed approach reduces the fuel consumption of all vehicles, 

and the platoon consumes more fuel on the highway than on the urban road in general. On the 

other hand, changes in fuel consumption are less vulnerable to control strategy changes. Fuel 
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economy is still improved by an average of 0.4633% and 0.4494% with the homogeneous and 

heterogeneous asymmetric control, respectively, in the Urban Road Case Study. Fuel economy is 

improved by an average of 3.5324% for all asymmetric control methods in the Highway Case 

Study. Figure 4.12 compares platoon fuel consumption over four different topologies in both case 

studies to provide a clear overview. Both asymmetric control methods boost platoon fuel economy 

to nearly the same extent, particularly on highways. Furthermore, the proposed approach 

significantly impacts the TPSF topology's fuel efficiency, improving it by 0.8619% and 6.5076% 

under the Urban Road and Highway Case Studies, respectively. 

 

Table 4.17 Fuel consumption for different information flow topologies under urban road 

scenario (L) 

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Symmetric 0.0643 0.0664 0.0661 0.7193 

Homogeneous 0.0642 0.0657 0.0649 0.7129 

 Heterogeneous  0.0642 0.0657 0.0650 0.7131 

PLF Symmetric 0.0643 0.0659 0.0651 0.7142 

Homogeneous 0.0642 0.0657 0.0649 0.7129 

 Heterogeneous  0.0642 0.0657 0.0649 0.7130 

BDL Symmetric 0.0643 0.0659 0.0651 0.7142 

Homogeneous 0.0642 0.0657 0.0649 0.7129 

 Heterogeneous  0.0642 0.0657 0.0649 0.7129 

Random Symmetric 0.0644 0.0663 0.0654 0.7172 

Homogeneous 0.0642 0.0657 0.0649 0.7129 

 Heterogeneous  0.0642 0.0657 0.0649 0.7130 

 

Table 4.18 Fuel consumption for different information flow topologies under highway scenario 

(L) 

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Symmetric 0.1089 0.1394 0.1342 1.383 

Homogeneous 0.1068 0.1296 0.1179 1.293 

 Heterogeneous  0.1068 0.1296 0.1179 1.293 

PLF Symmetric 0.1083 0.1320 0.1198 1.313 

Homogeneous 0.1068 0.1295 0.1178 1.293 

 Heterogeneous  0.1069 0.1269 0.1179 1.293 

BDL Symmetric 0.1083 0.1320 0.1197 1.313 

Homogeneous 0.1068 0.1295 0.1178 1.293 
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 Heterogeneous  0.1068 0.1295 0.1178 1.293 

Random Symmetric 0.1108 0.1378 0.1247 1.355 

Homogeneous 0.1068 0.1295 0.1178 1.293 

 Heterogeneous  0.1069 0.1296 0.1179 1.293 

 

 

 

 

 

 

 

 

 

 

                          (a)                                                                                               (b) 

Figure 4.12 Fuel consumption (L) Comparison. (a) Urban Road; (b) Highway 

Because it reflects the smoothness of the profile, the acceleration standard deviation (ASD) is 

used to measure the platoon's driving comfort. Smooth and comfortable driving has long been 

recognised as an essential role of the intelligent vehicle system. The smaller the ASD, the better 

the driving experience. Tables 4.19 and 4.20 show the ASD for four different topologies in the 

Urban Road and Highway Case Study. The tables show that the suggested approach reduces the 

ASD of all vehicles, and the platoon has more driving comfort on the urban road than on the 

highway in general. Driving comfort is increased by an average of 3.6513% and 3.5237% with the 

homogeneous and heterogeneous asymmetric control, respectively, in the Urban Road Case Study. 

In the Highway Case Study, homogeneous and heterogeneous asymmetric control increase driving 

comfort by an average of 3.5882% and 3.5237%, respectively. Figure 4.13 shows the platoon's 

acceleration standard deviation over four different topologies in both case studies to present a 

good overview. Both asymmetric control methods enhance the platoon's driving comfort nearly 

the same amount, particularly on urban roads. Moreover, the proposed approach significantly 

impacts the TPSF topology's fuel efficiency, improving it by 6.5163% and 6.4914% under the 

Urban Road and Highway Case Study, respectively. 

 

Table 4.19 Acceleration standard deviation for different information flow topologies under 

urban road scenario  

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Symmetric 0.3879 0.3967 0.4236 0.4012 

Homogeneous 0.3803 0.3735 0.3791 0.3747 

 Heterogeneous  0.3808 0.3742 0.3810 0.3755 



73 

 

PLF Symmetric 0.3854 0.3798 0.3849 0.3808 

Homogeneous 0.3801 0.3732 0.3784 0.3744 

 Heterogeneous  0.3806 0.3737 0.3791 0.3748 

BDL Symmetric 0.3860 0.3800 0.3856 0.3810 

Homogeneous 0.3801 0.3732 0.3786 0.3744 

 Heterogeneous  0.3803 0.3734 0.3796 0.3747 

Random Symmetric 0.3943 0.3924 0.3981 0.3924 

Homogeneous 0.3801 0.3732 0.3784 0.3744 

 Heterogeneous  0.3806 0.3738 0.3791 0.3749 

 

Table 4.20 Acceleration standard deviation for different information flow topologies under 

highway scenario  

Information 

flow 

topology 

Control Strategy 
Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TPSF Symmetric 0.7641 0.7920 0.8365 0.8026 

Homogeneous 0.7481 0.7460 0.7469 0.7503 

 Heterogeneous  0.7481 0.7460 0.7467 0.7505 

PLF Symmetric 0.7595 0.7580 0.7581 0.7625 

Homogeneous 0.7481 0.7458 0.7468 0.7499 

 Heterogeneous  0.7486 0.7461 0.7469 0.7507 

BDL Symmetric 0.7599 0.7576 0.7576 0.7623 

Homogeneous 0.7481 0.7458 0.7466 0.7498 

 Heterogeneous  0.7481 0.7458 0.7464 0.7500 

Random Symmetric 0.7774 0.7830 0.7861 0.7856 

Homogeneous 0.7481 0.7458 0.7468 0.7499 

 Heterogeneous  0.7484 0.7462 0.7471 0.7507 

 

 

 

 

 

 

 

 

 

(a)                                                                                                  (b) 

Figure 4.13 Acceleration Standard Deviation comparison. (a) Urban Road; (b) Highway 

 

4.4 Conclusion 
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This Section consists of two parts. The first part studies the homogeneous optimal asymmetric 

topology based on a linearised third-order vehicle dynamic model with time delay. The second 

part investigates the heterogeneous optimal asymmetric topology based on a nonlinear third-

order vehicle dynamic model. By incorporating asymmetric degrees into the control mechanism, 

the topological matrix changes. Sliding mode controllers incorporate Riccati inequality and 

Lyapunov analysis to obtain the controller's gains, ensuring the stability and string stability of the 

platoon. NSGA-II is then used to find the Pareto optimal asymmetric degrees using three platoon 

performance indices: tracking index, fuel consumption, and acceleration standard deviation. A 

platoon of eleven vehicles of different vehicle dynamics is studied. The simulation employs 

symmetric control, homogeneous asymmetric control, and heterogeneous asymmetric control to 

demonstrate the superiority of the proposed technique. The urban road and highway case study 

includes four topologies: the TPSF, PLF, BDL, and Random topology. The results show that the 

proposed approach can significantly reduce spacing and velocity errors. In addition, the platoon's 

overall performance improves as stability is achieved. Compared to symmetric control, the 

proposed heterogeneous asymmetric control significantly improves tracking ability, fuel 

economy, and driving comfort. Compared to homogeneous asymmetric control, heterogeneous 

asymmetric control improves tracking ability while remaining mostly unchanged regarding fuel 

consumption and driving comfort. The next Chapter studies switching information flow topology 

and proposes a two-step optimal topology searching framework. 
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Chapter 5 

Switching Information Flow Topology 
 

5.1 Introduction 

 
The previous chapter introduces the concept of optimal asymmetric information flow topology. It 

investigates in Pareto optimal homogeneous asymmetric degree in the platoon with time delay. It 

further studies Pareto optimal heterogeneous asymmetric degrees in a nonlinear platoon. The 

strategy takes full advantage of asymmetric information flow topology, and extensive simulation 

proves its effectiveness. This chapter introduces a two-step information flow topology switching 

framework, and two studies are presented. The first one deals with the platoon with actuator fault. 

The second one handles the platoon with packet loss. 

Most research [98-101] studied fixed information flow topology. However, the external 

environment directly impacts communication quality [47]. If the controller is solely designed 

based on fixed topologies, the platoon can quickly lose its stability over poor communication, 

which is neither feasible nor efficient for practical problems. As a result, switching information 

flow topology research has grown in popularity in recent years [44-45,102-105]. Wen et al. [102] 

proposed a switching topology sampled-data control strategy to deal with communication delays 

and external disturbances. Tracking errors are stabilised with the Markovian jumping system 

theory. Li et al. [44] examined the stability of a platoon with a switching information flow 

topology, deriving a sufficient condition for stability utilising the Hurwitz criteria and the Riccati 

inequality. Chehardoli et al. [45] presented an adaptive control strategy incorporating parameter 

uncertainties to deal with a complex platoon structure, where the information flow topology 

switched between several traditional topologies. Asymptotic stability is also established. Salvi  et 

al. [103] proposed an LMI-based approach for estimating delay margin and decay rate while 

achieving string stability in a switching information flow topology scenario. The results 

demonstrated that the proposed approach effectively deals with the platoon's external disturbances 

and communication impairment. 

However, previous studies on switching topology have two limitations. For starters, most 

studies only considered switching between traditional topologies. The proposed control methods 

are just a framework supporting only a few types of conventional topologies [44-45], which limits 

the platoon's performance and lacks ability when dealing with imperfect communication scenarios. 

Second, almost all topology switching processes are predefined manually and entirely offline with 

no online automatic motion [104-105]. Because the switching process is entirely offline, these 

studies cannot deal with imperfect communication scenarios in real time and thus cannot solve the 

platoon's practical communication failure problems. It needs to utilise the advantages of switching 

topology fully. As a result, this chapter aims to bridge the gap by proposing a two-step topology 

switching framework in which the Pareto optimal topology is first searched offline. Superior 

topologies are selected as candidates. The optimal topology can then be selected and switched 

online from the candidates while facing various types of communication failure in real time. The 
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proposed framework requires very little computation time and energy in real time. 

The platoon's performance evaluation is another essential aspect of the platoon's control 

objectives. Previous studies have widely used MPC to deal with multiple control objectives. It can 

optimise the platoon's trajectories by solving constrained optimisation problems [8]. The weighted 

sum method is widely used in the optimisation function's construction. Fixed weighting 

coefficients are preferred in some studies. For instance, Wang et al. [55] designed a centralised 

cooperative MPC controller for the platoon's signalised isolated intersections. Three optimisation 

objectives are considered: intersection throughput, fuel consumption and safety. As a result, the 

linear quadratic control problems are effectively solved. Yang et al. [56] proposed an eco-driving 

control framework for the platoon based on optimising travel time, fuel consumption, and safety. 

The proposed strategy, which uses two-stage control logic and an embedded traffic flow model, 

can reduce freeway congestion while lowering fuel consumption. It also recognises that the choice 

of weighting coefficients represents a trade-off between multiple objectives, and the optimisation 

solutions could be more practically desirable with limited options of weighting coefficients. Using 

fixed weighting coefficients has its drawbacks [60], because not only the optimal solution usually 

obtained is the corner solution on the Pareto front, but it also varies significantly when the 

weighting coefficients change slightly. Some studies developed a weighting coefficient tuning 

strategy to overcome these limitations. Yu et al. [61], for example, proposed a dynamic weight 

tuning optimisation technique in the study to improve ride comfort and reduce tracking errors 

using an MPC controller. The results demonstrated its superiority over the conventional strategy. 

Zhao et al. [57] also proposed a similar real-time weight-tuning method. In both studies, because 

the weighting coefficients are heavily reliant on the inter-vehicle states, any feedback delay can 

compromise the platoon's stability to a large extent. To avoid the drawbacks, control strategies that 

are not based on weighted sum optimisation have also been suggested. For example, He et al. [63] 

proposed an innovative predictive cruise control method to optimise platoon fuel consumption, 

tracking ability and safety. The optimisation is weight-free because the utopia point is 

implemented using a sequential quadratic programming algorithm. However, since the utopia 

point cannot be reached with conflicting objectives, a compromise solution must be introduced. 

The proposed strategy's complexity is also questionable because quadratically constrained 

problems are computationally expensive [60]. This chapter proposes a modified MOEA/D to 

optimise multiple aspects of the platoon's performance to address the gaps identified in state-of-

the-art. MOEA/D can preserve a set of superior Pareto optimal solutions while avoiding all the 

shortcomings. 

The main contributions of this chapter are listed below: 

1) Within the scope of switching topology, some previous studies focused solely on switching 

among a few traditional topologies with random switching signals, which compromise the 

platoon's performance and pose unnecessary risks to its stability. Other studies conduct the 

topology switching process entirely offline, reducing its practicality while proving energy-

consuming. This research proposed a two-step framework to balance the trade-off between online 

and offline searching. When both searching processes are combined, superior topology solutions 
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are preserved with offline searching first. Computation time and energy are significantly reduced 

with online searching. The proposed framework can quickly deal with predictable imperfect 

communication scenarios in real time while providing a satisfying topology switching solution. It 

is suitable for road segments where traffic and weather conditions are predictable over a specific 

period. 

2) The state-of-the-art has several drawbacks in the context of the platoon's multi-objective 

optimisation. This chapter proposes MOEA/D and fills in the gaps. First, it overcomes the 

sensitivity and optimality shortcomings caused by the limited number of fixed weighting 

coefficient options. Second, the system will not be compromised with information feedback delay 

since it does not rely on inter-vehicle states to adjust weighting coefficients. Finally, rather than 

using normalisation in optimisation problems, such as the utopia point, to obtain a single optimal 

solution, this chapter can obtain the entire Pareto front with multiple Pareto optimal solutions. It 

can better balance the trade-off and provide flexible optimal solutions that can adjust to the 

platoon's priority in different scenarios.  

3) The latest research on the platoon's packet loss was based primarily on a third-order 

linearised vehicle dynamic model that only addressed powertrain time lag. On the other hand, this 

research proposes a discrete sliding mode controller based on a nonlinear vehicle dynamic model 

to deal with packet loss. Therefore, it is more practical and suitable for platoons in real-world 

applications. 

 

5.2 Switching Information Flow Topology with Actuator Faults 

 
This section proposes a real-time switching topology strategy to improve the platoon's 

performance under poor communication conditions. First, a sliding mode controller with an 

adaptive mechanism is developed for a nonlinear heterogeneous platoon with actuator faults. Then, 

the Lyapunov approach is applied to the platoon's tracking error dynamics, ensuring uniformly 

ultimately bounded stability and string stability. Finally, a two-step switching topology framework 

is introduced. In the first step, an offline Pareto optimal topology search with some imperfect 

communication scenarios predicted is applied, where the platoon's tracking ability, fuel 

consumption, and driving comfort are optimised using MOEA/D. In the second step, the optimal 

topology is switched and selected from among the previously obtained Pareto optimal topology 

candidates in real-time to minimise the control cost of targeting external disturbance and losing 

connection with the leader. Finally, numerical simulations are applied to validate the proposed 

approach.  

 

5.2.1 Vehicle Dynamic Model 

 
The vehicle dynamic model of the leader is the same as (3.1) in Chapter 3. A third-order nonlinear 

model is used to express the dynamic properties of vehicle i, it is mostly the same as (2.6) in 

Chapter 2, but actuator faults are introduced to the vehicle’s dynamic, it is expressed as: 

 

�̇�𝑖(𝑡) = 𝑣𝑖(𝑡) 
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�̇�𝑖(𝑡) = 𝑎𝑖(𝑡) 

�̇�𝑖(𝑡) =
𝑢𝑜𝑖(𝑡)

𝑚𝑖𝜏𝑖
+ 𝑓(𝑣𝑖(𝑡), 𝑎𝑖(𝑡)) 

𝑢𝑜𝑖(𝑡) = (1 − 𝜌𝑖(𝑡))𝑢𝑖(𝑡) + 𝑟𝑖(𝑡) 

𝑓(𝑣𝑖(𝑡), 𝑎𝑖(𝑡)) = −
𝑎𝑖(𝑡)

𝜏𝑖
−
2𝐾𝑑𝑖𝑣𝑖(𝑡)𝑎𝑖(𝑡)

𝑚𝑖
−
𝐾𝑑𝑖𝑣𝑖(𝑡)

2

𝑚𝑖𝜏𝑖
−
𝑑𝑚𝑖
𝑚𝑖𝜏𝑖

−𝑤𝑖(𝑡) 

                                                                                                (5.1) 

where 𝑢𝑜𝑖(𝑡)  is vehicle 𝑖's actuator output, 𝜌𝑖(𝑡) is the partial loss of effectiveness faulty severity, 

𝑟𝑖(𝑡) is the biased faulty severity of vehicle 𝑖. It is assumed that the partial loss of effectiveness 

faulty severity and the biased faulty severity are bounded in the platoon, there exist positive 

constants �̃� and �̃� such that 0 ≤ 𝜌𝑖(𝑡) < �̃�, and ∥ 𝑟𝑖(𝑡) ∥< �̃�, where �̃� is a positive constant with a 

value less than 1. 

The information flow topology model is the same as in Chapter 3. However, it is assumed that 

the adjacency matrix 𝑇 in the study can be reduced to a lower triangular matrix, which indicates 

that a CAV can only receive information from CAVs ahead of it in the platoon. The following is 

the adjacency matrix 𝑇: 

𝑇 =

[
 
 
 
 
0 ⋯ ⋯ ⋯ 0
⋮ ⋱ ⋱ ⋱ ⋮

𝑡𝑖−2,1 𝑡𝑖−2,2 ⋱ ⋱ ⋮
𝑡𝑖−1,1 𝑡𝑖−1,2 𝑡𝑖−1,3 ⋱ ⋮

𝑡𝑖,1 𝑡𝑖,2 𝑡𝑖,3 ⋯ 0]
 
 
 
 

 

 

5.2.2 Platoon’s Error Dynamics 

 
The main goal of platoon control is to ensure convergence, which can be interpreted as ensuring 

that all of the followers' position, velocity, and acceleration profiles converge to the leader's 

profile. The platoon’s stability is equivalent to the convergence of the platoon's tracking errors. To 

simplify the expression, this section defines tracking errors, lumped tracking error measurements, 

and their compacted forms. The relationship between tracking errors and vehicle dynamics is also 

presented. The tracking errors are defined as:  

∆𝑝𝑖(𝑡) = 𝑝𝑖(𝑡) − 𝑝0(𝑡) − 𝑑𝑖0 

∆𝑣𝑖(𝑡) = 𝑣𝑖(𝑡) − 𝑣0(𝑡) 

∆𝑎𝑖(𝑡) = 𝑎𝑖(𝑡) − 𝑎0(𝑡) 

                                                                                                (5.2) 

where 𝑑𝑖0 is the desired spacing between vehicle 𝑖 and the leader. Let �̃�(𝑡) = [∆𝑝1(𝑡), ∆𝑝2(𝑡),⋯, 

∆𝑝𝑁(𝑡)]
𝑇 , �̃�(𝑡) = [∆𝑣1(𝑡), ∆𝑣2(𝑡),⋯ ∆𝑣𝑁(𝑡)]

𝑇 ,�̃�(𝑡) = [∆𝑎1(𝑡), ∆𝑎2(𝑡), ⋯ , ∆𝑎𝑁(𝑡)]
𝑇 . The lumped 

tracking error measurements are defined as: 

𝑒𝑝𝑖(𝑡) = ∑ 𝑝𝑖(𝑡) − 𝑝𝑗(𝑡) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖

 

𝑒𝑣𝑖(𝑡) = ∑ 𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)

𝑗𝜖𝛱𝑖

 



79 

 

𝑒𝑎𝑖(𝑡) = ∑ 𝑎𝑖(𝑡) − 𝑎𝑗(𝑡)

𝑗𝜖𝛱𝑖

 

                                                                                                (5.3) 

where 𝑑𝑖𝑗 is the required distance between vehicles 𝑖 and 𝑗. Let 𝐸𝑝(𝑡) = [𝑒𝑝1(𝑡), 𝑒𝑝2(𝑡),⋯, 

𝑒𝑝𝑁(𝑡)]
𝑇 , 𝐸𝑣(𝑡) = [ 𝑒𝑣1(𝑡), 𝑒𝑣2(𝑡), ⋯ , 𝑒𝑣𝑁(𝑡)]

𝑇 , 𝐸𝑎(𝑡) = [𝑒𝑎1(𝑡), 𝑒𝑎2(𝑡),⋯ , 𝑒𝑎𝑁(𝑡)]
𝑇 . The 

compact form of the lumped tracking error measurements is as follows: 

𝐸𝑝(𝑡) = 𝐻�̃�(𝑡) 

𝐸𝑣(𝑡) = 𝐻�̃�(𝑡) 

𝐸𝑎(𝑡) = 𝐻�̃�(𝑡) 

                                                                                                (5.4) 

where 𝐻 is the overall topological matrix. Combining (5.5) with the vehicle dynamic model (5.1), 

the relationship between tracking error measurements and vehicle dynamics can be written as: 

𝐸�̇�(𝑡) = 𝐸𝑣(𝑡) 

𝐸�̇�(𝑡) = 𝐸𝑎(𝑡) 

𝐸�̇�(𝑡) = 𝐻(𝐹 − 1𝑁𝑎0(𝑡)̇ + 𝑈(𝑡)) 

                                                                                                (5.5) 

where 𝐹 = [𝑓(𝑣1(𝑡), 𝑎1(𝑡)), 𝑓(𝑣2(𝑡), 𝑎2(𝑡)), ⋯ , 𝑓(𝑣𝑁(𝑡), 𝑎𝑁(𝑡))]
𝑇, and 𝑈(𝑡) = [

𝑢𝑜1(𝑡)

𝑚1𝜏1
,
𝑢𝑜2(𝑡)

𝑚2𝜏2
,⋯, 

 
𝑢𝑜𝑁(𝑡)

𝑚𝑁𝜏𝑁
]𝑇 .  It is assumed that there exit constants 𝜃1, 𝜃2, 𝜃3 > 0  such that: ∥ 𝑓(𝑣𝑖(𝑡), 𝑎𝑖(𝑡)) −

𝑎0(𝑡) ∥̇  ≤ 𝜃1 ∥ ∆𝑝𝑖(𝑡) ∥ +𝜃2 ∥ ∆𝑣𝑖(𝑡) ∥ +𝜃3 ∥ ∆𝑎𝑖(𝑡) ∥ for 𝑖 = 1,2, ⋯ , 𝑁, and 𝑓(0,0) = 0. 

 

5.2.3 Sliding Mode Controller Design 

 
The controller is designed based on the core principle of UUB cooperative tracking. An adaptive 

sliding mode tracking strategy inspired by [106] is proposed to achieve the platoon’s cooperative 

tracking. The sliding surface is selected to be: 

𝑠𝑖(𝑡) = 𝑘1𝑒𝑝𝑖(𝑡) + 𝑘2𝑒𝑣𝑖(𝑡) + 𝑒𝑎𝑖(𝑡) 

                                                                                                (5.6) 

where 𝑘1, 𝑘2 > 0, and they are controller’s gains. Let 𝑆(𝑡) = [𝑠1(𝑡), 𝑠2(𝑡),⋯ , 𝑠𝑁(𝑡)]
𝑇.Therefore, 

the compacted form of the sliding surface 𝑆(𝑡) can be expressed as: 

𝑆(𝑡) = 𝑘1𝐸𝑝(𝑡) + 𝑘2𝐸𝑣(𝑡) + 𝐸𝑎(𝑡) 

                                                                                                (5.7) 

If the trajectory of the lumped tracking error measurements system (6) is kept on the sliding 

surface 𝑠 = 0, then the asymptotical stability of the platoon can be achieved. The time derivative 

can be formulated as: 

𝑆(𝑡)̇ = 𝑘1𝐸�̇�(𝑡) + 𝑘2𝐸�̇�(𝑡) + 𝐸�̇�(𝑡) 

                                                                                               (5.8) 

To ensure cooperative tracking, an interim control input term �̂�𝑖(𝑡)  is used, let  𝑈(𝑡) =

[�̂�1(𝑡), �̂�2(𝑡), ⋯ , �̂�𝑁(𝑡)]
𝑇. Therefore, the compacted form of the interim control input is designed 

as: 
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𝑈(𝑡) = 𝐻−1(𝐺(𝑠) − 𝑘1𝐸𝑣(𝑡) − 𝑘2𝐸𝑎(𝑡)) 

                                                                                              (5.9) 

where 𝐺(𝑠) = [𝑔1(𝑠), 𝑔2(𝑠),⋯ ,𝑔𝑁(𝑠)]
𝑇, 𝑔𝑖(𝑠)  is designed as: 

𝑔𝑖(𝑠) = −𝛽𝑖(𝑡)𝑠𝑔𝑛(𝑠𝑖(𝑡)) 

                                                                                              (5.10) 

    To reduce the chattering problem, 𝑠𝑔𝑛(𝑠𝑖(𝑡)) =
𝑠𝑖(𝑡)

∥𝑠𝑖(𝑡)∥+𝜖
 , where 𝜖 > 0. 𝛽𝑖(𝑡) is designed using 

an adaptive mechanism to reduce the chattering in the control system and increase the control 

accuracy: 

�̇�𝑖(𝑡) = 𝛼(∥ 𝑠𝑖(𝑡) ∥ −𝛾𝛽𝑖(𝑡)) 

                                                                                              (5.11) 

where 𝛽𝑖(0) = 1.5, 𝛼 and 𝛾 are positive parameters. 𝛽𝑖(𝑡) also satisfy 𝛽𝑖(𝑡) ≤
1

2
�̅�, where �̅� is the 

upper bound of 𝛽𝑖(𝑡) , it is selected to be 600 in this section. The adaptive mechanism used is a 

first-order approximation filter for the sliding mode controller, it also prevents unlimited growth of 

the switching gain. The final control input is designed as: 

𝑢𝑖(𝑡) = 𝑚𝑖𝜏𝑖�̂�𝑖(𝑡) 

                                                                                           (5.12) 

The Lyapunov stability analysis technique is used to prove the platoon’s UB and UUB stability. 

String stability is proved using Gronwall’s inequality. LMIs are presented to regulate the 

controller’s gains and topology. 

 

Definition 5.1 [107]: (UB) State ð(𝑡) is said to be uniformly bounded if given any 𝜂 > 0, there 

exists a ℏ(𝜂) < ∞ such that if ∥ ð(𝑡0) ∥≤ 𝜂 , then ∥ ð(𝑡) ∥≤ ℏ(𝜂) for all 𝑡 ≥ 𝑡0. 

 

Definition 5.2 [107]: (UUB) State ð(𝑡) is said to be uniformly ultimately bounded if given any 

𝜂 > 0, with ∥ ð(𝑡0) ∥≤ 𝜂, there exists a ℏ < 0 such that ∥ ð(𝑡) ∥≤ ℏ for any ℏ > ℏ as 𝑡 ≥ 𝑡0 +

𝑇(ℏ, 𝜂), where 𝑇(ℏ, 𝜂) < ∞. 

 

 Definition 5.3 [107]: (String Stability) The equilibrium 𝐸𝑝(𝑡) = 0 of a platoon is said to be string 

stable if given any ℏ > 0, there exits 𝜂 > 0, such that if ∥ 𝐸𝑝(𝑡0) ∥∞< 𝜂, then 𝑠𝑢𝑝 ∥ 𝐸𝑝(𝑡) ∥∞< ℏ 

for all 𝑡 > 𝑡0. 

 

Theorem 5.1:  Let ð(𝑡) = 𝑆(𝑡).  If all assumptions are valid with known Lipschitz parameters 

𝜃1, 𝜃2 , 𝜃3 , �̅�, and the following inequalities (5.13-5.14) hold, then the platoon system renders the 

UB and UUB performances of ð(𝑡) under the proposed controller (5.9): 

𝜛 = 1 − 𝜆𝑚𝑎𝑥 (
𝐻𝜌 +𝐻𝜌

𝑇

2
) > 0 

                                                                                              (5.13) 
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∥ 𝐻𝜌[𝑘1𝐸𝑣(𝑡) + 𝑘2𝐸𝑎(𝑡)] ∥ +∥ 𝐻 ∥ √𝑁 𝑟̅ < 𝜛�̅�−∥ 𝐻 ∥∥ 𝐻−1 ∥ [𝜃1 ∥ 𝐸𝑝(𝑡) ∥ +𝜃2 ∥ 𝐸𝑣(𝑡) ∥ +𝜃3  

∥ 𝐸𝑎(𝑡) ∥] 

                                                                                              (5.14) 

where 𝐻𝜌 = 𝐻Θ𝐻
−1, Θ = diag{𝜌1(𝑡), 𝜌2(𝑡),⋯ , 𝜌𝑁(𝑡)}. 

 

Proof: The Lyapunov function candidate is selected as: 

𝑉(𝑡) =
1

2
𝑆(𝑡)𝑇𝑆(𝑡) +

𝜛

2𝛼
∑(𝛽𝑖(𝑡) − �̅�)

2

𝑁

𝑖=1

 

                                                                                              (5.15) 

The time derivative of the Lyapunov function is stated as follows: 

𝑉(𝑡) =̇ 𝑆(𝑡)𝑇𝑆(𝑡)̇ +
𝜛

𝛼
∑[𝛽𝑖(𝑡) − �̅�

𝑁

𝑖=1

]�̇�𝑖(𝑡) 

                                                                                              (5.16) 

Substituting (5.8) and (5.11) into (5.16), �̇�(𝑡) can be obtained as: 

�̇�(𝑡) = 𝑆(𝑡)𝑇 (𝑘1𝐸𝑣(𝑡) + 𝑘2𝐸𝑎(𝑡) + 𝐸�̇�(𝑡)) +𝜛∑(𝛽𝑖(𝑡) − �̅�

𝑁

𝑖=1

)[∥ 𝑠𝑖(𝑡) ∥ −𝛾𝛽𝑖(𝑡)] 

                                                                                              (5.17) 

Substituting (5.5), (5.1) and (5.9) into (5.17), �̇�(𝑡) can be written as: 

�̇�(𝑡) = 𝑆(𝑡)𝑇 [𝑘1𝐸𝑣(𝑡) + 𝑘2𝐸𝑎(𝑡) + 𝐻 (𝐹 − 1𝑁𝑎0(𝑡)̇ + 𝑈(𝑡))] +𝜛∑(𝛽𝑖(𝑡) − �̅�

𝑁

𝑖=1

)[∥ 𝑠𝑖(𝑡)

∥ −𝛾𝛽𝑖(𝑡)] 

= 𝑆(𝑡)𝑇[𝑘1𝐸𝑣(𝑡) + 𝑘2𝐸𝑎(𝑡) + 𝐻(𝐹 − 1𝑁𝑎0(𝑡)̇ + (𝐼𝑁 −Θ)𝑈(𝑡) + 1𝑁𝑟𝑖(𝑡))] +𝜛∑(𝛽𝑖(𝑡) − �̅�

𝑁

𝑖=1

)[

∥ 𝑠𝑖(𝑡) ∥ −𝛾𝛽𝑖(𝑡)] 

=𝑆(𝑡)𝑇[𝑘1𝐸𝑣(𝑡) + 𝑘2𝐸𝑎(𝑡) + 𝐻(𝐹 − 1𝑁𝑎0(𝑡)̇ + 1𝑁𝑟𝑖(𝑡)) + 𝐻(𝐼𝑁− Θ)𝐻
−1(𝐺(𝑠) − 𝑘1𝐸𝑣(𝑡) −

𝑘2𝐸𝑎(𝑡))] + 𝜛∑ (𝛽𝑖(𝑡) − �̅�
𝑁
𝑖=1 )[∥ 𝑠𝑖(𝑡) ∥ −𝛾𝛽𝑖(𝑡)] 

                                                                                              (5.18) 

Rearranging (5.18), �̇�(𝑡) can be expressed as: 

�̇�(𝑡) = 𝑆(𝑡)𝑇[𝐺(𝑠) + 𝐻(𝐹 − 1𝑁𝑎0(𝑡)̇ + 1𝑁𝑟𝑖(𝑡)) + 𝐻𝜌(𝑘1𝐸𝑣(𝑡) + 𝑘2𝐸𝑎(𝑡) − 𝐺(𝑠))]

+ 𝜛∑(𝛽𝑖(𝑡) − �̅�

𝑁

𝑖=1

)[∥ 𝑠𝑖(𝑡) ∥ −𝛾𝛽𝑖(𝑡)] 

                                                                                              (5.19) 

    Based on the previous assumptions, it can be derived that: 

∥ 𝐹 − 1𝑁𝑎0(𝑡)̇ ∥ ≤ ∥ [𝜃1 ∥ ∆𝑝𝑖(𝑡) ∥ +𝜃2 ∥ ∆𝑣𝑖(𝑡) ∥ +𝜃3 ∥ ∆𝑎𝑖(𝑡) ∥,⋯, 𝜃1 ∥ ∆𝑝𝑁(𝑡) ∥ +𝜃2 ∥

∆𝑣𝑁(𝑡) ∥ +𝜃3 ∥ ∆𝑎𝑁 ∥]
𝑇 ∥ ≤ 𝜃1 ∥ �̃�(𝑡) ∥ +𝜃2 ∥ �̃�(𝑡) ∥ +𝜃3 ∥ �̃�(𝑡) ∥ 

                                                                                              (5.20) 

    Therefore, it can be computed that: 
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∥ 𝐻(𝐹 − 1𝑁𝑎0(𝑡)̇ ) ∥≤∥ 𝐻 ∥ (𝜃1 ∥ �̃�(𝑡) ∥ +𝜃2 ∥ �̃�(𝑡) ∥ +𝜃3 ∥ �̃�(𝑡) ∥) ≤∥ 𝐻 ∥∥ 𝐻
−1 ∥ (𝜃1

∥ 𝐸𝑝(𝑡) ∥ +𝜃2 ∥ 𝐸𝑣(𝑡) ∥ +𝜃3 ∥ 𝐸𝑎(𝑡) ∥) 

                                                                                              (5.21) 

    Given inequality (5.13), it can be obtained that: 

𝑆(𝑡)𝑇𝐻𝜌𝐺(𝑠) ≥ 𝜆𝑚𝑎𝑥 (
𝐻𝜌 +𝐻𝜌

𝑇

2
)𝑆(𝑡)𝑇𝐺(𝑠) 

                                                                                              (5.22) 

   Therefore, 𝑉(𝑡)̇  can be simplified as: 

𝑉(𝑡)̇ ≤ [∥ 𝐻 ∥∥ 𝐻−1 ∥ (𝜃1 ∥ 𝐸𝑝(𝑡) ∥ +𝜃2 ∥ 𝐸𝑣(𝑡) ∥ +𝜃3 ∥ 𝐸𝑎(𝑡) ∥)+∥ 𝐻 ∥ √𝑁 𝑟̅+

∥ 𝐻𝜌(𝑘1𝐸𝑣(𝑡) + 𝑘2𝐸𝑎(𝑡)) ∥] ∥ 𝑆(𝑡) ∥ +𝜛𝑆(𝑡)
𝑇𝐺(𝑠) +𝜛∑(𝛽𝑖(𝑡) − �̅�

𝑁

𝑖=1

)[

∥ 𝑠𝑖(𝑡) ∥ −𝛾𝛽𝑖(𝑡)] 

                                                                                              (5.23) 

Substituting (5.10) into (5.23), the following inequality holds: 

�̇�(𝑡) ≤  Γ ∥ 𝑆(𝑡) ∥ −𝜛∑�̅�

𝑁

𝑖=1

(𝑡) ∥ 𝑠𝑖(𝑡) ∥ +𝜛∑−𝛾𝛽𝑖(𝑡)[𝛽𝑖(𝑡) − �̅�

𝑁

𝑖=1

] 

                                                                                              (5.24) 

where Γ = ∥ 𝐻 ∥∥ 𝐻−1 ∥ (𝜃1 ∥ 𝐸𝑝(𝑡) ∥ +𝜃2 ∥ 𝐸𝑣(𝑡) ∥ +𝜃3 ∥ 𝐸𝑎(𝑡) ∥)+∥ 𝐻 ∥ √𝑁 𝑟̅+∥

𝐻𝜌[𝑘1𝐸𝑣(𝑡) + 𝑘2𝐸𝑎(𝑡)] ∥.  

According to the definition,max (−𝛽𝑖(𝑡)(𝛽𝑖(𝑡) − �̅�)) =
1

4
�̅�2, 𝑉(𝑡)̇  satisfy: 

𝑉(𝑡)̇ ≤ −(𝜛�̅� − Γ) ∥ 𝑆(𝑡) ∥ +
𝛾𝑁𝜛

4
�̅�2 

                                                                                              (5.25) 

Since 𝜛, 𝛾, 𝑁, �̅� are all positive values, (5.25) indicates that 𝑉(𝑡)̇  is negative definite for all ∥

𝑆(𝑡) ∥≥
𝛾𝑁𝜛�̅�2

4(𝜛�̅�−Γ)
, if the following inequality holds: 

𝜛�̅� − Γ > 0 

                                                                                              (5.26) 

(5.25) is equivalent to inequality (5.14). Therefore, referring to the standard arguments in [67], 

the system renders UB and UUB performance of 𝑆(𝑡). The uniform boundness is: 

𝑅 =
𝛾𝑁𝜛�̅�2

4(𝜛�̅� − Γ)
 

                                                                                              (5.27) 

ℏ(𝜂) = {
𝑅             𝑖𝑓 𝜂 ≤ 𝑅
𝜂         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

                                                                                              (5.28) 

The uniform ultimate boundness is: 

ℏ = 𝑅 

                                                                                              (5.29) 
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𝑇(ℏ, 𝜂) = {

0                 𝑖𝑓 𝜂 ≤  𝑅

𝜂2 − ℏ
2

ℏ
2
−𝑅2

       𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

                                                                                              (5.30) 

Thus, the proposed controller (5.9) can render the UB and UUB performance of 𝑆(𝑡). The proof 

of Theorem 5.1 is completed. 

 

Theorem 5.2 :  If all assumptions are valid with known Lipschitz parameters 𝜃1, 𝜃2, 𝜃3 , �̅� , 

inequalities (4.13-5.14), and the following inequality (5.31) holds, then the platoon system is 

string stable under the proposed controller (5.9). 

𝑘2
2 − 4𝑘1 ≥ 0 

                                                                                          (5.31) 

    Proof: Since the controller proposed (10) renders the UUB performance of 𝑆(𝑡) , 𝑆(𝑡)  can 

converge to a small range (−ℏ,ℏ) in finite time 𝑇(ℏ, 𝜂). It can be derived that: 

−ℏ < 𝑆(𝑡) < ℏ 

                                                                                              (5.32) 

(5.32) is equivalent to: 

−ℏ < 𝑘1𝐸𝑝 + 𝑘2𝐸�̇� +𝐸�̈� < ℏ 

                                                                                              (5.33) 

By solving (5.33), it can be obtained that: 

𝐸�̇�(𝑡) + 𝜚1𝐸𝑝(𝑡) ≤ 𝜚1
ℏ

𝑘1
+ [𝐸�̇�(𝑇) + 𝜚1𝐸𝑝(𝑇) − 𝜚1

ℏ

𝑘1
] 𝑒𝑥𝑝

− 
𝑘1
𝜚1
(𝑡−𝑇)

 

𝐸�̇�(𝑡) + 𝜚1𝐸𝑝(𝑡) ≥ −𝜚1
ℏ

𝑘1
+ [𝐸�̇�(𝑇) + 𝜚1𝐸𝑝(𝑇) + 𝜚1

ℏ

𝑘1
] 𝑒𝑥𝑝

− 
𝑘1
𝜚1
(𝑡−𝑇)

 

                                                                                              (5.34) 

where 𝑡 > 𝑇 and 𝜚1 =
2𝑘1

𝑘2−√𝑘2
2−4𝑘1

, noted that 𝜚1 is only a real number if inequality (32) holds. 

    According to Gronwall’s inequality, (5.34) can be further reduced to: 

𝐸𝑝(𝑡) ≤
𝜚2
𝜚1
+ (𝐸𝑝(𝑇) −

𝜚2
𝜚1
)𝑒𝑥𝑝−𝜚1(𝑡−𝑇) 

𝐸𝑝(𝑡) ≥ −
𝜚3
𝜚1
+ (𝐸𝑝(𝑇) −

𝜚3
𝜚1
)𝑒𝑥𝑝−𝜚1(𝑡−𝑇) 

                                                                                              (5.35) 

where  

𝜚2 = 𝜚1
ℏ

𝑘1
+ [𝐸�̇�(𝑇) + 𝜚1𝐸𝑝(𝑇) − 𝜚1

ℏ

𝑘1
] 𝑒𝑥𝑝

− 
𝑘1
𝜚1
(𝑡−𝑇)

 

 

𝜚3 = −𝜚1
ℏ

𝑘1
+ [𝐸�̇�(𝑇) + 𝜚1𝐸𝑝(𝑇) + 𝜚1

ℏ

𝑘1
]𝑒𝑥𝑝

− 
𝑘1
𝜚1
(𝑡−𝑇)

 

                                                                                              (5.36) 

    It indicates that 𝐸𝑝(𝑡) is also uniformly ultimate bounded, where the time of boundness 𝑡0 is 
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given by 𝑇. Considering Definition 5.3, the string stability of the platoon is proved. 

Configurable parameters 𝜖, 𝛼, 𝛾,𝑘1 and 𝑘2 are yet to be specified, the final values selected after 

tuning are shown in Table 5.1. Here are some remarks on the parameters. 

Remark 1:  𝛾 depicts the trade-off between control precision and chattering. With smaller 𝜖, the 

control accuracy is higher, but the chattering is worse. 

Remark 2: 𝜖 is intended to reduce chattering and smooth the sign function. 𝜖  , like 𝛾, faces 

trade-off between control accuracy and chattering as well. However, it is discovered during 

parameter turning that the overall control accuracy and chattering reduction are better with smaller 

𝛾 and larger 𝜖. 

Remark 3: 𝛼, 𝑘1 and 𝑘2 have an influence on the adaptive gain and the controller’s gains, they 

all display the trade-off between control accuracy and energy consumption. The control accuracy 

is higher with larger 𝛼, 𝑘1 and 𝑘2 , but more energy is required. 𝑘1 and 𝑘2  are chosen based on 

inequality (5.31) to ensure the platoon’s string stability. 

Table 5.1 Controller’s parameters 

𝜖 𝛼 𝛾 𝑘1 𝑘2 𝜃1/𝜃2/𝜃3  

10 2.5 0.001 2 10 300 

 

 

5.2.4 Two-step Topology Switching Framework 

 
The platoon’s performance optimisation considers tracking ability, fuel economy, and driving 

comfort, which are the same as (3.5-3.9) in Chapter 3. In this section, an overall control objective 

is proposed to take all three components into account. For the online process, the platoon’s 

objective function is defined as: 

𝐽 =∑[
𝑇𝐼
𝐹𝐶
𝐴𝑆𝐷

]

𝑇

ℚ [
𝑇𝐼
𝐹𝐶
𝐴𝑆𝐷

]

𝑁

𝑖=0

 

(5.37) 

𝐽  is regarded as the control cost. ℚ  >0 is a weighting matrix, it is expressed as ℚ =

𝑑𝑖𝑎𝑔(𝑄𝑇𝐼, 𝑄𝐹𝐶,𝑄𝐴𝑆𝐷),  the three elements correspond to the above-mentioned performance 

evaluation standards. It should be noted that a simple weighted sum method is used here for the 

online process to save consumption energy, aiming at finding the optimal topology in real-time 

more efficiently. 

During offline topology optimisation, common communication failure scenarios are anticipated, 

such as vehicles experiencing unexpected external disturbances or abruptly losing connections 

with the leader. Then, the system performs offline Pareto optimal topology searching based on the 

predicted scenarios. Finally, for each scenario, a Pareto optimal topology is obtained, which will 

be used as candidates for online searching in the following step. 

In terms of offline searching, 0 or 1 indicates the presence or absence of the communication link. 

Initially, a set of uniformly distributed weight vectors is generated using MOEA/D. The 

neighbourhood of each weight vector is then defined based on its Euclidean distance from other 
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vectors. The genetic operator is used in each iteration to include a new solution. The 

neighbourhood solutions are updated after the solution has been improved and updated based on 

the fitness value. The last step is to update the external population. Populations are verified using 

inequalities (5.13-5.14) to ensure the platoon’s UUB and string stability. Unqualified populations 

are eliminated. The iteration will continue until the stopping criteria are met. Following that, a 

collection of Pareto optimum solutions can be obtained. As a result, the Pareto optimal topology 

for each communication scenario can be determined. 

This section explains the topology switching process in the second step. A two-step topology 

switching framework is proposed. Both the online and offline optimisation processes in the 

platoon have limitations. The process can be highly time and energy-consuming when using online 

multi-objective optimisation. As a result, finding a satisfying solution in real-time is challenging 

when the system needs more capacity. On the other hand, offline multi-objective optimisation can 

produce numerically superior solutions with a large amount of offline calculation. However, the 

limitation occurs when the real-time communication scenario becomes unpredictable. As a result, 

this section proposes a two-step framework that combines the online and offline processes while 

taking full advantage of both methods.  

Several common communication scenarios are anticipated first. The system then performs 

offline Pareto optimal topology searching using MOEA/D on the predicted scenarios, yielding a 

set of superior Pareto optimal topology candidates for each scenario. Finally, when the platoon 

operates in real-time, the system performs online optimal topology searching within the Pareto 

optimal topology candidates. Online searching is solely based on the weighted sum method 

described in (5.37) to find the optimal topology with the lowest control cost.  

The proposed strategy can select and switch optimal topology in real-time with less energy 

required, providing a satisfying solution simultaneously. The proposed two-step framework is 

summarised below: 

 

Two-step Topology Switching Framework 

1.OFFLINE SEARCHING: 

Initialize: Predict communication failure scenarios ℶ𝑚. Initiate a uniform spread of 𝑁 weights 

vectors. Define 𝑁 weights vectors’ neighbourhood. Initiate a population: 𝑝𝑖  and 𝑡𝑖𝑗 in information 

flow topology model as input variables. Initiate external population. Define the three control 

objectives: 𝑓(1), 𝑓(2), 𝑓(3) . Define the maximum iteration number: 𝑛 . Calculate initial 

population’s fitness value. 

For 𝑖 = 1:𝑚 

   For 𝑗 = 1: 𝑛 

          Reproduction: Create a new solution using generic operators 

          Improvement: Apply a problem-specific repair 

          Update: Population’s fitness value using (3.5-3.9) 

                         Neighbourhood’s solution 

                         External population 
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                         Eliminating unqualified populations using inequalities (5.13-5.14) 

  End 

      Obtain A set of Pareto optimal topologies 

      Select one Pareto optimal topology ℧𝑖 as the candidate 

End 

2.ONLINE SWITCHING: 

Initialize: Find the number of time interval. Obtain weighting matrix ℚ.  

For  𝑖 = 1: 𝑇 − 1 

        Define time interval as [𝑡𝑖, 𝑡𝑖+1) 

        For 𝑗 = 1:𝑚 

               Apply ℧𝑗 to the system 

            Calculate the control cost 𝐽𝑗 using (5.37) 

        End 

        Find min(𝐽) and the corresponding index 𝑐𝑖 

        If  𝑖 ≥ 2 && 𝑐𝑖~ = 𝑐𝑖−1 

            SWITCH: Apply ℧𝑐𝑖 to time interval [𝑡𝑖, 𝑡𝑖+1) 

        Else 

             STAY: Keep ℧𝑐𝑖−1 to time interval [𝑡𝑖, 𝑡𝑖+1) 

        End 

End 

 

5.2.5 Simulation Results 

 
The hardware setup is the same as in Chapter 3. To show the influence of information flow 

topology and the effectiveness of the proposed approach, a platoon of eleven heterogeneous 

vehicles is constructed, with the fixed topology being tested first, followed by the switching 

topology. Consider the urban road traffic scenario, the kinematic profile for the leader is designed 

as： 

𝑎0(𝑡) =

{
 
 

 
 
0                                                              0 < 𝑡 ≤ 250𝑠
0.1𝑚/𝑠                                                250 < 𝑡 ≤ 300𝑠
0                                                            300 < 𝑡 ≤ 550𝑠
−0.1𝑚/𝑠                                             550 < 𝑡 ≤ 600𝑠
0                                                           600 < 𝑡 ≤ 1000𝑠

 

(5.38) 

 

Table 5.2 displays the starting location, velocity, and required distance between each vehicle 

and the leading vehicle. 

Table 5. Initial states and desired gaps of each vehicle 

Vehicle 
Position 

(m) 

Velocity 

(m/s) 

Desired gap 

(m) 

Leader 0 4 0 



87 

 

Vehicle 1 -21 3 -20 

Vehicle 2 -49 5 -40 

Vehicle 3 -61 3.5 -60 

Vehicle 4 -78 4.2 -80 

Vehicle 5 -102 3.8 -100 

Vehicle 6 -123 4.4 -120 

Vehicle 7 -137 4.1 -140 

Vehicle 8 -161 3.7 -160 

Vehicle 9 -182 4.2 -180 

Vehicle 10 -199 4.1 -200 

 

To fully investigate the effectiveness of the proposed method, different communication 

scenarios are taken into consideration to describe the uncertainty of communication among CAVs 

in the platoon. As experiencing external disturbances and losing connection with the leader vehicle 

are very common in reality, the communication scenarios are designed to account for these events. 

To begin with, the communication remains normal in the platoon from the beginning to 250𝑠. 

Then, we assume that Vehicle 3 encounters external disturbance from 250𝑠 to 400𝑠 , similarly 

Vehicle 6 encounters external disturbance from 400𝑠 to 500𝑠 . The disturbance is described in 

(5.39). Moreover, both Vehicle 3 and Vehicle 4 loss connection from the leader vehicle at 𝑡 =

500𝑠, then the communication is recovered at 𝑡 = 600𝑠. All communication links are back to 

normal till 𝑡 = 1000𝑠. 

𝑤𝑖(𝑡) = 𝐴𝑤 + 0.5sin (
𝜋

10
𝑡) 

(5.39) 

where 𝐴𝑤 is a positive constant, represents the magnitude of the external disturbances. 

      The time interval in this section is naturally divided into five sections, which are [0,250)𝑠, 

[250,400)𝑠, [400,500)𝑠 ,[500,600)𝑠 and [600,1000]𝑠 .The weighting matrix is selected to be 

ℚ = 𝑑𝑖𝑎𝑔(0.8,0.1,0.1) . Because the proposed framework is based on time intervals that have 

been pre-defined. It should be noted that the proposed strategy is appropriate for road segments 

where traffic and weather conditions are predictable and show regularity over a specific period. 

     As for fixed topology, the fixed topology evaluated in this research is the Predecessor 

following topology (PF), which is generally employed in most studies due to its high performance. 

As for switching topology, the Pareto optimal topology in each time interval based on the 

predicted communication scenario is obtained using MOEA/D, which takes three performance 

indices into account. ℧ = 𝑇 + 𝑃  is used to display the resulting Pareto optimal topology. The 

results in each time interval are listed in Table 5.3. Because communication scenarios are not 

jeopardized in the first and the last time intervals. It is possible to conclude that ℧5 = ℧1. It should 

be noted that ℧ differs from the overall topological matrix 𝐻 in terms of mathematical expressions. 

𝑇 + 𝑃 is chosen specifically here to display the topology due to its intuitiveness. 

Table 5.3 Pareto optimal information flow topology ℧ obtained offline 
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[
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0
1 0 0 1 1 1 0 0 0 0
0 1 0 0 0 0 0 0 0 0
1 1 0 1 0 0 0 1 0 0
1 0 1 0 1 0 0 0 1 0
1 1 1 1 1 1 0 0 0 1]

 
 
 
 
 
 
 
 
 

 

℧1 

[
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0
1 1 0 1 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0
0 1 1 1 1 0 0 0 0 0
0 1 0 0 0 0 1 0 0 0
0 1 1 1 1 1 0 1 0 0
1 1 1 1 1 1 1 0 0 0
1 1 1 0 1 0 0 1 0 0]

 
 
 
 
 
 
 
 
 

 

℧2 

[
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0
1 1 1 1 1 1 0 0 0 0
0 1 1 1 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 0
1 1 1 1 1 1 1 1 1 0
0 1 0 0 0 0 1 0 0 0]

 
 
 
 
 
 
 
 
 

 

℧3 

[
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0
1 1 0 1 1 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0
1 0 0 1 1 1 0 1 0 0
1 1 1 0 1 1 0 1 1 0
1 1 0 0 1 1 1 1 0 1]

 
 
 
 
 
 
 
 
 

 

℧4 

 

The platoon's spacing error for fixed topology and switching topology are illustrated in Figure 

5.1. It shows that the spacing errors are primarily reduced, especially from 250𝑠 to 500𝑠  The 

spacing errors under fixed topology fluctuate around 1.3 𝑚 , whereas the spacing errors under 

switching topology are all within 1m. Vehicles 3 and 6 are underperforming due to the external 

disturbances they encountered. The influence of Vehicles 3 and 6 on the rest of the platoon is 

significantly reduced by switching topology. Figure 5.2 illustrates the error in the platoon's 

velocity for both fixed and switching topologies. The proposed strategy results in minor velocity 

errors, demonstrating its efficacy. Switching topology reduces velocity error the most at 𝑡 = 250𝑠 

and 𝑡 = 400𝑠. The velocity error is reduced from −0.4𝑚 to −0.1𝑚 at  𝑡 = 400𝑠. After 600𝑠, 

the velocity achieved consistency, suggesting that the proposed technique can achieve the 

platoon's velocity consensus. The proposed sliding mode control approach achieves stability 

effectively. The switching topology method can reduce the platoon's tracking errors. It is 

especially effective when working with external disturbances.  

 

(a)                                                                          (b) 
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Figure 5.1 Spacing errors. (a) Fixed topology; (b) Switching topology 

 

(a)                                                                         (b) 

Figure 5.2 Velocity errors. (a) Fixed topology; (b) Switching topology 

Figure 5.3 depicts the online topology switching results during the simulation time. When 

different communication scenarios are applied to each time interval, the topology chosen online 

differs. All of the topologies selected are consistent with the Pareto optimal topology candidates 

found during offline searching with MOEA/D. Finally, the effectiveness and precision of the two-

step framework are proved. 

 

Figure 5.3 Online Topology switching 

Table 5.4 compares all performance indices between fixed and switching topology, using 

vehicles 1, 5, and 10 as examples. Table 5.5 shows the platoon's performance with the switching 

topology method in each time interval. 

Table 5.4 Performance comparison for different information flow topologies 

Performance 

Index 

Information 

flow 

topology 

Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TI Fixed 1.137 1.458 2.001 24.99 

Switching 1.42 1.29 1.263 19.68 

FC Fixed 0.6034 0.6035 0.6035 6.639 

Switching 0.6034 0.6031 0.6035 6.638 

ASD Fixed 0.0407 0.0341 0.0396 0.0363 
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Switching 0.0415 0.0349 0.0318 0.0361 

Control 

Cost 

Fixed 1.0708 1.7371 3.2398 504.01 

Switching 1.6497 1.3678 1.3127 314.25 

 

Table 5.5 Performance under switching topology in each time interval 

Time 

 

Criterion 

0-250 

(s) 

250-400 

(s) 

400-500 

(s) 

500-600 

(s) 

600-1000 

(s) 

TI 10.3377 12.0870 10.4949 9.6127 11.5793 

FC 1.6524 1.0132 0.6616 0.6613 2.6434 

ASD 0.0299 0.0652 0.0566 0.0718 0.0236 

Cost 85.7673 116.9793 88.1577 79.9670 107.9630 

 

Table 5.4 shows that with switching topology, Vehicle 5 and the platoon consume less fuel than 

with fixed topology, and that Vehicles 5, 10, and the platoon have a lower acceleration standard 

deviation value as well, indicating that both fuel economy and driving comfort are improved. 

Although fuel consumption and acceleration standard deviation may be insensitive to changes in 

information flow topology, Table 5.4 shows that the switching topology strategy can improve 

driving comfort and fuel economy in a limited way. Furthermore, the tracking index, regarded as 

the most crucial performance evaluation in most studies, changes radically. The proposed 

switching topology approach improved tracking ability by 26.98 % and control cost by 60.3 9%, 

proving the effectiveness of the proposed framework.  

Table 5.5 details the platoon's performance at each time interval. The tracking ability and fuel 

consumption are superior and consistent with switching topology. Moreover, it can be seen that 

when communication is regular, driving comfort is at its best. External disturbances and losing 

contact with the leader reduced vehicles' driving comfort to some extent. 

 

5.3 Discrete Switching Information Flow Topology with Packet Loss 
 

This section provides a real-time switching topology technique for improving the platoon’s 

performance under poor communication. First, a discrete sliding mode controller with a double 

power reaching law is designed for a platoon with packet loss. Then, Lyapunov analysis is applied 

to ensure the platoon’s stability and string stability. Finally, a two-step switching topology 

framework with modified MOEA/D is introduced. The proposed method maximises the 

advantages of information flow topology. It deals with poor communication, improves the 

platoon’s performance, and ensures stability.  

The vehicle dynamic model of the leader is the same as (3.1) in Chapter 3. A third-order 

nonlinear model is used to express the dynamic properties of vehicle i, it is the same as (2.6) in 

Chapter 2. The packet loss model is the same as (3.19) in Section 3.6.2. Instead of 𝑝, the packet 

dropout rate from vehicle 𝑗 to vehicle 𝑖 is denoted by 𝜃𝑖𝑗. 𝜃𝑖𝑗 has a positive upper bound 𝜕 for 𝑖 =

1,2…𝑁, and 𝑗 = 1,2 …𝑁.  
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  The information flow topology model is the same as in Section 5.2. Considering the packet 

loss model defined previously, two additional topological matrices 𝐻1  and 𝐻2 are defined to 

predict packet dropout rates. 𝐻1 is the possibility of normal communication. The adjacency matrix 

𝑇1 = [𝑡𝑖𝑗 × (1− 𝜃𝑖𝑗)] , The in-degree of node 𝑖  is defined as 𝑑̅𝑖 = ∑ 𝑡𝑖𝑗 × (1 − 𝜃𝑖𝑗)
𝑁
𝑗=1 . Denote 

𝐷1 = 𝑑𝑖𝑎𝑔(𝑑̅1,𝑑̅2…𝑑̅𝑁) . The Laplacian matrix 𝐿  is defined as 𝐿1 = 𝐷1 − 𝑇1.  The linked 

matrix  𝑃1 = 𝑑𝑖𝑎𝑔(𝑝1 × (1 − 𝜃10), 𝑝2 × (1 − 𝜃20)… 𝑝𝑁 × (1 − 𝜃𝑁0)) . The topological matrix 

𝐻1 = 𝐿1+ 𝑃1 . Similarly, 𝐻2  implies the possibility of communication failure. 𝑇2 = [𝑡𝑖𝑗 ×𝜃𝑖𝑗 ] , 

The in-degree of node 𝑖 is defined as 𝑑𝑖 = ∑ 𝑡𝑖𝑗 × 𝜃𝑖𝑗
𝑁
𝑗=1 . 𝐷2 = 𝑑𝑖𝑎𝑔(𝑑1,𝑑2…𝑑𝑁). 𝐿 is defined as 

𝐿2 = 𝐷2− 𝑇2. 𝑃2 = 𝑑𝑖𝑎𝑔(𝑝1 × 𝜃10, 𝑝2 × 𝜃20 …𝑝𝑁 × 𝜃𝑁0) . 𝐻2 = 𝐿2 +𝑃2 . 𝐻1 and 𝐻2 are used in 

the controller design in the following section. 

 

5.3.1 Platoon’s Error Dynamics 
 

The tracking errors are defined the same as (5.2) in Section 5.2. The error dynamics of the platoon 

can be written as: 

∆�̇�𝑖(𝑡) = ∆𝑣𝑖(𝑡) 

∆�̇�𝑖(𝑡) = ∆𝑎𝑖(𝑡) 

∆�̇�𝑖(𝑡) =
𝑢𝑖(𝑡)

𝑚𝑖𝜏𝑖
+ 𝑓(𝑣𝑖(𝑡), 𝑎𝑖(𝑡)) − �̇�0(𝑡) 

                                                                                                (5.40) 

The error dynamics can be expressed as: 

�̇�𝑖(𝑡) = 𝐴𝑒𝑖(𝑡) + 𝐵 (𝑢𝑖(𝑡) + 𝑔(𝑣𝑖(𝑡), 𝑎𝑖(𝑡))) + 𝐶[𝑤𝑖(𝑡) − �̇�0(𝑡)] 

                                                                                              (5.41) 

where 

𝐴 = [

0 1 0
0 0 1

0 0 −
1

𝜏𝑖

] ,𝐵 = [

0
0
1

𝑚𝑖𝜏𝑖

] , 𝐶 = [
0
0
1
] 

𝑒𝑖(𝑡) = [∆𝑝𝑖(𝑡), ∆𝑣𝑖(𝑡), ∆𝑎𝑖(𝑡)]
𝑇 

𝑔(𝑣𝑖(𝑡), 𝑎𝑖(𝑡)) = −2𝐾𝑑𝑖𝑣𝑖(𝑡)𝑎𝑖(𝑡)𝜏𝑖 − 𝐾𝑑𝑖𝑣𝑖(𝑡)
2 − 𝑑𝑚𝑖 

 

5.3.2 Discrete Sliding Mode Controller Design 

 
This section provides the design of the discrete sliding mode controller. Firstly, it describes the 

discretisation model of the platoon. Then, it proposes the construction of the discrete sliding mode 

controller. Finally, it investigates the asymptotic and string stability of the platoon. 

    Considering the state of the platoon’s leader as 𝑥0(𝑡) = [𝑝0(𝑡), 𝑣0(𝑡), 𝑎0(𝑡)]
𝑇, it can be 

obtained from the leader’s dynamic model that: 

�̇�0(𝑡) = 𝐴0𝑥0(𝑡) + 𝐵0𝑎0̇(𝑡) 

(5.42) 

where  



92 

 

𝐴0 = [
0 1 0
0 0 1
0 0 0

], 𝐵0 = [
0
0
1
] 

The discretisation of the leader vehicle is [108]: 

𝑥0(𝑘 + 1) = 𝐴𝑑0𝑥0(𝑘)+ 𝐵𝑑0𝑢0(𝑘) 

(5.43) 

where 

𝐴𝑑0 = 𝑒𝐴0𝒯 ,𝐵𝑑0 = ∫ 𝑒𝐴0𝜎𝐵0𝑑𝜎
𝒯

0

 

𝑘   counts the number of discrete signals starting from the initial time 0.  𝒯  represents the 

sampling period. The fourth-order Runge-Kutta method [109] is employed to find the 

discretisation of the error dynamics (5.41) as follows: 

𝑘1 = �̇�𝑖(𝑘) 

𝑘2 = �̇�𝑖 (𝑘 + 𝑘1
𝒯

2
) 

𝑘3 = �̇�𝑖 (𝑘 + 𝑘2
𝒯

2
) 

𝑘4 = �̇�𝑖(𝑘 + 𝑘3𝒯) 

𝑒𝑖(𝑘 + 1) = 𝑒𝑖(𝑘) +
𝒯

6
(𝑘1 + 2𝑘2 + 2𝑘3 + 𝑘4) 

(5.44) 

Ignoring all terms with coefficients less than 10−5 , a linear discretisation model can be 

obtained here: 

𝑒𝑖(𝑘 + 1) = 𝐴𝑑𝑒𝑖(𝑘) + 𝐵𝑑 �̃�𝑖(𝑘) 

(5.45) 

where 

�̃�𝑖(𝑘) = [𝑢𝑖(𝑘), 𝑤𝑖(𝑘) − �̇�0(𝑘), 1] 

𝐵𝑑 = [𝐵𝑑1 , 𝐵𝑑2, 𝐵𝑑3] 

    Defining the global error dynamic system as 𝐸(𝑘) = [𝑒1(𝑘), 𝑒2(𝑘)⋯𝑒𝑁(𝑘)]
𝑇 , the global 

control input as 𝑈(𝑘) = [𝑢1(𝑘), 𝑢2(𝑘)⋯ 𝑢𝑁(𝑘)]
𝑇 , and the global external disturbance as 𝑊(𝑘) =

[𝑤1(𝑘) − �̇�0(𝑘),𝑤2(𝑘) − �̇�0(𝑘)⋯𝑤𝑁(𝑘) − �̇�0(𝑘)]
𝑇 , the discretisation of the global error 

dynamic system can be written as: 

𝐸(𝑘 + 1) = 𝐴𝐷𝐸(𝑘) + 𝐵𝐷1𝑈(𝑘) + 𝐵𝐷2𝑊(𝑘)+𝐵𝐷31𝑁 

(5.46) 

where 

𝐴𝐷 = 𝐼𝑁⊗ 𝐴𝑑, 𝐵𝐷1 = 𝐼𝑁⊗ 𝐵𝑑1 

𝐵𝐷2 = 𝐼𝑁⊗𝐵𝑑2, 𝐵𝐷3 = 𝐼𝑁⊗𝐵𝑑3 

    The system’s output error dynamics 𝑌(𝑘)  is defined to measure the spacing tracking 

performance: 

𝑌(𝑘) = 𝐵𝐷4𝐸(𝑘) 

(5.47) 

where 𝐵𝐷4 = 𝐼𝑁⊗ [1 0 0]. 
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Inspired by [12], the lumped tracking error prediction 𝑒𝑡𝑖(𝑘)  is defined as 𝑒𝑡𝑖(𝑘) =

[𝑒𝑝𝑖(𝑘), 𝑒𝑣𝑖(𝑘), 𝑒𝑎𝑖(𝑘)]
𝑇. Each term is defined as follows: 

𝑒𝑝𝑖(𝑘) = (1 − 𝜃𝑖𝑗)∑ 𝑝𝑖(𝑘) − 𝑝𝑗(𝑘) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖

+ 𝜃𝑖𝑗∑𝑝𝑖(𝑘 − 1) − 𝑝𝑗(𝑘 − 1) − 𝑑𝑖𝑗
𝑗𝜖𝛱𝑖

 

(5.48) 

𝑒𝑣𝑖(𝑘) = (1 − 𝜃𝑖𝑗)∑ 𝑣𝑖(𝑘) − 𝑣𝑗(𝑘)

𝑗𝜖𝛱𝑖

+ 𝜃𝑖𝑗 ∑𝑣𝑖(𝑘 − 1) − 𝑣𝑗(𝑘 − 1)

𝑗𝜖𝛱𝑖

 

(5.49) 

𝑒𝑎𝑖(𝑘) = (1 − 𝜃𝑖𝑗)∑ 𝑎𝑖(𝑘) − 𝑎𝑗(𝑘)

𝑗𝜖𝛱𝑖

+ 𝜃𝑖𝑗∑ 𝑎𝑖(𝑘 − 1)− 𝑎𝑗(𝑘 − 1)

𝑗𝜖𝛱𝑖

 

(5.50) 

The global consensus error prediction 𝜉(𝑘) is defined as 𝜉(𝑘) = [𝑒𝑡1(𝑘), 𝑒𝑡2(𝑘),⋯ , 𝑒𝑡𝑁(𝑘)]
𝑇. 

It can be written as: 

𝜉(𝑘) = 𝛾1𝐸(𝑘) + 𝛾2𝐸(𝑘 − 1) 

(5.51) 

where 𝛾1 =  𝐻1⊗𝐼3, 𝛾2 = 𝐻2⊗𝐼3. Then we can get: 

𝜉(𝑘 + 1) = 𝛾1[𝐴𝐷𝐸(𝑘) + 𝐵𝐷1𝑈(𝑘) + 𝐵𝐷2𝑊(𝑘) + 𝐵𝐷31𝑁] + 𝛾2𝐸(𝑘) 

(5.52) 

The sliding surface 𝑠𝑖(𝑘) for the following vehicles is selected as: 

𝑠𝑖(𝑘) = 𝐾𝑒𝑡𝑖(𝑘) 

(5.53) 

where 𝐾 = [𝐾1, 𝐾2 , 𝐾3]. They are the negative sliding gains to be determined. The sliding surface 

in the global form 𝑆(𝑘) can be written as: 

𝑆(𝑘) = 𝐾𝐷  [𝛾1𝐸(𝑘) + 𝛾2𝐸(𝑘 − 1)] 

(5.54) 

where 𝑆(𝑘) = [𝑠1(𝑘), 𝑠2(𝑘),⋯ , 𝑠𝑁(𝑘)]
𝑇, 𝐾𝐷 = 𝐼𝑁⊗  𝐾 . We can have: 

𝑆(𝑘 + 1) = 𝐾𝐷  [𝛾1𝐸(𝑘 + 1) + 𝛾2𝐸(𝑘)] 

(5.55) 

Substituting (5.46) into (5.55), 𝑆(𝑘 + 1) can be expressed as: 

 𝑆(𝑘 + 1) = 𝐾𝐷𝛾1[𝐴𝐷𝐸(𝑘) + 𝐵𝐷1𝑈(𝑘) + 𝐵𝐷2𝑊(𝑘) + 𝐵𝐷31𝑁] + 𝐾𝐷𝛾2𝐸(𝑘) 

(5.56) 

Inspired by the reaching law designed in [110], the global consensus double power reaching law is 

defined as follows: 

𝑆(𝑘 + 1) = (𝐼𝑁 −𝑄𝒯)𝑆(𝑘) − Ξ𝒯𝑠𝑖𝑔𝑛(𝑆(𝑘)) 

(5.57) 

where 𝑄 = 𝑑𝑖𝑎𝑔[𝑞1, 𝑞2… 𝑞𝑁] >0, Ξ = 𝑑𝑖𝑎𝑔[𝜖1, 𝜖2 …𝜖𝑁] >0. 1 > 1− 𝑞𝑖𝒯 > 0 . To reduce 

chattering in the discrete sliding mode controller, 𝑠𝑖𝑔𝑛(𝑠𝑖(𝑘)) is defined as: 

𝑠𝑖𝑔𝑛(𝑠𝑖(𝑘)) =
𝑠𝑖(𝑘)

∥ 𝑠𝑖(𝑘) ∥ +𝜎
 

(5.58) 
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where 𝜎 > 0. 

Substituting (5.55) into (5.57), it can be derived that: 

𝐾𝐷𝛾1[𝐴𝐷𝐸(𝑘) + 𝐵𝐷1𝑈(𝑘) + 𝐵𝐷2𝑊(𝑘) + 𝐵𝐷31𝑁 +𝐾𝐷𝛾2𝐸(𝑘) = (𝐼𝑁 −𝑄𝒯)𝑆(𝑘) − 𝛯𝒯  

𝑠𝑖𝑔𝑛(𝑆(𝑘)) 

(5.59) 

Rearranging (5.59), the global control input 𝑈(𝑘) can be computed as below: 

𝑈(𝑘) = −(𝐾𝐷𝛾1𝐵𝐷1)
−1[(𝐾𝐷𝛾1𝐴𝐷+ 𝐾𝐷𝛾2)𝐸(𝑘) + 𝐾𝐷𝛾1𝐵𝐷2𝑊(𝑘)+ 𝐾𝐷𝛾1𝐵𝐷31𝑁

− (𝐼𝑁 −𝑄𝒯)𝑆(𝑘) + Ξ𝒯𝑠𝑖𝑔𝑛(𝑆(𝑘))] 

  (5.60) 

The asymptotic stability of the platoon is proved firstly. Then the string stability is analysed 

using Lyapunov analysis and Riccati inequality. LMIs are computed subsequently. 

    The Lyapunov function is selected as: 

𝒱𝑖(𝑘) = 𝑠𝑖(𝑘)
2 

(5.61) 

    Therefore, the forward derivative function can be obtained: 

Δ𝒱𝑖(𝑘) = 𝒱𝑖(𝑘 + 1)− 𝒱𝑖(𝑘) 

              = 𝑠𝑖(𝑘 + 1)
2 − 𝑠𝑖(𝑘)

2 

              = (𝑠𝑖(𝑘 + 1) − 𝑠𝑖(𝑘))(𝑠𝑖(𝑘 + 1)+ 𝑠𝑖(𝑘)) 

(5.62) 

For the platoon’s asymptotical stability, it is required to ensure Δ𝒱𝑖(𝑘) < 0, which is equivalent 

to proving the following two inequalities: 

𝑠𝑖(𝑘 + 1) + 𝑠𝑖(𝑘) > 0 

𝑠𝑖(𝑘 + 1) − 𝑠𝑖(𝑘) < 0 

(5.63) 

   According to (5.57), the following holds: 

𝑠𝑖(𝑘 + 1) − 𝑠𝑖(𝑘) = (1 − 𝑞𝑖𝒯)𝑠𝑖(𝑘) + 𝜖𝑖𝒯𝑠𝑖𝑔𝑛(𝑠𝑖(𝑘)) − 𝑠𝑖(𝑘) 

𝑠𝑖(𝑘 + 1) + 𝑠𝑖(𝑘) = (1 − 𝑞𝑖𝒯)𝑠𝑖(𝑘) + 𝜖𝑖𝒯𝑠𝑖𝑔𝑛(𝑠𝑖(𝑘)) + 𝑠𝑖(𝑘) 

(5.64) 

    Substituting (5.64) into (5.63), it can be obtained that: 

𝑞𝑖𝒯𝑠𝑖(𝑘) + 𝜖𝑖𝒯𝑠𝑖𝑔𝑛(𝑠𝑖(𝑘)) > 0                for 𝑖 = 1,2…𝑁 

2 − 𝑞𝑖𝒯𝑠𝑖(𝑘) − 𝜖𝑖𝒯𝑠𝑖𝑔𝑛(𝑠𝑖(𝑘)) > 0         for 𝑖 = 1,2…𝑁 

(5.65) 

Therefore, the sufficient condition for achieving stability is described by (5.65). By tuning 𝑞𝑖 and 

𝜖𝑖 , the stability of the platoon can be established. The string stability is analysed as follows: 

 

Lemma 5.1 [12],[96]: The platoon system is input-to-output ℒ2 string stable if all inputs belong to 

ℒ2 space, and the output error dynamics 𝑌(𝑘) are once again in the ℒ2 space for any platoon 

length 𝑚 ∈ ℕ, with the ℒ2 gain bounded by 𝛾 2, as shown in below: 
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∑𝔼{∥ 𝑌(𝑘) ∥ℒ2 }

∞

𝑘=0

≤ 𝛾 2∑𝔼{∥ �̃�(𝑘) ∥ℒ2}

∞

𝑘=0

 

(5.66) 

The Lyapunov function is selected as: 

𝑉(𝑘) = 𝐸𝑇(𝑘)𝑃𝐸(𝑘) + 𝐸𝑇(𝑘 − 1)𝑅𝐸(𝑘 − 1) 

(5.67) 

where 𝑃 and 𝑅 are positive definite matrices with appropriate dimensions. Substituting (5.60) into 

(5.46), it can be obtained that: 

𝐸(𝑘 + 1) = 𝐴𝐷𝐸(𝑘) + 𝐵𝐷1𝑈(𝑘) + 𝐵𝐷2𝑊(𝑘)+ 𝐵𝐷31𝑁 

                  = 𝐴𝐷𝐸(𝑘)−𝐵𝐷1(𝐾𝐷𝛾1𝐵𝐷1)
−1[(𝐾𝐷𝛾1𝐴𝐷 +𝐾𝐷𝛾2)𝐸(𝑘) + 𝐾𝐷𝛾1𝐵𝐷2𝑊(𝑘) + 

𝐾𝐷𝛾1𝐵𝐷31𝑁− (𝐼𝑁 −𝑄𝒯)𝐾𝐷(𝛾1𝐸(𝑘) + 𝛾2𝐸(𝑘 − 1)) + Ξ𝒯𝑠𝑖𝑔𝑛(𝑆(𝑘))] 

(5.68) 

(5.68) can be rearranged into: 

𝐸(𝑘 + 1) = [𝐴𝐷−𝐵𝐷1(𝐾𝐷𝛾1𝐵𝐷1)
−1(𝐾𝐷𝛾1𝐴𝐷+ 𝐾𝐷𝛾2 − (𝐼𝑁 −𝑄𝒯)𝐾𝐷𝛾1)]𝐸(𝑘)

+ [𝐵𝐷1(𝐾𝐷𝛾1𝐵𝐷1)
−1(𝐼𝑁 −𝑄𝒯)𝐾𝐷  𝛾2]𝐸(𝑘 − 1)

+ [−𝐵𝐷1(𝐾𝐷𝛾1𝐵𝐷1)
−1, −𝐵𝐷1(𝐾𝐷𝛾1𝐵𝐷1)

−1𝐾𝐷𝛾1𝐵𝐷2

+𝐵𝐷2 , −𝐵𝐷1(𝐾𝐷𝛾1𝐵𝐷1)
−1𝐾𝐷𝛾1𝐵𝐷3 +𝐵𝐷3]�̃�(𝑘) 

(5.69) 

where �̃�(𝑘) = [Ξ𝑇𝑠𝑖𝑔𝑛(𝑆(𝑘)),𝑊(𝑘), 1𝑁]
𝑇. Reorganising (5.69), 𝐸(𝑘 + 1) can be written as: 

𝐸(𝑘 + 1)  = Ζ1𝐸(𝑘) + Ζ2𝐸(𝑘 − 1) + Ζ3�̃�(𝑘) 

(5.70) 

where 

Ζ1 = 𝐴𝐷−𝐵𝐷1(𝐾𝐷𝛾1𝐵𝐷1)
−1[𝐾𝐷𝛾1𝐴𝐷 +𝐾𝐷𝛾2 

          −(𝐼𝑁 −𝑄𝒯)𝐾𝐷𝛾1] 

Ζ2 = 𝐵𝐷1(𝐾𝐷𝛾1𝐵𝐷1)
−1(𝐼𝑁 −𝑄𝒯)𝐾𝐷  𝛾2 

Ζ3 = [−𝐵𝐷1(𝐾𝐷𝛾1𝐵𝐷1)
−1, −𝐵𝐷1(𝐾𝐷𝛾1𝐵𝐷1)

−1𝐾𝐷𝛾1𝐵𝐷2 

          +𝐵𝐷2 , −𝐵𝐷1(𝐾𝐷𝛾1𝐵𝐷1)
−1𝐾𝐷𝛾1𝐵𝐷3 + 𝐵𝐷3] 

(5.71) 

The forward derivative function of the Lyapunov candidate can be obtained as: 

∆𝑉(𝑘) =  𝑉(𝑘 + 1) − 𝑉(𝑘) 

             = 𝐸𝑇(𝑘 + 1)𝑃𝐸(𝑘 + 1) + 𝐸𝑇(𝑘)𝑅𝐸(𝑘) − 𝐸𝑇(𝑘)𝑃𝐸(𝑘) − 𝐸𝑇(𝑘 − 1)𝑅𝐸(𝑘 − 1) 

(5.72)    

The upper bound of packet dropout rates 𝜕 is employed here instead of heterogeneous packet 

dropout rates to simplify the equation. Replacing 𝛾1 with (1 −  𝜕)(𝐻 ⊗ 𝐼3), 𝛾2 with  𝜕(𝐻 ⊗ 𝐼3). 

Substituting (5.70) into (5.72), (5.72) can be rewritten as: 

∆𝑉(𝑘)  = [Ζ̅1𝐸(𝑘) + Ζ̅2𝐸(𝑘 − 1) + Ζ̅3�̃�(𝑘)]
𝑇
𝑃[Ζ̅1𝐸(𝑘) +  Ζ̅2𝐸(𝑘 − 1) + Ζ̅3�̃�(𝑘)] 

+𝐸𝑇(𝑘)𝑅𝐸(𝑘) −  𝐸𝑇(𝑘)𝑃 𝐸(𝑘) − 𝐸𝑇(𝑘 − 1)𝑅𝐸(𝑘 − 1) 

(5.73) 

where 
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𝐻𝐷 = 𝐻 ⊗ 𝐼3 

Ζ̅1 = 𝐴𝐷−𝐵𝐷1(𝐾𝐷𝐻𝐷𝐵𝐷1)
−1[𝐾𝐷𝐻𝐷𝐴𝐷− (𝐼𝑁 −𝑄𝒯)𝐾𝐷𝐻𝐷]+𝐵𝐷1

1 − 2𝜕

1 − 𝜕
(𝐾𝐷𝐻𝐷𝐵𝐷1)

−1𝐾𝐷𝐻𝐷 

Ζ̅2 = 𝐵𝐷1
𝜕

1 − 𝜕
(𝐾𝐷𝐻𝐷𝐵𝐷1)

−1(𝐼𝑁 −𝑄𝒯)𝐾𝐷  𝐻𝐷 

Ζ̅3 = [−𝐵𝐷1(𝐾𝐷𝐻𝐷𝐵𝐷1)
−1, −𝐵𝐷1(𝐾𝐷𝐻𝐷𝐵𝐷1)

−1𝐾𝐷𝐻𝐷𝐵𝐷2 + 𝐵𝐷2 , −𝐵𝐷1(𝐾𝐷𝐻𝐷𝐵𝐷1)
−1𝐾𝐷𝐻𝐷𝐵𝐷3

+𝐵𝐷3] 

(5.74) 

Taking the expectation value, (5.73) is converted into: 

𝔼{∆𝑉(𝑘)} = 𝔼[𝐸𝑇(𝑘) 𝐸𝑇(𝑘 − 1) �̃�𝑇(𝑘)] × [

Ζ1
𝑇𝑃Ζ1 +𝑅 − 𝑃 Ζ1

𝑇𝑃Ζ2 Ζ1
𝑇𝑃Ζ3

∗ Ζ2
𝑇𝑃Ζ2 −𝑅 Ζ2

𝑇𝑃Ζ3
∗ ∗ Ζ3

𝑇𝑃Ζ3

]

× 𝔼 [

𝐸(𝑘)
𝐸(𝑘 − 1)

�̃�(𝑘)
] 

(5.75) 

    The aim is to find sufficient LMIs to prove the following condition according to Lemma 5.1: 

𝑉(𝑘 + 1) − 𝑉(𝑘) + 𝑌𝑇(𝑘)𝑌(𝑘) − 𝛾 2�̃�𝑇(𝑘)�̃�(𝑘) < 0 

(5.76) 

    Taking the expectation value of (5.76), the following LMI holds: 

𝔼{∆𝑉(𝑘)} + 𝔼{𝑌(𝑘)𝑌(𝑘) − 𝛾 2�̃�𝑇(𝑘)�̃�(𝑘)} < 0 

(5.77) 

It can be obtained that: 

𝔼{𝑌𝑇(𝑘)𝑌(𝑘) − 𝛾2�̃�𝑇(𝑘)�̃�(𝑘)} 

= 𝔼[𝐸𝑇(𝑘) 𝐸𝑇(𝑘 − 1) �̃�𝑇(𝑘)] × [
𝐵𝐷4

𝑇𝐵𝐷4 0 0
∗ 0 0
∗ ∗ −𝛾2

] × 𝔼 [

𝐸(𝑘)

𝐸(𝑘 − 1)

�̃�(𝑘)
] 

(5.78) 

    Combining (5.75) with (5.78), (5.77) can be converted into: 

[

Ζ̅1
𝑇
𝑃Ζ̅1+ 𝑅 − 𝑃 + 𝐵𝐷4

𝑇𝐵𝐷4 Ζ̅1
𝑇
𝑃Ζ̅2 Ζ̅1

𝑇
𝑃Ζ̅3

∗ Ζ̅2
𝑇
𝑃Ζ̅2 − 𝑅 Ζ̅2

𝑇
𝑃Ζ̅3

∗ ∗ Ζ̅3
𝑇
𝑃Ζ̅3 − 𝛾

2𝐼3𝑁

] < 0 

(5.79) 

    Using matrix factorisation method, (5.79) can be rewritten as: 

[
𝑅 − 𝑃 0 0
∗ −𝑅 0
∗ ∗ −𝛾 2

]+ [
𝐵𝐷4

𝑇

0
0

] [𝐵𝐷4 0 0] + [

Ζ̅1
𝑇

Ζ̅2
𝑇

Ζ̅3
𝑇

]𝑃[Ζ̅1 Ζ̅2 Ζ̅3] < 0 

(5.80) 

    Applying Schur complement [111] to (5.80) yields: 
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[
 
 
 
 
𝑅 − 𝑃 ∗ ∗ ∗ ∗
0 −𝑅 ∗ ∗ ∗
0 0 −𝛾 2 ∗ ∗

Ζ̅1 Ζ̅2 Ζ̅3 −𝑃−1 ∗
𝐵𝐷4 0 0 0 𝐼3𝑁]

 
 
 
 

< 0 

(5.81) 

Multiply both sides by 𝑑𝑖𝑎𝑔{𝑃−1, 𝑃−1, 𝐼3𝑁 , 𝐼3𝑁 , 𝐼3𝑁}. By defining 𝑃−1𝑅𝑃−1 = 𝑀,𝑃−1 =

𝑃,𝑅−1 = �̅�, new LMIs can be computed as follows: 

[−𝑀 𝑃
∗ −�̅�

] ≤ 0 

(5.82) 

[
 
 
 
 
𝑀 − 𝑃 ∗ ∗ ∗ ∗
0 −𝑀 ∗ ∗ ∗
0 0 −𝛾2 ∗ ∗

Ζ̅1𝑃 Ζ̅2𝑃 Ζ̅3 −𝑃 ∗

𝐵𝐷4𝑃 0 0 0 𝐼3𝑁]
 
 
 
 

< 0 

(5.83) 

Therefore, the sufficient condition for achieving string stability is described by (5.82-5.83). By 

finding feasible 𝑃 = 𝑃𝑇 > 0 ∈ ℝ3𝑁×3𝑁, �̅� = �̅�𝑇 > 0 ∈ ℝ3𝑁×3𝑁 ,𝑀 = 𝑃𝑅−1𝑃 ∈ ℝ3𝑁×3𝑁, scalar 𝛾, 

and appropriate matrices 𝐾𝐷  and 𝐻𝐷 for LMIs (5.82-5.83), the platoon is guaranteed to be input-

to-output ℒ2 string stable.  

 

Here are some remarks about the controller’s configurable parameters 𝐾,𝑞, 𝜖, and 𝜎. Table 5.6 

displays the final values chosen after tuning. 

Remark 1:  𝐾 is the controller’s gain that indicates the strength of the controller’s response. 

Increasing the magnitude of 𝐾  can increase control strength and precision. However, it also 

increases the system’s computing complexity. 𝐾 is chosen according to inequalities (5.82-5.83) to 

assure the platoon’s string stability. 

Remark 2:  𝑞 substantially affects the controller’s reaching speed and control precision. When 𝑞 

equals 
1

𝒯
,  the approaching speed of the sliding surface reaches its fastest [112]. Therefore, a 

suitable value of 𝑞 must be tuned to strike a balance between approaching speed and control 

precision. 

Remark 3：𝜖 also has a considerable effect on the approaching speed of the sliding surface. A 

higher value of 𝜖 improves the control accuracy while decreasing the computational difficulty. 𝜖 

needs to be tuned according to the value of 𝑞 and inequalities (5.65) to ensure the platoon’s 

asymptotic stability. 

Remark 4: 𝜎 is utilised in the 𝑠𝑖𝑔𝑛  function and intended to eliminate the controller’s chatter. 

The choice of 𝜎 represents a trade-off between control precision and chattering. Increased 𝜎 can 

reduce chattering at the expense of low control accuracy. 

Remark 5: In conclusion, the controller’s configurable parameters face a trade-off between 

control precision and the system’s computing complexity. Firstly, a relatively large value for 𝐾  

should be chosen to ensure control accuracy, then 𝑞  and 𝜖  should be tuned to increase the 
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controller’s reaching speed while not compromising its performance. Finally, 𝜎 should be tuned to 

reduce chattering as much as possible. 

Table 5.6 Controller’s parameters 

𝜖 𝐾 𝑞 𝜎 SDE SVE 

1.5 [-5,-10,-5] 0.05 6 50 20 

 

Figure 5.4 summarises the overall framework of the proposed controller. The vehicle model, 

topology selection, and controller design are all illustrated in it. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.4 Controller’s block diagram 

 

5.3.3 Two-step Topology Switching Framework 

 
The platoon’s performance optimisation considers tracking ability, fuel economy, and driving 

comfort, which are the same as (3.5-3.9) in Chapter 3. The overall control objective is the same as 

(5.37) in Section 5.2.4. The proposed two-step topology switching framework is similar to the 

framework in Section 5.2.4. However, this section introduces a modified MOEA/D to improve the 

offline searching performance. MOEA/D has the benefit of being computationally efficient. 

However, premature convergence is quite common in MOEA/D when dealing with a substantial 

number of input variables. Inspired by [113], this section boosts the genetic operator of MOEA/D 

with two opposing adaptive mechanisms. The goal is to increase crossover and mutation rates 

when a superior solution is obtained. The opposing adaptive mechanism can successfully prevent 

the premature convergence problem. It promotes the concept that superior solutions can generate 

better solutions. The crossover rate 𝑃𝑟𝑐  and mutation rate 𝑃𝑟𝑚  update are as follows: 

𝑃𝑟𝑐 = {
𝑘𝑐
𝑓̅ − 𝑓𝑚𝑖𝑛
𝑓𝑐 − 𝑓𝑚𝑖𝑛

          𝑓𝑐 ≤ 𝑓̅

𝑘𝑐                            𝑓𝑐 > 𝑓̅
 

(5.84) 
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𝑃𝑟𝑚 = {
𝑘𝑚

𝑓̅ − 𝑓𝑚𝑖𝑛
𝑓𝑚 − 𝑓𝑚𝑖𝑛

          𝑓𝑚 ≤ 𝑓̅

𝑘𝑚                           𝑓𝑚 > 𝑓̅
 

(5.85) 

where 𝑘𝑐 and 𝑘𝑚 are the original crossover rate and mutation rate, they are set to be 0.3 and 0.2, 

respectively. 𝑓̅ and 𝑓𝑚𝑖𝑛 are the average and minimum fitness values of the population. 𝑓𝑐 is the 

fitness value of the solution to be crossed, and 𝑓𝑚 is the fitness value of the solution to be mutated.  

     Several common communication failure situations are predicted throughout the offline 

topology optimisation process. It includes vehicles encountering packet loss, unforeseen external 

disturbances, or losing connection with the leader. First, the system does an offline Pareto optimal 

topology search based on the anticipated communication failure situations. Then, a Pareto optimal 

topology is determined for each scenario, which will be utilised as candidates for online searching 

in the following step. When the platoon operates in real-time, the system conducts an online 

search within the Pareto optimal topology candidates. The online search is entirely based on the 

weighted sum approach described in (5.37), which is used to decide the ideal topology with 

minimal control cost. 

 

5.3.4 Simulation Results 

 
The hardware setup is the same as in Chapter 2. The proposed strategy and a robust discrete 

sliding mode controller [114] are tested and compared to prove the effectiveness of the proposed 

framework. Considering the urban road traffic scenario, the kinematic profile for the leader is the 

same as (5.38) in Section 5.2.5. The sampling period is set to be 𝒯 = 0.1𝑠. Table 5.7 displays the 

starting location, velocity, and required distance between each vehicle and the leading vehicle. 

 

Table 5.7 Initial states and desired gaps of each vehicle 

Vehicle 
Position 

(m) 

Velocity 

(m/s) 

Desired gap 

(m) 

Leader 0 5 0 

Vehicle 1 -18 4.8 -20 

Vehicle 2 -41 5.2 -40 

Vehicle 3 -63 4.7 -60 

Vehicle 4 -79 4.5 -80 

Vehicle 5 -97 5.5 -100 

Vehicle 6 -121 4.6 -120 

Vehicle 7 -142 4.7 -140 

Vehicle 8 -157 5.4 -160 

Vehicle 9 -178 5.1 -180 

Vehicle 10 -201 4.9 -200 

 

All vehicles in the platoon experience packet loss. The packet dropout rate between one 
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vehicle and the other increases as their physical distance increases. The upper bound of all packet 

dropout rates is set to be 𝜕 = 0.2. They are updated at each discrete signal. The communication 

scenarios are designed the same as (5.39) in Section 5.2.5. The predecessor-leader following (PLF) 

topology is chosen for the robust discrete sliding mode controller [114]. It is widely used and has 

proven to be the effective in most research. For the proposed controller, Pareto optimal topology 

for each time interval is determined using the proposed framework. Table 5.8 displays the 

resultant Pareto optimal topology ℧. 

 

Table 5.8 Pareto optimal information flow topology ℧ obtained offline 

[
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 1 1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
1 0 1 1 0 1 0 0 0 0
1 1 1 1 0 0 1 0 0 0
1 0 0 1 1 1 1 0 0 0
1 0 1 1 1 0 0 0 1 0
1 0 1 1 0 1 1 1 1 0]

 
 
 
 
 
 
 
 
 

 

℧1 

[
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 0 0 0 0
0 1 0 1 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0
1 1 0 0 0 0 0 0 1 0
0 0 0 1 1 0 1 0 1 1]

 
 
 
 
 
 
 
 
 

 

℧2 

[
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0
0 1 0 1 1 0 1 0 0 0
0 1 0 0 1 0 0 1 0 0
1 0 0 1 1 0 1 0 1 0
0 0 1 1 1 0 1 0 0 1]

 
 
 
 
 
 
 
 
 

 

℧3 

[
 
 
 
 
 
 
 
 
 
1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0 0
1 0 1 1 0 1 0 0 0 0
1 0 1 0 0 0 0 0 0 0
1 0 1 0 1 1 0 0 0 0
1 0 1 0 0 1 0 1 1 0
0 0 1 0 0 0 1 1 0 0]

 
 
 
 
 
 
 
 
 

 

℧4 

 

Table 5.8 shows the offline Pareto optimal topology searching results for each time interval. 

The resulting topologies avoided the anticipated communication failure to some extent. For 

example, Vehicle 3 was subjected to external disturbances from 𝑡 = 250𝑠 to 𝑡 = 400𝑠, the Pareto 

optimal topology ℧2 demonstrates that no following vehicles chose to receive information from 

Vehicle 3 in the period mentioned above. Vehicle 6 was also subjected to external disturbances 

from 𝑡 = 400𝑠 to 𝑡 = 500𝑠. Similarly, ℧3 shows that no following vehicles chose to connect with 

Vehicle 6 over the period mentioned above. Apart from Vehicle 3 and Vehicle 6, the rest of the 

platoon is completely uninfected by external disturbances due to switching topology. It 

dramatically reduced the negative impact of external disturbances on the platoon. Vehicle 2 and 

vehicle 4 lost contact with the leader from 𝑡 = 500𝑠 to 𝑡 = 600𝑠. ℧4 shows that only vehicle 4 

chose to receive information from Vehicle 2, and only Vehicle 6 chose to receive information 

from vehicle 4. To avoid the negative communication impact, all other vehicles in the platoon 

avoided making connections with Vehicle 2 and Vehicle 4. 

The platoon’s trajectory with the proposed switching topology strategy is presented in Figure 
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5.5. The platoon travelled over 6000𝑚 from its starting point. It went through several stages of 

acceleration and deceleration. Nevertheless, it kept desired inter-vehicle gaps the whole time. 

Figure 5.6 depicts the platoon’s velocity profile when using the proposed approach. The platoon 

accelerated from 𝑡 = 300𝑠, reached its maximum velocity at 𝑡 = 350𝑠 and travelled at high speed 

for 200 seconds. It slowed down at 𝑡 = 550𝑠 and maintained a low and constant speed at 𝑡 =

600𝑠. CAVs’ velocities varied in the first five seconds because of the different initial state values 

but quickly reached consensus in the next five seconds. After that, they converged to the leader’s 

velocity with slight variation throughout the entire time. The smoothness of the platoon’s 

trajectory and velocity profile demonstrate the efficacy of the proposed strategy. 

 

Figure 5.5 Platoon’s trajectory with proposed strategy 

 

 

Figure 5.6 Platoon’s velocity profile with proposed strategy 

 

Figure 5.7 depicts the platoon’s spacing error for the proposed method and the robust discrete 

sliding mode controller [114]. The robust controller [114] effectively managed the spacing errors 

until 𝑡 = 250𝑠. From 𝑡 = 250𝑠 to 𝑡 = 550𝑠 , all spacing errors exhibited substantial fluctuation 

and poor converging ability. Vehicle 3 and Vehicle 6 performed the worst due to external 

disturbances. Their spacing errors converged to −2𝑚, while the rest of the platoon converged to 

−1𝑚 . all spacing errors were reduced and converged to ±0.1𝑚 after 𝑡 = 610𝑠 . The robust 
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controller [114] was ineffective when dealing with external disturbance. On the other hand, the 

proposed strategy significantly reduced all spacing errors. From 𝑡 = 250𝑠 to 𝑡 = 600𝑠, spacing 

errors significantly decreased, with all values converging to ±0.1𝑚 . Although the impact of 

external disturbances on Vehicle 3 and Vehicle 6 was still visible but kept to a manageable and 

acceptable level. The switching topology process also reduced the influence of Vehicle 3 and 

Vehicle 6 on the rest of the platoon. 

Figure 5.8 depicts the platoon’s velocity error for the robust discrete sliding mode controller 

[114] and the proposed method. The variations of velocity errors with the two controllers were 

similar. First, the velocity errors increased at 𝑡 = 300𝑠, converged to a small negative constant, 

decreased at 𝑡 = 350𝑠, and fluctuated around 0 until 𝑡 = 550𝑠. Then, the velocity errors increased 

again and converged to a small positive constant until 𝑡 = 600𝑠. After that, the velocity errors 

decreased and converged to almost zero till the end. 

However, the velocity error curves for the two controllers substantially differed. The robust 

controller [114] produced abrupt and sharp velocity errors in Vehicle 3 and Vehicle 6 at 𝑡 = 250𝑠, 

𝑡 = 400𝑠 , and 𝑡 = 500𝑠 . In contrast, the proposed controller always kept them within a 

reasonable range. It demonstrates that vehicles with external disturbances were susceptible to the 

leader’s change in speed with the robust controller [114], which caused unnecessary jerks in the 

velocity profile. The proposed controller overcame the shortcoming. It generated smoother curves 

for all vehicles in the platoon, which benefits safety and driving comfort. In conclusion, the 

proposed method helps maintain stability and lower platoon spacing and velocity errors. It is 

especially beneficial when dealing with external disruptions.  

 

(a)                                                                       (b) 

Figure 5.7 Spacing errors. (a) Robust controller [114]; (b) Proposed controller 
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(a)                                                                       (b) 

Figure 5.8 Velocity errors. (a) Robust controller [114]; (b) Proposed controller 

 

Table 5.9 compares three performance indices between the robust method [114] and the 

proposed method, using Vehicles 1, 5, and 10 as examples. Table 5.10 summarises the platoon’s 

performance in each time interval using the switching topology approach. 

 

Table 5.9 Performance comparison for different controllers 

Performance 

Index 

Information 

flow 

topology 

Vehicle 

1 

Vehicle 

5 
Vehicle 

10 

Platoon 

Overall 

TI Robust 37.77 37.56 38.1 382 

Proposed 0.6969 1.099 0.6168 8.655 

FC Robust 0.6059 0.6054 0.6055 6.664 

Proposed 0.5538 0.5115 0.5205 6 

ASD Robust 0.0422 0.0605 0.0369 0.0446 

Proposed 0.0257 0.0719 0.0168 0.0356 

Control 

Cost 

Robust 1141.3 1129.6 1161.3 11674 

Proposed 0.419 0.993 0.331 63.53 

 

Table 5.10 Performance under switching topology in each time interval 

Time 

 

Criterion 

0-250 

(s) 

250-400 

(s) 

400-500 

(s) 

500-600 

(s) 

600-1000 

(s) 

TI 3.4221   4.2099 3.2062   3.8157 8.6547  

FC  1.6561  1.0231  0.6637  0.6624  5.999 

ASD  0.0451  0.0805  0.0712  0.0936  0.0356 

Cost  9.6431  14.2838  8.2681  11.6926  63.5233 

 

Table 5.9 shows that switching topology significantly reduced all vehicles and the platoon’s 

tracking index, resulting in stronger tracking ability. In addition, all vehicles and the platoon 

consumed less fuel, demonstrating superior fuel efficiency. Furthermore, they all had lower 

acceleration standard deviation values, indicating improved driving comfort. In conclusion, the 

proposed method improved tracking ability, fuel consumption and driving comfort by 97.73 

percent, 9.96 percent, and 20.18 percent, respectively. Moreover, it has the most significant impact 

on tracking ability. Table 5.10 summarises the platoon’s performance over various time intervals. 

Tracking ability, fuel economy, and driving comfort are all superior and consistent with switching 

topology. Furthermore, when communication is normal, driving comfort is optimal. 

 

5.4 Conclusion 
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This section consists of two parts. The first part investigates a nonlinear platoon with actuator 

faults. The second part studies a discrete nonlinear platoon with packet loss. By introducing 

switching topology, multi-objective switching topology sliding mode controllers for CAVs are 

proposed. This chapter develops a topology switching framework that deals with poor 

communication and improves the platoon’s overall performance. Firstly, it searches for Pareto 

optimal topology offline with predicted imperfect communication scenarios. Then, the platoon’s 

overall performance is optimised using modified MOEA/D. The optimal topology is selected and 

switched in real-time to reduce the control cost. The proposed method maximises the advantages 

of information flow topology. The modified MOEA/D overcomes the sensitivity and optimality 

barriers while giving flexible solutions that adapt to the platoon’s priorities. The simulation is 

performed on a platoon of eleven heterogeneous vehicles. It compared the proposed approach to a 

robust sliding mode controller and fixed information flow topology to demonstrate the advantage. 

Poor communication situations, such as persistent packet loss, external disruptions, and 

disconnection from the leader, are anticipated and applied to different time intervals. The proposed 

approach is suitable for road segments where traffic and weather conditions are predictable over a 

specific time. The results indicate that the proposed strategy efficiently reduced spacing and 

velocity errors while enhancing the platoon’s overall performance. The next chapter introduces all 

experiments conducted. 
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Chapter 6 

Experiments 
 

6.1 Introduction 

 
The previous chapter proposes a two-step information flow topology switching framework. First, 

advanced sliding mode controllers and modified MOEA/D are proposed to deal with the platoon 

with actuator faults and packet loss. As a result, the proposed method can effectively deal with 

anticipated poor communication situations, such as persistent packet loss, external disruptions, and 

disconnection from the leader. Next, this chapter details the experiments conducted using an 

Arduino robot car. Hardware components are introduced at first. Then this chapter presents the 

results of the experiments from validating some chapters in this thesis. 

 

6.2 Experimental Setup 

 
Figure 6.1 shows the experiment setup, which is an Arduino robot car. It moves automatically with 

programming codes in the microcontroller. It can also communicate with other Arduino robot cars 

with wireless communication sensors. Therefore, it is selected as the experiment equipment. The 

motors enable motions in different directions. The battery provides a power supply on demand. 

The wireless communication sensor achieves wireless communication between different Arduino 

robot cars. The Ultrasonic sensor measures the spacing error, and a servo motor is attached, which 

turns the position of the ultrasonic sensor in case of curve motion. The accelerometer and 

gyroscope sensor is used to facilitate linear motion. It measures the pitch, roll, and yaw data, 

enabling a closed-loop control to ensure the Arduino robot car moves in a straight line precisely. 

The line tracking sensor controls lateral motion and checks if the Arduino robot car leaves the 

ground. Finally, the Arduino Uno Board is used as the microcontroller, with an expansion board 

that stacks on top of it to expand the number of interface pins for practicality purposes. Figure 6.2 

presents the Arduino robot car in more views. 

 

 

 

Battery 

Motors 

Ultrasonic Sensor 

Arduino Uno Board 

Wireless Communication 

Sensor 

Accelerometer and 

 Gyroscope Sensor 

 

Servo Motor 
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Figure 6.1 Arduino robot car 

 

 

   

 (a)                                                                         (b) 

 

(c) 

Figure 6.2 Arduino robot car in more views. (a) Top view; (b) Bottom view; (c) Front view 

 

Here are detailed descriptions of some of the most critical hardware components. In motion 

control, the Direct Current (DC) motor driver is attached to the expansion board of the Arduino 

Uno board. It supplies direct current to two motors simultaneously. With different numbers 

applied to pins AIN1 and BIN1, the Arduino robot car can move in eight different directions, 

including forward, backward, left, right, left forward, left backward, right forward, and right 

backward. Pins PWMA and PWMB control the speed of the motion. An accelerometer and 

gyroscope sensor are used to ensure the car moves in a straight line. The angular velocity can be 

obtained with the original sensor data and the sensitivity scaling factor. Then the yaw value can be 

computed. With a closed-loop controller, the motion is constantly corrected by controlling the yaw 

Line Tracking Sensor 



107 

 

value. Therefore, the car moves straightly precisely. 

In terms of lateral motion control, a line tracking sensor is attached to the middle of the bottom 

of the Arduino robot car. The sensor consists of an infrared pair tube and an NPN silicon 

phototransistor. It detects the change of ground light and the presence of close objects. It is 

displayed in Figure 6.2 (b), where the letters R, M, and L stand for Right, Middle, and Left 

photoelectric sensors. They are directly connected to three analog pins, A0, A1 and A2. Each 

photoelectric sensor returns data based on the light and shade it detected. The line tracking sensor 

is used to check if the Arduino robot car leaves the ground and whether the middle of the sensor is 

on the black line. By predefining the range limits of the data from photoelectric sensors, the 

Arduino robot car is programmed to move right if it is on the left side of the black line and move 

left if it is on the right side of the black line. Therefore, the line tracking sensor can achieve lateral 

motion control by ensuring the middle of the Arduino robot car consistently stays on the black line. 

In terms of measuring distance, the ultrasonic sensor is in use. It can be seen from Figure 6.2 (c) 

that it is located at the front of the Arduino robot car. Pins D12 and D13 are defined as the trigger 

pin and echo pin, respectively. The ultrasonic sensor emits ultrasonic waves, which travel and 

return as soon as it encounters obstacles. Therefore, the distance between the ultrasonic sensor and 

the closest obstacle can be computed according to the ultrasonic propagation speed and the 

recorded time. Therefore, it can be used to measure the spacing errors in the platoon between two 

consecutive cars. 

Regarding wireless communication within the platoon, multiple wireless communication 

sensors are used to establish information exchange between the Arduino robot cars or between the 

Arduino robot car and the computer. It is a highly integrated semi-duplex low-power transceiver 

module that comes in pairs. By connecting the RXD and TXD pins correctly in the Arduino Uno 

board and setting up the same serial baud rate in the Arduino interface, the wireless 

communication sensor can transmit and receive data between Arduino robot cars. Likewise, by 

plugging it into the computer via USB and setting up the same serial baud rate, the computer can 

send to or receive data from the Arduino robot car. Table 6.1 summarises all hardware 

components, their models, and their brief descriptions. 

 

Table 6.1 List of hardware 

Hardware Component Model Description 

Direct Current (DC) motor driver device TB6612 It supplies direct current to two motors 

simultaneously. 

Accelerometer and gyroscope sensor MPU6050 It measures pitch, roll, and yaw data. 

Line tracking sensor ITR20001 It detects the change of ground light and the 

presence of close objects. 

Ultrasonic Sensor HC-SR04 It emits ultrasonic waves and records the 

time. 

Wireless communication sensor APC220 It transmits and receives data. 

Arduino board Uno It is the microcontroller. 
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Lithium battery with cell box - It supplies direct current, and it is chargeable. 

Servo motor SG90 9g It rotates 180 degrees. 

 

6.3 Experiments Results 

 
This section uses experiments to validate the theory proposed in Section 4.3 and Section 5.2. All 

codes are programmed in C++ language in the Arduino interface. The platoon consists of three 

Arduino robot cars, with one leader and two followers. The line tracking sensor conducts lateral 

motion control, where all Arduino robot cars follow the black line consistently. Regarding the 

longitudinal motion, the controllers (4.65,5.12) proposed in Section 4.3 and Section 5.2 are in use. 

The following cars are expected to track the leading car at a constant speed of 10 𝑐𝑚/𝑠, the inter-

vehicle gap should be kept at 20 𝑐𝑚.  

The PLF information flow topology is used to validate the controller (4.65) proposed in Section 

4.3. In addition, a simulation was run prior to the experiment to discover the heterogeneous Pareto 

optimal asymmetric degrees for Vehicles 1 and 2. They are 5.8978% and 12.6523%, respectively. 

Finally, the platoon with symmetric and asymmetric control strategies under PLF topology is 

tested and compared.  

Figure 6.3 shows the spacing and velocity errors under the symmetric controller, while figure 

6.4 shows the same under the heterogeneous asymmetric controller. For spacing error, it can be 

seen that Vehicle 1 has better tracking ability than Vehicle 2 in general. Vehicle 1 displays some 

fluctuations in the spacing error around 4𝑠  to 6𝑠  with the symmetric controller, while it gets 

reduced to zero in the same time interval with the asymmetric controller. On the other hand, 

Vehicle 2 has negative spacing errors almost the entire time with the symmetric controller, which 

indicates that it follows Vehicle 1 too close and might compromise the platoon’s safety in the long 

run. However, the spacing error of Vehicle 2 fluctuates around −3𝑐𝑚 to 4𝑐𝑚 with the asymmetric 

controller, indicating its fast response to the controller. Regarding velocity error, the asymmetric 

controller performs better than the symmetric controller. Vehicle 1 has a perfect velocity tracking 

record for more than half of the experiment time with the asymmetric controller, where the 

velocity error is zero. Vehicle 2 performs differently with the two controllers. It is faster than the 

desired speed most of the time, which can be undesirable for safety concerns. With the asymmetric 

controller, it is faster than the desired speed at first, then quickly reaches consensus after  6𝑠, and 

experiences slight fluctuations at the end. In conclusion, the heterogeneous Pareto optimal 

asymmetric controller generally reduces the platoon’s spacing and velocity errors. It also improves 

the platoon’s safety.  
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                                                       (a)                                                                    (b) 

Figure 6.3 Symmetric controller. (a) Spacing error; (b) Velocity error 

 

 

                                         (a)                                                                          (b) 

Figure 6.4 Asymmetric controller. (a) Spacing error; (b) Velocity error 

The accumulations of the spacing and velocity errors are displayed in Table 6.2 to study the 

experiment results quantitatively. According to the results shown in Table 6.2, it can be concluded 

that both vehicles’ spacing and velocity errors are reduced with the asymmetric controller. 

Therefore, the effectiveness of the controller (4.65) proposed in Section 4.3 is proven. 

 

Table 6.2 Accumulations of the spacing and velocity errors for Section 4.3 

 Accumulation of the spacing error Accumulation of the velocity error 

Vehicle number 

 

Controller 

Vehicle 

 1 

Vehicle 

 2 

Vehicle 

 1 

Vehicle  

2 

Symmetric 69 92 26.33 57.33 

Asymmetric 44 86 21.45 51.6 

     

The controller (5.12) proposed in Section 5.2 is tested here. The desired constant speed and 

inter-vehicle gap are the same as before. Given that the platoon size is small, only external 

disturbance (5.39) is applied to Vehicle 1 in the first 5 seconds. Therefore, Vehicles 1 and 2 

normally communicate with the leading vehicle during the experiment. PF information flow 

topology is used as the fixed topology and tested first. For the proposed framework, a simulation 
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was run prior to the experiment to discover the Pareto optimal information flow topology, which is 

the PLF topology in this case particularly. Therefore, PLF topology will apply to the platoon in the 

first five seconds. Then the platoon uses PF topology for the remaining experiment. Comparisons 

are made to highlight the advantages of the proposed two-step topology switching framework.  

Figure 6.5 shows the spacing and velocity errors under the fixed, while Figure 6.6 shows the 

same under the switching topology. It can be observed that Vehicle 2 performs better than Vehicle 

1 in general because Vehicle 1 suffers from the external disturbance in the first five seconds. 

Regarding the spacing error, Vehicle 2 generates smoothers curves with less fluctuation under the 

switching information flow topology, where the spacing error is reduced to zero from  3𝑠 to 4𝑠 

and from  6𝑠 to 7𝑠. On the other hand, Vehicle 2 has more abrupt changes in its spacing error 

under the fixed information flow topology, indicating weak tracking ability. Vehicle 1 also 

generates smoother curves with switching topology. In terms of velocity error, it can be observed 

that, with switching topology, both Vehicles 1 and 2 can reach consensus for almost half of the 

time, while Vehicle 1 is shown to be slower than the desired speed, and Vehicle 2 is shown to be 

faster than the desires speed for the majority of the time. It can be concluded from Figure 6.6 that 

the spacing and velocity errors are reduced to an extent after 5𝑠, where the topology is switched 

from PF to PLF information flow topology, proving the proposed framework’s effectiveness. 

 

 

                                         (a)                                                                    (b) 

Figure 6.5 Fixed information flow topology. (a) Spacing error; (b) Velocity error 

 

 

                                        (a)                                                                        (b) 

Figure 6.6 Switching information flow topology. (a) Spacing error; (b) Velocity error 
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The accumulations of the spacing and velocity errors are displayed in Table 6.3 to investigate 

the experiment results. According to Table 6.3, it can be seen that both vehicles’ spacing and 

velocity errors are reduced with the switching information flow topology. Moreover, the velocity 

error of Vehicle 2 is reduced significantly, which proves the effectiveness of the controller (5.12) 

proposed in Section 5.2 is proven. Figure 6.7 shows the platoon with three Arduino robot cars 

during the experiment. 

 

Table 6.3 Accumulations of the spacing and velocity errors for Section 5.2 

 Accumulation of the spacing error Accumulation of the velocity error 

Vehicle number 

 

IFT 

Vehicle 

 1 

Vehicle 

 2 

Vehicle 

 1 

Vehicle  

2 

Fixed 86.5 52.5 55.3 33.24 

Switching 74.5 51.5 35.29 28.33 

     

 

Figure 6.7 Platoon in the experiment 

 

6.4 Conclusion 

 
This chapter details the experiments conducted in this study. Firstly, the Arduino robot car is 

introduced, and detailed descriptions of crucial sensors are given, including the line tracking 

sensor, the wireless communication sensor, the ultrasonic sensor, the DC motor driver, and the 

accelerometer and gyroscope sensor. Then, a platoon consisting of three Arduino robot cars is 

presented in the experiment, where each Arduino robot car represents a CAV in the study. Next, 

two experiments are conducted to validate the controller (4.65,5.12) proposed in Section 4.3 and 

Section 5.2. The resulting figures regarding the spacing and velocity errors are displayed. Two 

tables show the accumulations of the spacing and velocity errors in both experiments. As a result, 

the proposed controllers can reduce spacing and velocity errors effectively. The next chapter gives 

conclusions and implications of the study and then makes future recommendations. 
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Chapter 7 

Conclusion and Future Work 
 

7.1 Introduction 

 
The previous chapter introduces some experiments conducted. This chapter gives some discussion 

and conclusion, details the contribution and implications of this research, and discusses the future 

research direction. 

 

7.2 Discussion and Conclusion 

 
This thesis focuses on the information flow topology of CAVs, where the fixed, asymmetric, and 

switching information flow topologies are studied and sliding mode controllers that deal with 

different problems of the platoon are proposed. Some discussion and conclusion of each part of 

this research are listed as follows: 

Firstly, information flow topology has always been regarded as one of the most critical aspects 

of the platoon. It significantly impacts the platoon's convergence time, stability, and scalability. 

However, studies have yet to examine the influence of information flow topology on the platoon's 

performance systematically and quantitatively. Chapter 3 fills the gap by investigating the impact 

of both conventional and innovative topologies on the platoon's performance and uses multiple 

evaluation criteria to assess the platoon's performance. As a result, the platoon's performance 

regularities were discovered and concluded in a broad view with clear evidence of consistency. 

For example, the smoothness of the velocity profile and fuel economy are consistent, whereas 

driving comfort, fuel efficiency and communication efficiency are in direct opposition to tracking 

ability. 

Secondly, most studies design the controller based on one or a few fixed information flow 

topologies, which is not practical in real-world applications. For example, if communication gets 

interrupted unexpectedly, which is very common in real life, the controller will break down 

immediately. Therefore, it is vital to design a controller that supports the majority of information 

flow topologies to avoid the above situation. Although switching information flow topology 

research has grown in popularity in recent years, previous studies focused solely on switching 

among a few traditional topologies with random switching signals, compromising the platoon's 

performance and posing unnecessary risks to its stability. Other studies conduct the topology 

switching process entirely offline, reducing its practicality while proving energy-consuming. 

Chapter 5 proposed a two-step framework to balance the trade-off between online and offline 

searching. When both searching processes are combined, superior topology solutions are 

preserved with offline searching first. Computation time and energy are significantly reduced with 

online searching. The proposed framework can quickly deal with predictable imperfect 

communication scenarios in real time while providing a satisfying topology switching solution. 

Moreover, the advantages of information flow topologies should be utilised fully. Thus, the Pareto 
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optimal information flow topology concept is introduced in Chapters 3, 4, and 5. Rather than 

studying a few fixed topologies or artificially creating a new topology, Chapters 3, 4, and 5 find 

the Pareto optimal information flow topology to improve the platoon's overall performance.  

Thirdly, the state-of-the-art has several drawbacks in the context of the platoon's multi-objective 

optimisation. MPC is the most frequently used strategy, but it still has limitations. A limited 

number of fixed weighting coefficients face the trade-off between sensitivity and optimality. Then, 

dynamic weighting coefficients heavily rely on the inter-vehicle states, which means the platoon 

might be compromised with any information feedback delay. Moreover, using normalisation in 

optimisation problems, such as the utopia point, can only obtain a single optimal solution. What is 

more, it is impossible to find the optimal information flow topology based on traditional methods 

since there is no linear mathematical model and regularity between all input variables and the 

resulting topological matrix eigenvalue. Thus, this problem cannot use any heuristic solutions. 

This research uses evolutionary algorithms to overcome the above limitations. As a metaheuristic 

method, the evolutionary algorithm has been famous for solving complex problems that cannot use 

heuristic solutions. The primary principle of the evolutionary algorithm is that only the fittest 

individual survives. Besides, evolutionary algorithms have many advantages, including flexibility, 

robustness, and human expertise independence. Chapter 3 and 4 uses NSGA-II to find the Pareto 

optimal information flow topology with asymmetric degrees. A modified MOEA/D that 

incorporates two opposing adaptive mechanisms is in use in Chapter 5 to improve the search 

strategy. The proposed strategy obtains the entire Pareto front with multiple Pareto optimal 

solutions. It can better balance the trade-off and provide flexible optimal solutions that can adjust 

to the platoon's priority in different scenarios. 

Fourthly, in the context of the platoon's controller, the traditional distributed feedback controller 

suffers from slow convergence speed, and the traditional sliding mode controller lacks scientific 

evidence when choosing control parameters. However, past studies selected the controller's gains 

arbitrarily within a wide range by the transfer function method. To bridge the gap, Chapters 4 and 

5 employ a Riccati inequality-based sliding mode control strategy to calculate the feasible 

controller's gains. As a result, the closed-loop stability theorem for a nonlinear heterogeneous 

platoon interconnected is derived using the Lyapunov analysis. Therefore, the advantage of fast 

convergence speed is preserved while the platoon's stability is ensured. 

Finally, many communication failures occur in the platoon, which should be considered in the 

CAVs control problem. For example, Section 4.2 deals with the platoon with a time delay. Section 

5.2 handles the platoon with actuator faults. The latest research on the platoon's packet loss was 

based primarily on a third-order linearised vehicle dynamic model that only addressed powertrain 

time lag. Section 5.3 proposes a discrete sliding mode controller based on a nonlinear vehicle 

dynamic model to deal with packet loss for practicality. Moreover, a third-order nonlinear 

heterogeneous model is considered in Section 4.3 and Section 5. 

To sum up, this research studies the information flow topology of CAVs, and proposes 

advanced sliding mode controllers to deal with the platoon with various communication failures 

while using evolutionary algorithms to find the Pareto optimal information flow topology and 
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improve the platoon’s performance systematically. The proposed strategies are proved to be 

effective with simulations, and experiments also verify some. 

 

7.3 Originalities of Research 

 
1) This research examines the impact of both conventional and innovative topologies on the 

platoon's performance systematically and quantitatively, using multiple evaluation criteria to 

investigate the platoon's performance. The platoon's performance regularities were discovered and 

concluded in a broad view with clear evidence of consistency. 

 

2) This research employs a Riccati inequality-based sliding mode control strategy and 

establishes a closed-loop stability theorem for a nonlinear heterogeneous platoon interconnected 

by asymmetric topologies. As a result, the advantage of fast convergence speed is preserved while 

the platoon's stability is ensured. 

 

3) To deal with packet loss, this research proposes a discrete sliding mode controller based on a 

nonlinear vehicle dynamic model instead of a third-order linearised vehicle dynamic model that 

only addresses powertrain time lag. Therefore, it is more practical and suitable for platoons in real-

world applications. 

 

4) This research utilises NSGA-II and modified MOEA/D to find the Pareto optimal 

information flow topology and an optimal asymmetric degree in the topological matrix. It balances 

the trade-off and provides flexible optimal solutions that can adjust to the platoon's priority in 

different scenarios. It optimises the platoon's multi-objectives in complex control problems with 

varying vehicle dynamics, information feedback delay, and external disturbances. 

 

5) This research proposes a two-step framework to balance the trade-off between online and 

offline information flow topology searching. Superior topology solutions are preserved, while 

computation time and energy are significantly reduced. It deals with predictable imperfect 

communication scenarios in real-time while providing a satisfying topology-switching solution.  

 

7.4 Some Future Work 

 
Several controllers related to information flow topology are proposed in this research, but some 

interesting research topics are worth investigating in the field of CAVs. Some possible future 

works are listed as follows: 

1) Increasing communication links lead to better tracking ability, however, at the cost of 

communication cost. Therefore, the trade-off between the communication cost of optimal 

information flow topology and its tracking ability should be investigated. 

 

2) Using evolutionary algorithms to search for the Pareto optimal information flow topology 
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can be time and energy-consuming. Although a two-step topology switching framework is 

proposed to move the searching process offline, other computationally effective algorithms should 

be considered for online optimisation. 

 

3) Regarding the platoon’s multi-objective optimisation, the current approach considers tracking 

ability, fuel economy, and driving comfort. In addition, other critical platoon performance 

evaluation indices, such as the safety index, could be considered. 

 

4) The proposed two-step topology switching framework works for predictable weather and 

traffic. However, an event-triggered topology switching approach could be investigated for 

unpredictable weather and traffic conditions in the future. 

 

5) Regarding the traffic system, the current research considers only CAVs. However, a mixed 

traffic scenario where HDVs and CAVs co-exist is also -worth studying, where the impact of the 

platoon could be investigated in a mixed traffic scenario [115-117]. 

 

6) The proposed approach optimises the platoon’s performance to a great extent. However, it 

should be noted that it comes with a high communication cost. Therefore, the balance between the 

platoon’s performance optimisation and communication cost should be considered in the future. 
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