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ABSTRACT 

An abstract of the thesis of Sridhar Muthrasanallur for the Master of Science in 

Electrical Engineering presented May 27, 1998. 

Title: RTL Power Estimation of Sequential Circuits 

Power consumption has become a major concern in the electronic industry in 

recent years because of the increased demand for portable electronic devices. Part 

of the problem in power conscious design is accurate power estimation. Power 

estimation at low-levels of design abstraction is slow since the units of low-levels 

of design abstraction are transistors or gates. But designers need reliable power 

estimates early in the design process. Therefore designers need to have tools for 

fast and accurate power estimation at higher levels of design abstraction such as 

the Register Transfer Level (RTL). 

This thesis introduces a new method for RTL power estimation of CMOS se

quential circuits. This method tries to estimate the average power of a sequential 

circuit through the combination of a low-effort synthesis of the RTL description of 

the sequential circuit and the parameters readily available from the RTL description 

of the circuit like the sum-of-product count and literal count. The quantitative and 

qualitative aspects of the new model are studied with MCNC91 benchmark circuits 

and a large set of randomly generated circuits. Quantitative power estimation with 

the new model is seen to be very difficult because of the highly irregular surfaces 

of the functions that are being modeled in an effort to understand how a synthesis 

tool changes the power of a circuit during optimization. A qualitative measure is 

then proposed for the performance of a synthesis tool in preserving the qualitative 

ordering of power values of different implementations of a sequential circuit. An 

inference about such a performance of the synthesis tool would help the designer 

make informed decisions about the choice of implementation of a sequential circuit 

from a set of broad alternatives. 
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Chapter 1 

Introduction 

The growmg demand for portable electronic devices has led to an increased 

emphasis on power consumption within the semiconductor industry. Consumers 

demand smaller devices at lower prices and increased speed. This demand for 

smaller size and higher speed has resulted in extremely dense designs. Functionality 

which was once achieved with several chips is now being integrated into a single 

chip. This has led to increased thermal concerns and an acute concern over how to 

sustain and improve battery life. Overheating and battery life are major concerns 

in portable consumer products. A design that generates too much heat or shortens 

battery life can delay or sometimes obstruct the successful introduction of a new 

product. The best and most cost effective solution is for designs to consume less 

power and this requires a methodology for practical power analysis. Designers are 

now encouraged to consider the impact of their decisions not only on speed and 

area, but also on power, throughout the design process. CAD ( computer ai <led 

design) tools are aiding them in solving many of the problems associated with low 

power design. 

1.1 Power Estimation - The Variety of Solutions 

Power estimation of a CMOS VLSI chip is possible at different levels in the 

design hierarchy - transistor, gate, RTL (architectural), behavioral - each offering 

its own advantages and disadvantages. As you move up the design hierarchy, from 
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Figure 1.1: Power Estimation Time vs. Level of Hierarchy 
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transistor to behavioral, you gain in speed but lose in accuracy. Figure 1.1 shows the 

time needed for power estimation versus the level of abstraction [Nur97]. At RT 

and behavioral levels, accurate quantitative power measurements become a hard 

problem. Qualitative measures that help designers in choosing the right kind of 

circuits to implement from among the available design choices, are useful at these 

early stages of the design process. 

At each of these levels, designers require a full spectrum of analysis choices : 

estimation, optimization and simulation. Although research has produced some 

promising methods [Landman94) to help designers create reduced-power systems 

and chips, a full power analysis solution still presents a significant development 

challenge. While most agree that design changes at the earlier stages of the design 

process (architecture or RTL) offer the highest potential gain, a proven general 

methodology is not yet available. Available solutions are very limited in their scope. 

At the other end of the spectrum, there is transistor-level analysis, which enables 

the highest level of accuracy, but is simply not an option for most designers, because 
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of the simulation time involved with transistors. Gate-level power analysis is faster 

by several orders of magnitude than transistor-level analysis while still providing 

the accuracy necessary to produce low power designs. All details about transistors 

are abstracted away in gate-level analysis which makes them much faster than 

transistor-level analysis. While RTL estimation is typically used to provide early 

feedback to the designer to make decisions among design choices, gate/transistor 

level analysis is used for formal verification of a design's power consumption. 

1.2 Sources of Power Consumption 

Power consumption in CMOS circuits can be divided into two types: static and 

dynamic, also known as DC and AC power. 

1.2.1 Static Power 

Static power represents the power dissipated when a gate is in a steady state. 

Although the static power is only a small component of the total power, it is 

becoming important for portable designs where static power dissipation during idle 

phases becomes a significant part of the overall power dissipation. The sources of 

static power dissipation in a digital CMOS device are 

• leakage currents 

• static currents. 

Leakage currents consist of reverse-bias diode leakage at the transistor drains, and 

sub-threshold leakage through the channel of an off device. This is shown with arrow 

2 in Figure 1.2. Leakage power is process technology dependent and typically in 

the microamp range. While this is typically a small fraction of the total power 

consumption, it could be significant for a system application which spends much 

of its time in standby operation, since this power is always being dissipated even 

when no switching is occurring. Static current represents the current which is 
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Figure 1.2: Sources Of Power Dissipation In CMOS Circuits 

continuously drawn from the supply in certain kinds of circuits, when the circuit 

is in a certain state. For example, in a pseudo-NMOS inverter [Weste93}, the pull

up transistor is on all the time and whenever the pull-down transistor is also on, 

current flows from supply to ground, continuously, contributing to static power. 

1.2.2 Dynamic Power 

Dynamic power represents the power dissipated when a gate is switching. The 

sources of dynamic power consumption are 

• Short circuit current 

• Capacitive load switching current 

The short circuit current is the current flowing directly from power supply positive 

to ground when both NMOS and PMOS are conducting at the same time during 

an output transition. This is shown with the arrow labeled 3 in Figure 1.2. The 

capacitive load switching current is the current flowing in charging and discharging 
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the output load capacitance, during an output transition. This is shown with arrows 

labeled 1 in Figure 1.2. 

The total power of a CMOS gate is then, 

Tota/power= Dynamic power+ Static power 

In modern CMOS circuits, dynamic power is the dominant component of the total 

power. This will change in the future as we move towards very low supply voltages, 

and static leakage power could become a significant portion of the overall power 

dissipation [Chandrakasan96). Veendrick [Veendrick84] showed that with proper 

gate sizing, the short circuit component of the dynamic power will be less than 15% 

of the total power dissipation of the circuit. Hence the capacitive load switching 

power becomes the dominant component of power dissipation in digital CMOS ICs. 

The average capacitive load switching power of a digital CMOS gate can be given 

as 

where, 

CL is the load capacitance at the output of a gate 

Vdd is the power supply voltage 

Fc1k is the clock frequency of the circuit 

a is the activity factor 

(1.1) 

The activity factor a is the probability with which the output of the gate changes 

state during a clock cycle. The term aFc1k is then the frequency at which the gate 

output switches and is referred to as transition density of the node. 
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1.3 Factors Affecting Power Dissipation 

From the power equation Eqn. 1.1, it is clear that the power dissipation of a 

CMOS circuit depends on the load capacitance, the power supply voltage and the 

clock frequency. The load capacitance is fixed by the circuit structure. The supply 

voltage is constant for a design and so is the clock frequency. The activity factor, 

o, depends on 

1. Switching activity of circuit inputs 

2. Spatial and temporal correlations among the circuit inputs 

3. Logic function of the circuit 

The first factor is related to the pattern dependency of the power as discussed 

in [Najml '95]. The higher the input switching activity, the higher the power. This 

value can vary for different circuits and different data representations. For finite 

state machines, this varies from 0.08 to 0.18 [Rabaey96]. For video signals the most 

significant bits have switching activities of 0.1 whereas the least significant bits 

have 0.5. The commonly used Uniform White Noise (UWN) has a switching activ

ity range of 0.4-0.5. The second factor takes care of the temporal correlations and 

spatial dependencies of the circuit inputs. For example, if two inputs to a circuit 

cannot be one at the same time, then they are said to be spatially correlated. If 

there are dependencies for a signal in the time domain, then there is said to be a 

temporal correlation for that signal ( e.g. a signal is a 1 only if its previous value 

is 0). Feedback in a finite state machine (FSM) creates temporally and spatially 

correlated signals. These correlations at the inputs of a circuit determine what 

switching happens at the output, as not all switching combinations might then be 

possible [Pedram96]. The logic function of the gate naturally plays a part in the 

activity of the output. For example, the activity at the output of a 2-input XOR is 

1/2, if all possible combinations of input transitions (equally likely) are considered 

(i.e. 16). While the activity at the output of a two input AND gate is 3/8, if all 
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possible combinations of the input transitions are considered. 

1.4 Combinational Circuit Power Estimation 

Pure combinational circuits are also called datapath circuits in the IC jargon. 

They are identified by a lack of a memory element in the circuit. Power estimation 

techniques for these kinds of circuits can be divided into low-level (gate/transistor) 

estimation techniques and RTL (architectural) estimation techniques. 

1.4.1 Low-level Power Estimation 

Low-level techniques use a gate or a transistor as the basic design unit. These 

techniques provide very good accuracy because they use accurate transistor or gate 

models. And because they work with a fixed circuit structure, they account for all 

signal correlations within the circuit. Transistor-level analysis is much more flexi

ble than gate-level analysis in that it can handle various device models and design 

styles. But it is slow and so cannot scale to higher levels of integration. Gate-level 

analysis is less flexible than transistor-level analysis but much faster. The low-level 

power estimation techniques can be divided into: 

1. Simulation-based techniques 

2. Analytical techniques 

Simulation-based techniques simulate the circuit with a sample set of input vectors 

and then report the power resulting from the simulation. An important design ques

tion is the number of input vectors to be used for the simulation. Techniques like 

Monte-Carlo [Najm92] [Xakellis94] solve this problem by an appropriate choice of 

input vectors, based on statistical theory. IRSIM [Horowitz89], PowerMill [Deng94] 

(transistor-level) and QUICK POWER [Nguyen97] (gate-level) are examples of this 

kind of simulator. 
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Analytical techniques propagate the circuit input signal probabilities ( which is 

the probability of the node being in '1' state) from the primary inputs of the circuit 

to the primary outputs of the circuit, without any simulation. Since they do not 

use any simulation, they are quite fast. Once the switching activity of each node in 

the circuit is known, the average power dissipated by each node can be calculated 

using Eqn. 1.1. Addition of all node powers yields the average circuit power. 

These techniques use either a zero delay model or a finite delay model [Ghosh92] 

[Najm94] for the gates. The finite delay model has the ability to capture glitches 

and the zero delay model does not have that capability. The assumption made while 

propagating the activity values is that the input values at two consecutive clock 

cycles are temporally independent. With this assumption, the switching activity 

of a circuit node can be expressed as o = 2p(l - p), where p is the probability of 

the signal being a '1 '. There are other proposed methods which improve this basic 

model by including spatial and/or temporal correlations [Roy94] [Marce94] in the 

input signals in the calculation of switching activity. 

1.4.2 RTL Power Estimation 

While low-level estimation techniques use a gate or a transistor as the basic unit 

of design, RTL estimation techniques for the datapath work with reusable micro

architectural blocks (like adders, multipliers, memory) as the basic unit of design. 

RTL techniques are also sometimes referred to as architectural techniques. Since 

the granularity of an RTL description is larger, the power analysis at this level is 

faster, but this speed of estimation comes at the expense of accuracy. The combi

national power estimation techniques at this level can be divided into two groups: 

predictive and descriptive. These two techniques differ in that the predictive tech

niques do not require a pre-characterization step as part of the power estimation 

process whereas the descriptive techniques do. 

Predictive techniques proposed thus far depend on 
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• Complexity-based models or 

• Entropy-based Models 

Complexity-based models return quick, but inaccurate values for power by charac

terizing the complexity of the design in terms of the gate-equivalent count [Glaser91 J 

[Svensson94]. Gate equivalent count is the average number of reference gates needed 

to build a particular functional block. These models require only information about 

the gate-equivalent count and technology parameters. The main drawback of these 

models, is that the predicted power is independent of the circuit input activity, 

which is not true in practice. 

Entropy-based techniques [Nemani97] [Marce96] introduce the concept of En

tropy, which is a measure of the amount of information available in a signal. The 

entropy-based power model proposed by Najm et. al. in [Nemani97], is 

Power= Average Entropy.Area 

The entropy term is an approximation for the average switching activity of the 

circuit and the area term is an approximation for the total switched capacitance of 

the circuit. The basic assumption made while deriving the above model is that, the 

capacitance of the circuit is uniformly distributed over the circuit. Temporal and 

spatial correlations among the input signals are ignored. The average entropy of the 

circuit is calculated using the approximation that the entropy of the circuit nodes 

decreases quadratically with circuit depth. The area of the circuit is estimated using 

the concept of "average cube complexity". Average cube complexity is the average 

number of literals in the prime implicants of the boolean function implemented by 

a circuit. The relative erroirs of this model are more than 100% in some cases. 

Descriptive techniques have a pre-characterization step in the power estimation 

process and build an RTL power library, which means that the basic RTL blocks 

used in the design (e.g. multiplier, multiplexer, ALU) are pre-characterized for 

their power dissipation. The circuit functionality and structure are known apriori 

for these RTL blocks and a characterization process of these RTL blocks would 
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yield the RTL power library. Fixed activity descriptive techniques are based on 

the assumption of fixed input activity for the functional blocks. Example of fixed 

activity models is PFA [Chau91], which uses uniform white noise activity for the 

circuit inputs. Activity sensitive models take into account the effect of circuit input 

activity on power. Examples are ESP [Sato95] and dual bit type method (DBT) 

[Rabaey94] [Rabaey95]. The power model in all these techniques is basically an 

equation which gives the relation between circuit input activity, complexity of the 

circuit and the power. For example, the data-path power model for DBT, which 

works with 2's complement representation of data, is 

( 1.2) 

N,., and Ns are the number of sign and data bits in 2's complement representation 

of the data. C,., and Cs are the extracted coefficients in the characterization pro

cess. The activity factors are embedded in these coefficients. [Gupta97] approaches 

activity sensitive power modeling by building a power table indexed by the primary 

input activity and the primary output activity. The characterization process of the 

circuit yields this table. [Nur97] and [Wu97] independently propose an RTL power 

estimation procedure, where the power dissipated by an RTL block is captured as 

an equation in terms of the circuit input activity. They account for limited spatial 

and temporal correlations at the circuit inputs. 

All the methods described so far are targeted towards power estimation of pure 

combinational logic blocks ( datapath logic). To complete the RTL power picture of 

an IC, power estimation methods need to be developed for the control logic (finite 

state machines) also. These control circuits have a memory element in them and the 

combinational techniques described above cannot be directly applied for their power 

estimation. Control logic has the same meaning as sequential circuit, finite state 

machine and random logic and these will be used interchangeably throughout this 

thesis. The next chapter discusses the methods proposed so far for power estimation 

of control logic (sequential circuits). Chapter 3 discusses the new method proposed 
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rn this thesis for RTL power estimation of control logic. Chapter 4 presents the 

results of evaluation of the new power model. Future work and conclusions follow 

in the last two chapters. 



Chapter 2 

Previous Work In Sequential 

Circuit Power Estimation 

12 

All sequential circuit power estimation techniques assume the popular and well

structured design style of a synchronous sequential circuit, shown in Figure 2.l(a). 

The circuit contains a single clock driving a bank of edge-triggered flip-flops. On 

the rising edge of the clock, the flip-flops transfer the values at their inputs to their 

outputs. The signals pi1 , pi2 , .... , pin are the primary inputs to the sequential logic 

circuit and the signals poi, po2 , .... , pom are the primary outputs of the sequential 

logic circuit and the signals psi, ps2 , .... , ps; are the present-state lines. Signals 

ns 1 , ns2 , •••• , ns; are the next state lines. The primary inputs and the present 

state lines determine the next state lines and the primary outputs and this circuit 

implements a finite state machine (FSM). During any clock cycle the finite state 

machine is in a known state, determined by the values of the present state lines. A 

symbolic representation of a finite state machine is shown in Figure 2.l(b). Such 

a representation is called a state transition graph (STG). A state transition graph 

enumerates all the different states in a state machine and the primary input com

binations that take the state machine from one state to the other. The transitions 

from one state to the other are indicated by directed arrows in the STG and the 

primary input combinations that cause a transition to occur are shown beside the 

transition. For example, in the STG in Figure 2.1 (b ), the state machine transitions 

from state SI to S2 when the primary input combination {pi1,pi2 ,pi3 } is {111}. 
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Figure 2.1: Model of a Finite State Machine and its State Transition Graph 
Representation 
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Sequential circuit power estimation techniques differ from combinational circuit 

power estimation techniques in that the sequential circuit power estimation tech

niques need to account for the presence of feedback (through the state lines) in 

the circuit. There is no feedback in pure combinational circuits. This presence of 

feedback in the circuit makes sequential circuit power estimation a hard problem. 

It is hard on two counts: 

1. The presence of feedback in an FSM introduces spatial and temporal correla

tions among the state inputs to the combinational logic block. These correlations 

are very important to power estimation [Kozhaya97] and any sequential circuit 

power estimation technique should model these correlations properly for accurate 

power estimation. Not all methods proposed in literature model these correlations 

for want of faster estimation and so loose some accuracy in the estimation. 

2. The test vectors applied to the sequential circuit during power estimation should 

not take the state machine into parts of the state space where it does not belong i.e., 

into modes of operation that are unrealistic and may never be exercised in practise. 

For example, the transition from state S1 to S2 in the STG in Figure 2.1 (b) might 

rarely happen in a typical application of the finite state machine, whereas with ran

domly generated inputs to the finite state machine, this transition might happen 

more often. These modes of operation of an FSM are application specific. The 

solution to this problem is to choose vectors directly from the target application 

and hence to exercise the state machine as it would be in the real world. But these 

sets of vectors tend to be very large ( sometimes in millions) and it is unrealistic to 

simulate the FSM for all of these vectors. Vector compaction techniques come in 

to play here. 

With this background, let us review the previous work done in sequential circuit 

power estimation. Power estimation methods for sequential circuits have been 

proposed at both the RTL and gate-level of abstraction. RTL techniques rely on 

building a power model for finite state machine power dissipation, either through 

a characterization process or through theoretical models for circuit activity. Gate-
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level techniques estimate power either through simulation of the circuit or through 

analytical techniques for propagating the circuit input switching probabilities to the 

output of the circuit. Power estimation at the RT-level has the advantage that if 

the circuit input statistics change, only the power model needs to be reapplied with 

the changed input statistics, to reevaluate the power. This is a trivial process. At 

gate-level, the designer needs to go through the whole process of power estimation 

every time the input statistics change. This might include simulation of the circuit 

or re-propagating the circuit input probabilities to the output. This is a time 

consummg process. 

2.1 Gate-level Sequential Circuit Power 

Estimation 

Power estimation techniques at the gate-level of abstraction, use gates ( e.g. 

Nand, Nor, Xor) as the basic design unit. The RTL description of the design is 

synthesized into gates ( unique to each technology-library) and the resulting gate 

netlist is the input to the gate-level power estimation techniques. Techniques at 

this level are either simulation-based or analytical. 

2.1.1 Simulation-Based Techniques 

Simulation-based techniques, in general, apply a limited set of vectors to the 

circuit under consideration and observe the resulting power dissipation. The flow 

chart in Figure 2.2 gives an overall view of one kind of simulation-based technique 

called Monte-Carlo. The vectors applied to the circuit can be either randomly 

generated or could be picked from a set of typical vectors from an application (if 

available). The power value at the end of the sample phase is noted and used to 

decide whether to stop the process or to apply another vector. The decision is made 

based on the mean( 1JT) and standard deviation( sr) of the power values observed at 
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Figure 2.2: Monte-Carlo Power Estimation Method 

the end of successive iterations. For a given confidence level ( 1 - o ), the circuit is 

simulated till, 

ta/2S T ---'---<c 
11rv1lv 

where N is the number of the simulation run 

c is the percentage error tolerable in the measured power 

(2.1) 

t 0 ; 2 is obtained from the t distribution [Papoulis84] at N-1 degrees of freedom 

The circuit power is found as the average value of the power values obtained during 

the successive sample phases. 

Najm et. al. proposed a Monte-Carlo simulation-based technique [Najm2'95J 

which takes advantage of the existing combinational circuit power estimation tech

niques, to compute the average power of a sequential circuit. They break the FSM 

into a combinational logic block and a set of latches and independently estimate 

their power. To do so, the state line statistics at the input of the combinational 

logic block of the FSM must be known. Their technique, then, consists in applying 
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a number of randomly generated input vectors to the circuit and collecting statistics 

(i.e. signal probabilities) on the latch outputs using fast zero-delay logic simulation 

or using functional simulation of a structural RTL description. High-level simula

tion can be done very fast, so one can afford to simulate a large of number cycles. 

Once these statistics are available, it is then possible to use any of the existing 

combinational circuit techniques, discussed in the previous chapter, to compute the 

total power. 

The state line probability estimation starts with putting the FSM in some known 

initial state XO. With the assumption that state of the machine becomes indepen

dent of its initial state as time -+ oo, we can write for the signal probability of a 

state signal psi: 

lim P(ps;!XO) = lim P(psi(k) = llX(O) =XO)= lim P(psi(k) = 1) = P(psi) 
k➔oo k➔co k➔oo 

(2.2) 

The index k represents time. The term P(psilXO) represents the signal probability 

of the state signal psi, given that the initial state of the state machine is XO. So the 

method consists of estimating P(ps;!XO) for increasing values of k until convergence 

according to the above equation is achieved. The method is actually implemented 

by doing repeated simulation runs of the circuit, starting from some initial state XO, 

and randomly generated input vectors ( consistent with the statistics of the primary 

inputs of the state machine) and each of these will result in a logic waveform psij ( k ), 

k=0,1, 2.... where j indicates the run number. If we average the results at every 

time k, we obtain an estimate of the probability at that time as follows: 

1 N 
ps;N(k) = - LPSi1(k) 

N j=l 

From the law of large numbers, it follows that: 

(2.3) 

(2.4) 
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The value of N for a user-specified error-tolerance and confidence level can be found 

from estimation of proportions as N 2:: max(N'f, N:J, N;,), where 

So with N known, N parallel simulations of the circuit are started and simulated 

for increasing values of k till Pk(psdXO) = P(psi), as per Eqn. 2.2. To answer 

the question of what value of k is large enough to achieve this convergence, Najm 

starts two sets of simulation runs of the circuit with different initial states XO and 

Xl and finds out P(psilXO) and P(psilXl). When both the difference and average 

remain within a window of ±c for three consecutive time instances, convergence is 

declared. The disadvantage with this approach is that the latch and combinational 

logic block are decoupled during power analysis and hence the spatial and temporal 

correlations at the state inputs of the combinational block are ignored. This leads to 

inaccuracies. Unfortunately, no results for actual power measurements are reported 

in the paper. Only the efficiency of the method in computing the state line statistics 

for uniform white noise (UWN) inputs is reported. 

An improved Monte-Carlo method proposed in [Saxena97] consists of simulating 

the finite state machine as one whole block, thereby automatically accounting for 

the spatial and temporal correlations among the state bits of the FSM. Here again, 

the assumption is made that the FSM becomes independent of the initial state as 

the circuit is simulated for an increasing amount of time. The power estimation 

procedure starts by doing two sets of N simulations each. The two sets have different 

initial states for the state machine. All simulations within a set have the same initial 

state and the input vectors for each of these simulation runs are chosen independent 

of each other. For each simulation run in a set, j= 1,2, .... N and for each clock cycle 

k=l,2, ... we can compute the energy consumed per cycle and the power up to time 

K: 
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(2.5) 

where Tc is the clock cycle time. 

ei( k) is the energy in cycle k in the simulation run j. 

For a given K, the set (PK 1
, PK2

, •••• , PKN) will form a random sample of the ran

dom variable Pg, and from law of large numbers, the average of these values will 

tend to E(PKIXO). 

(2.6) 

Najm fixes N to be 50 and to improve the convergence of the average value of the 

50 samples to E(PKIXO), he increases the value of K, because 

lim Var[PKIXO] == 0 
k➔oo 

(2.7) 

If the value of K is large enough such that 

(2.8) 

is satisfied, then the condition in Eqn. 2.6 is achieved. We can then start monitoring 

the two power values resulting from the two sets of runs to determine if their µN(/{) 

have converged to E(PK ). When this convergence is achieved, the simulation is 

stopped. Because of the assumption that the machine becomes independent of the 

initial state as time tends to infinity, the two values of power must converge to the 

same value as simulation is done longer and longer. Convergence is declared when 

the average and the difference of the two values are within a window of ±e, in three 

consecutive clock cycles. The advantage with this approach is that the correlations 

at the state inputs of the finite state machine are automatically considered as the 

latch and combinational logic block are not decoupled. Errors of less than 5% at 

reasonable computation time have been reported. 
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The modified Monte-Carlo method [Roy96] removes the assumption made in 

[N ajm2'95] [Saxena97], of the state-machine becoming independent of the initial 

state as the machine is exercised over a long period of time. This could prove 

important in some machines because of the existence of near-closed (NC) sets, 

which can bias the sampled power value and cause the simulation to terminate 

improperly. A Near-closed set is a set of states such that once the state machine 

enters that set of states, the probability that the state machine will leave that set 

of states is very low, or vice-versa. These NC sets are a problem, because if during 

simulation the initial state of the state machine is chosen to be in one of these 

sets, then the sampled power value during the simulation will be reflective of only 

those states inside that set. This is because with the set of vectors applied during 

"the simulation, the state machine might have never gone from one NC set to the 

other. This method builds over the existing Monte-Carlo techniques. The only 

difference is that, instead of simulating the circuit with some random initial state, 

this method carefully selects the initial state, after identifying the presence of near

closed sets. For example, if there are two near-closed sets in a state machine, with 

probabilities P( Gi) and P( G2) (P( G1 ) + P( G2 ) = 1 ), then in each of N simulations 

of the circuit, the initial state is chosen from GI with probability P( Gi) and from 

G2 with probability P(G2). So the normalized power would be given as 

Power= (PowerlG1)P(Gi) + (PowerlG2)P(G2) (2.9) 

The increased accuracy that this method brings, comes at the cost of extra com

putation to determine first the presence of near-closed sets and if present, their 

probabilities. Average relative errors of less than 3% have been reported with this 

method. 

Yuan and Kang [Kang97] propose a statistical procedure to overcome the prob

lem in all statistical mean estimation techniques of requiring independent and iden

tically distributed power data i.e., a random sample of mutually independent power 

data. The sequential procedure they recommend determines an appropriate inde

pendence interval, separated by which two sample power data in a power simulation 
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can be treated as mutually independent. A distribution-independent stopping cri

terion is applied to choose an appropriate convergent sample size for the power 

data. Very accurate results have been reported for this method (less than 1.5% 

error), for input activity of 0.5. 

All the simulation-based techniques discussed so far require simulation vectors 

to be either randomly generated or to be picked directly from a typical application of 

the state machine. Sometimes these typical vector sets are very large (in the order of 

millions). It is unrealistic to simulate the machine for all these vectors. Techniques 

have been proposed for vector compaction while preserving the correlations present 

.. in the vector set, both temporal and spatial. They either use data structures 

[Pedram97) [Marce97) to capture the correlations of a fixed order in the input or 

use statistical techniques [Kozhaya97] to select a limited set of "blocks of vectors" 

from the large input set. 

2.1.2 Analytical Techniques 

Analytical techniques for sequential circuit power estimation, in general, are 

based on solving a system a linear or non-linear equations, for the state line prob

abilities. All these techniques assume that the FSM is Markov [Papoulis84), while 

calculating the state line probabilities, so that its future is independent of its past 

once its present state is known. Once the state line probabilities are known, and 

with primary input probabilities available from the user, the activity of the inter

nal circuit nodes is calculated by propagating these input signal probabilities. The 

input signal/state probabilities are propagated to the internal circuit nodes under 

the assumption of input spatial independence. Average power of the circuit is then 

calculated from the basic power equation. The approach in [Bachtel) attempts a 

direct solution of the Chapman-Kolmogorov equations [Papoulis84). While it is 

accurate, it remains computationally quite expensive and the largest test cases pre

sented contain less than 30 latches. The method in [Devadas94) solves a system of 

non-linear equations to get the present-state probabilities. Given the probabilities 
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P1, P2, .... , Pn of the primary inputs of the state-machine and the probabilities of the 

present state lines Pps = (ps 1 , ps2 , ... , psn) and assuming that the present state lines 

are independent, one can compute the next state probabilities as F(Pp,)• The func

tion F() is non-linear and is determined by the combinational function implemented 

by the state machine. In general, if the next state probabilities form a vector Pns, 

then Pn, =/:- F( Pps), because the present state lines are not independent. But the 

method in [Devadas94] makes the assumption that Pns ~ F(Pp8 ). Since Pn., = Pps, 

due to feedback, the system solves for the system P = F(P). One of the problems 

with this approach is that of independence assumption for the state lines, which is 

not true in practice. [Devadas94] also tries to correct this problem by accounting for 

m-wise correlations between state bits when computing their probabilities. Inspite 

of all these shortcomings, good results have been reported with this method ( errors 

less than 5%). 

2.2 RT-level Sequential Circuit Power Estima

tion 

Register-Transfer Level power estimation of sequential circuits is better than 

gate-level power estimation in two ways: 

• Power estimation at the Register-Transfer level is available earlier in the de

sign cycle. In the absence of RTL power estimation, synthesis of the RTL 

design to gates and power estimation with gate-level power tools are neces

sary steps in the design process. 

• Power estimation at this level is faster. This is because at the RT-level we 

work with boolean equations rather than circuits, which means that the gran

ularity is larger. 

The structural RTL representation of a VLSI IC is shown in Figure 2.3 [Nur97]. At 

the RT-level, an FSM has no fixed circuit structure yet i.e., the RTL description of 
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Figure 2.3: Structural RTL Representation of an IC 
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the FSM has not yet been synthesized into gates. This makes power estimation of 

an FSM at RT-level a very hard problem. Each design has its own unique control 

path, which means that there are, to most parts, no standard control path designs. 

This is unlike the datapath elements (micro-architectural blocks) like the adder, 

multiplexer etc., which are commonly used in most designs. The functionality 

and circuits for these standard datapath elements are known apriori, which in 

effect, fixes the physical capacitance ( or power) of these elements. Characterizing 

these known circuits for power would then allow for RTL power estimation of the 

datapath. But the power dissipated by a finite state machine depends on the 

specification of the finite state machine, which is not known until run time. So 

power prediction at this level has to be purely based on parameters available at 

this level, like the number minterms in the boolean function representing the state 

machine, the number of literals in the sum of product terms of the boolean function 

etc.. All proposed techniques for sequential circuit power estimation at RT-level 

fall into one of two categories: 

• Predictive techniques 
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• Descriptive techniques 

All of these techniques break the FSM into a combinational block and a set of 

latches. The techniques then estimate the power of the combinational block. The 

latch power, which could be calculated from a knowledge of the latch output activity 

obtained from a high level simulation, is then added to the combinational logic 

power to yield the total power. Since these techniques decouple the latch and 

the combinational logic block, the correlation information at state inputs of the 

combinational logic block are lost. 

2.2.1 · Predictive Techniques 

These techniques estimate power without the need for a pre-characterization 

step. All predictive techniques found in literature for FSM power estimation at 

RT-level use the concept of entropy, an information theoretic measure, to estimate 

circuit activity. The entropy of a random boolean variable X is defined as 

1 1 
H(X) = p log-+ l - p log--

P 1- p 
(2.10) 

where p represents the signal probability. In the entropy-based power model pre

sented in [Nemani97} [Nemani96}, the authors observe that the power is proportional 

to the product of physical capacitance and activity. They then use area as a mea

sure of physical capacitance and entropy as a measure of activity. In using entropy 

as an approximation for activity, the input signals are assumed to be temporally 

independent. 

Pav oc Capacitance x Activity oc H L Ci 

A model is then derived for the average entropy (H) as a function of input and 

output entropies, under the assumption that the entropy inside the circuit decreases 

quadratically with circuit depth. The final expression obtained for the average 
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entropy is shown in Eqn. 2.11, where n is the number of primary inputs, mis the 

number of primary outputs, H is the total entropy, Hi is the total input entropy 

and H0 is the total output entropy. 

HR:~ (Hi+ 2Ho) 
3 n+m 

(2.11) 

Nemani and Najm also present a model for the area complexity of a boolean function 

based on the concept of average cube complexity. Average cube complexity is the 

average literal count of the prime implicants of the function. The area model is 

A(f) = 2C(/) k( H) (2.12) 

where C(f) is the average cube complexity and k(H) is a proportionality constant 

that depends on the entropy H. The relative errors of the above models have been 

more than 100% [Nemani97] in some cases. The average entropy proposed in [Ne

mani96], underestimated the circuit activity in some examples. This is understood 

because the circuit activity depends on the functionality of the circuit as well as 

the type of data being processed. For example, the proposed model will return the 

same result for two different functions that have identical average entropy. Ad

ditionally the average entropy may be predicted to be the same for two different 

input streams applied to the circuit. Marculescu et. al. [Marce96] have made an 

effort to estimate switching activity based on both the entropy and the distribution 

of nodes in the circuit. 

All the predictive techniques discussed above have some practical limitations. 

First of all, they ignore glitch power because they assume zero-delay model of op

eration. Temporal correlations at the inputs are ignored because of the assumption 

of independence of signal values in successive clock cycles. And finally, the circuit 

capacitance is assumed to be uniformly distributed over the circuit, which might 

not hold in practise. 
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2.2.2 Descriptive Techniques 

These techniques require pre-characterization of existing finite state machines of 

varying complexities and construction of an RTL power model equation. Activity 

based control model (ABC) proposed by Landman [Landman96] builds a model for 

an FSM implemented in standard cells as: 

(2.13) 

The first product term measures the input plane complexity of the FSM i.e., the 

amount of decoding that needs to be done at the input of the FSM. Similarly the 

second term measures the output plane complexity. ti, t 0 are the transition proba

bilities of the inputs and outputs i.e., the fraction of the input and output bits that 

toggle per cycle. Ni is the sum of the number of state bits and primary inputs. N0 

is the sum of the number of state bits and primary outputs. NM is the number 

of minterms in the logic minimized control table of the finite state machine. Ci 

and C0 are the capacitive coefficients estimated during the characterization phase. 

The characterization phase consists of actually measuring the switched capacitance 

( a proxy for power) for FSM (in control table format) implementations of varying 

complexities and input and output activities. Since it is impractical to character

ize all possible FSM implementations, randomly generated control tables are used 

instead. The observed switched capacitance values are then used to find the ca

pacitive coefficients that give the best fit to the measured data. All terms except 

NM are available from a high level description/simulation of the state machine. 

NM is obtained by optimizing the circuit using a logic optimizer like espresso and 

then using the number of min-terms in the minimized boolean table as an estimate 

of NM. Max error of 29% has been reported [Landman96] with this approach. 

Unfortunately, results of model performance are shown for just two circuits. The 

disadvantage with this approach is the requirement of a logic optimization step to 

determine NM. State line correlations are not accounted for since this technique 

decouples the combinational block from the latches. 
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2.3 Chapter Summary 

This chapter summarized the techniques proposed so far for sequential circuit 

power estimation. Each method has its own advantages and disadvantages. Only 

the gate-level Monte-Carlo simulation-based techniques take care of the correlations 

among the state bits of a sequential circuit. None of the RTL methods account for 

the correlations among the state bits. Gate-level circuits require the synthesis of 

the FSM RTL description to a set of technology-dependent library-gates. None 

of the RTL methods need this step, though the ABC model requires a single run 

of a logic-minimization tool like espresso. Errors in excess of 100% have been 

reported for some of the RTL techniques. Gate-level techniques are much more 

accurate with errors less than 5%. The power model studied in this thesis takes 

a path in between the existing RTL and gate-level techniques in an attempt to 

balance speed and accuracy. This will be discussed in the next chapter. Note 

that none of the techniques found in literature attempt a qualitative judgement 

about choice of finite state machine implementation (like one-hot Vs. horizontal

encoded FSM) from a set of broad alternatives. They all attempt only a quantitative 

measurement of the average power of an FSM. The new method studied in this 

thesis affords both a quantitative measurement of the average power of an FSM and 

also a qualitative comparison among different finite state machine implementations. 

This new method is studied in the next chapter. 
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Chapter 3 

New RTL Power Estimation 

Method For Sequential Circuits 

Chapters I and II talked about the general problem of power estimation and the 

methods proposed so far for power estimation of sequential circuits. The picture 

that emerges from these two chapters is that power estimation at the RT-Level 

is much faster than at the lower levels, but at a reduced accuracy. The goal of 

this chapter is to introduce the new method proposed in this thesis for RTL power 

estimation of sequential circuits. The proposed RTL power estimation technique 

differs from the existing techniques in two ways: 

• It requires a low-effort synthesis step as part of the RTL power estimation 

process. Low-effort typically means synthesis without optimization. 

• The model developed is synthesis-tool-specific. 

Previous methods were either not synthesis-tool-specific [Nemani97] [Nemani96] 

[Marce96] or did not require a low-effort synthesis step [Landman96] or both [Ne

mani97] [Nemani96] [Marce96]. These techniques are fast in power estimation, as 

is required at the RT-level, but are poor in accuracy. Errors in excess of 100% are 

reported for some of these techniques, as discussed in the previous chapter. The 

new method studied in this thesis aims to strike a balance between accuracy and 

speed of estimation. Also, it includes both qualitative and quantitative measures for 

power estimation. The quantitative measure attempts to give quantitative results 
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for the average power dissipation of finite state machines. The qualitative aspect of 

it tries to give enough information to the designer to make informed decisions about 

choice of finite state machine implementation from a set of broad alternatives. 

Pure RTL estimation techniques [Nemani97) [Marce96J [Landman96] are fast, 

but are inaccurate. Where as, pure gate-level [Najm2'95] [Saxena97J [Roy96) [De

vadas94] estimation techniques have very good estimation accuracy, but are slow. 

The new method attempts to improve the accuracy without trading-off "too much" 

of estimation time through a "quick" gate-level analysis of the circuit. A "quick" 

gate-level power analysis of the circuit could be done through probabilistic [De

vadas94] [Marce94] or empirical [Shravan98) techniques for propagation of the cir

cuit input activity values to the internal nodes of the circuit and calculating the 

power dissipated at each node in the circuit. Addition of all these power values 

yields the overall circuit power. The gate-level analysis takes place on an unop

timized circuit, which is got through a "quick" low-effort synthesis of the RTL 

description. Low-effort synthesis means a synthesis without any design constraints 

imposed or a synthesis without any synthesis optimization steps, which is much 

faster than a synthesis step with optimizations included. This time gain is cru

cial to make the new technique work at RT-level speeds. Examples of time gain 

achieved for different benchmark circuits will be presented in the next chapter. A 

secondary factor affecting the speed of this technique, is the speed of the gate-level 

power analysis itself. The faster the analysis, the better. The requirement of a syn

thesis step as part of the power estimation process binds the model developed to 

the synthesis tool used to develop the model. The implication of this requirement 

is that the model has to be recomputed if the synthesis tool changes. But, the 

proposed method is generic in its applicability towards power estimation from any 

given RTL description. Though the new model has a direct application in power 

estimation of finite state machines, it could as well be used to predict the power of 

an unsynthesized RTL-block ( also called micro-architectural block) like an adder, 

multiplexer etc., which are combinational. 
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I Term II Meaning 
SOP The number of product terms in the sum-of-product expressions 

of the primary outputs of the FSM. 
LIT The number of literals in the sum-of-product expressions 

of the primary outputs of the FSM. 
DC The number of product terms in the sum-of-product expressions 

of the don't-care set of the output functions of the FSM. 
DCLIT The number of literals in the sum-of-product expressions 

of the don't-care set of the output functions of the FSM. 
PI Number of primary inputs to the finite state machine 
PO Number of primary outputs from the finite state machine 
STATES Number of states in the finite state machine 
Popt Power of the optimized implementation of the FSM 
Power opt 

Punopt Power of the unoptimized implementation of the FSM 
p owerunopt 

SW_CAP Switched Capacitance of the FSM 
l(, Power-model coefficients 

Table 3.1: Notation 

Quantitative power estimation with the new method has two main phases, built 

upon a power model: 

• Power Characterization Phase 

• Power Estimation Phase 

These two phases are discussed in the next few sections. Qualitative measures with 

the new model would require the same phases mentioned above but without actually 

building the power model. Table 3.1 summarizes the notation used throughout this 

thesis. The next section discusses the motivation for the new power model and 

section 3.2 explains the new power model in detail. Sections 3.3 and 3.4 discuss 

the power characterization and power analysis phases with the new power model. 

Discussion in the rest of the chapter centers around finding a quantitative measure 
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for the average power. As required, changes that are needed in the different phases 

to reflect qualitative predictions about power will be made. 

3.1 Motivation For A New Power Model 

Finite state machine power estimation at the RT-Level can be approached in 

two ways. One approach would be to assume nothing about the structure of the 

circuit synthesized from the RTL description of the finite state machine, except to 

build theoretical models for the distribution of activity within a circuit, as is done 

in [Nemani96] [Nemani97]. These are pure-RTL techniques. This approach has two 

main disadvantages. The first and foremost being the loss of the ability to model 

correlations (both temporal and spatial) among the internal signals of the circuit. 

This is because the circuit structure dictates what correlations exist among the 

different signals inside the circuit. The resulting inaccuracies could result in errors 

as high as 100% [Nemani97]. The second disadvantage with all proposed techniques 

which follow this approach is that, they decouple the latch and the combinational 

logic of the FSM and work with either the average value of the input signal activity 

or the average value of the input entropy. This results in the loss of information 

about the spatial and temporal correlations that exist among the inputs (primary 

inputs and state bits) to the combinational logic block of the state machine, leading 

to additional inaccuracies in estimation. 

The second approach to RTL power estimation of sequential circuits needs some 

information about the circuit structure of the synthesized RTL description. Because 

it needs structural information about the circuit, techniques which follow this ap

proach are not pure-RTL techniques, but rather a combination of RTL and gate

level techniques. Previously done research which follows this approach [Marce96], is 

analytical in nature and is based on the notion of estimating the average switching 

activity of the circuit from the input and output entropies (informational energy) 

of the circuit and an implementation dependent information scaling factor. It does 
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not account for the correlations that exist among the input signals to the finite 

state machine and also among the signals internal to the circuit. Unfortunately, 
•: 

results are reported in [Marce96] for only RTL combinational-blocks and none for 

FSMs. The method investigated in this thesis follows the second approach of using 

some structural information about the finite state machine. The proposed method 

is motivated by the need for fast power estimation of random logic and finite state 

machines, at acceptable levels of error. Existing methods are either not sufficiently 

accurate [Nemani97] or not fully proven [Landman96] [Marce95] to be of commer

cial value. Looking back at [Nemani97] [Landman96] [Marce95], it is clear that the 

primary source of error in RT-Level power estimation is the lack of gate-level circuit 

implementation of the RTL description. So, if it is possible to get a gate-level im

plementation of the RTL description "quickly", we could extract accurate values of 

power, through either gate-level simulation or gate-level probabilistic or empirical 

techniques, at close to RT-level speeds. This method would be accurate because 

it is based on gate-level power analysis and it would be fast because it needs only 

a synthesis step with no optimization. But, in practise we are more interested in 

the power of the optimized implementation of the circuit and it is also a known 

fact that synthesis with optimization produces very different results for the circuit 

structure, and hence power, compared to synthesis without optimization. So, a 

necessary step in the new power estimation method, would then be to characterize 

the change in power between the optimized and unoptimized implementations of a 

given circuit. 

3.2 Power Model 

As discussed in the previous section, the new method estimates the power of an 

unoptimized implementation of the FSM, through a gate-level power analysis and 

then from a knowledge of how the optimizer changes the power of a circuit during 

optimization, applies a scaling factor to that power, to yield a final power value. 
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The effect of the optimizer on power is what is captured in the power model. 

The parameters available from an RTL description, which are indicative of the 

complexity of the boolean circuit are listed in Table 3.1. There are parameters 

other than the ones listed in the table, which could also be obtained from an RTL 

description. An example would be the average literal count in the prime-implicants 

of a boolean function. But, these need more processing of the RTL description and 

are not listed and used in the new model. [Nemani97] uses the average value of 

literal count in the prime implicants of a function to estimate the gate count and 

hence the power of the optimized implementation of the function. The idea behind 

the new power model is to capture the effect of the optimizer (i.e. the synthesis 

tool) on the power of the unoptimized circuit, as a function of these top-level vari

ables (parameters), i.e. 

Power opt 
--- =f(PI,PO,LIT,SOP,DC,DCLIT,STATES) (3.1) 
Power,mopt 

It is known that all of these top-level variables have some influence on how the 

optimizer optimizes the circuit. But, the degree of dependence of the optimization 

on each of these top-level variables, individually, and their interaction effects are 

not clear. No previous work exists, which models these inter-relationships. As 

an example of these complex relationships, two circuits with the same number of 

number of ON(l)-minterms and DC( don't care)-minterms can result in entirely dif

ferent optimizations (an ON-minterm is a product-term corresponding a '1' entry 

in the Karnough map and a don 't-care-minterm is a product-term corresponding 

an 'X' entry in the Karnough map). For the two functions shown in Figure 3.1, 

which have the same number of 1 and don 't-care-minterms, optimization results in 

different expressions for the output function and hence the structure of the circuit. 

It requires the higher sophistication of a synthesis tool to model all these effects 

accurately. This is a computationally expensive process and is not amenable to 
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Figure 3.1: Illustration of Different Synthesis Results for Circuits with same number 
of ON-minterms and DC-minterms 

RT-level speeds. Also, it is a question of how each optimizer optimizes the circuit. 

Every optimizer applies its own set of local optimization techniques. Frequently, op

timizers use heuristics in their optimization steps. Every optimizer uses a different 

heuristic. Modeling all optimizer details would then preclude the new technique 

from being a generic technique. The question in this thesis is whether the opti

mizer's behavior is predictable from an analysis of interaction of all the top-level 

variables. If for example the power-ratio is linear in all top-level variables, then the 

function in Eqn. 3.1 can take on a form like: 

Power opt 

Poweru.nopt 
K1PI + K2PO + I<3LJTERALS + l<4SOP 

+I<5ST AT ES+ K6 DC + I<7 DC LIT+ Ka (3.2) 

Henceforth, we will call the ratio Power011tf Poweru.nopt as the power-ratio. The 

coefficients /{1 to I<7 represent the slopes associated with the different terms in the 

equation. The constant term Ka represents an average value of the power-ratio, 

in a least-squares sense. The values of these coefficients are estimated through a 

characterization process, and are specific to a set of cell-library and synthesis and 

layout tools used. Although these coefficients are in general evaluated for power

ratio values, they would not change if they are instead evaluated for the switched 

capacitance ratio values, as long as the time period over which the power values are 

calculated is the same for both the optimized and the unoptimized circuits. Under 
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this constraint of equal iitll<' p<•riods, modeling the switched capacitance is the same 

as modeling power. The t1]('t.hodology followed for finding exactly what the function 

in Eqn. 3.1 looks like, is dif'l<'tl!-!S<'d in the next chapter. Note that the function in 

Eqn. 3.1 does not explicit.ly iucludc an activity term, although power dissipation in 

a CMOS circuit is a fuuct.ioll of t.hc signal activity. This gap is bridged by plotting 

the power-ratio as a fundioll of circuit input activity for several different circuits 

and then adding a correct.ion fact.or to Eqn. 3·1, if the power-ratio is found to vary 

with activity. ThiH would hen iwrcssary step in the model characterization process. 

3
_3 Power Charact.erization 

The power charact.eriial.i(,ll process is an empirical study of existing finite state 

machines of varying cornplt-xitil'H a.ud consiSts of extracting the technology-specific 

power model cocfficient.5. 'l'lw id<•a here is to actually measure the difference in 

power dissipated between t.111' optimized and unoptimized implementations of cir

cuits of varying complexit.ic•:-i, for II fixed input activity. The observations are then 

used to find a set of model nu•fliricuts that give the best fit to the measured data. 

Eqn. 3.1 can be writte11 i11 11wt.rix form as 

PR= Power-Ratio Matrix 

T = Parameter Matrix 

h'. = Coefficient Matrix 

PR= TK (3.3) 

Eqn. 3.3 in expanded fonu is shown in Figure 3.2, for a power-model with 

only linear terms of the top-1<-vcl v,triables. The parameter matrix is derived from 

the RTL descriptions of circuit:-. :,;t.udied during the characterization phase. Details 

about the number and nature of circuits studied in the characterization phase ( and 

hence the number of rows in carli of the matrices) appear in the next chapter. 
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Figure 3.2: Power-Ratio Matrix 

The power-ratio matrix is formed from the power simulation of these circuits with 

a low-level simulator. The coefficient matrix is estimated by the model coefficient 

extractor, which is a tool like Matlab. The flow of the power characterization phase 

is shown in Figure 3.3. The ovals in this figure represent either an input to the flow 

or an output from the flow. The rectangles represent the functional parts of the 

flow. 

There are five distinct sub-phases in the power characterization phase. 

1. High-level circuit synthesis of the RTL description, with and without opti

mization 

2. Input vector generation 

3. low-level power estimation 

4. Model coefficient extraction 

5. Analysis of sensitivity of power-ratio to input activity 
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3.3.1 High-level Circuit Synthesis 

This step involves converting the RTL description of a Finite-State Machine 

into a low-level (gate or transistor) circuit description. This step can be subdivided 

into two separate steps: 

• Logic synthesis of the RTL description of the finite state machine using a 

synthesis tool like SIS, to yield a gate-level description of the finite state 

machine 

• Optionally, converting the gate netlist from the previous step into a transistor

level netlist, by placing and routing the gate netlist, using a tool like MAGIC. 

This step would only be required if the low-level power analysis is done at the 

transistor level, which would not be preferred for speed considerations. 

The two inputs to the synthesis tool are the RTL description of the FSM and a gate

cell library. The layout and route tool takes the transistor-level description of the 

cells and the gate netlist from the logic synthesis tool, as its inputs. Two separate 

runs of the high-level circuit synthesis have to be done, one with logic optimization 

done during the logic synthesis step and another without logic optimization done 

during the logic synthesis step. These two runs will yield two functionally-equivalent 

circuits, which have different circuit structures and power values. The ratio of the 

power values from these two runs of the synthesis tool generates the power-ratio 

matrix. The reader must be aware here that though two separate runs of circuit 

synthesis are required during the power characterization phase, only one run of 

the circuit synthesis (unoptimized run) is needed during the power analysis phase, 

when the designer actually uses the model developed in the characterization phase. 

This flow is shown with dark arrows/boxes in Figure 3.3. More details of the power 

analysis phase follow in the next section. There are several different optimizations 

possible during the logic synthesis step. Optimization could be done for minimum 

area of the resulting circuit or optimization could be done for minimum delay of the 

resulting circuit, or it could be done for a combination of the two. Each of these 
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optimizations could potentially result in different values for the model coefficients. 

The choice of the optimization made for study in this thesis is discussed in the next 

chapter. 

3.3.2 Input Vector Generation 

This step generates the input vectors, of given statistics, for use by a low

level power simulator like QUICK POWER (gate-level) or IRSIM (transistor-level). 

Questions about the number of vectors, time of simulation for each vector and 

circuit input switching statistics used for the experiments will be addressed in the 

next chapter. It would suffice to say now that a supplementary program generates 

these vectors. The inputs to this program are the number of vectors to be generated, 

the number of bits in a vector and the input vector statistics. 

3.3.3 Low-level Power Estimation 

This step involves estimating the power dissipated by the optimized and unopti

mized implementations of the FSMs under study, using a low-level power estimation 

tool like QUICK POWER. The power estimation tool takes the two circuits gener

ated from the high-level circuit synthesis step as its input, along with the vectors 

generated by the vector generation program. Power estimation could either be 

simulation-based, as with QUICK POWER or it could be based on any gate-level 

probabilistic or empirical techniques. The presence of a power-characterized cell

library along with a method for efficient propagation of the circuit input transition 

probabilities to the internal nodes of the circuit, would make the latter choice faster 

than the simulation-based techniques. Note that the model coefficients would di

rectly depend on the low-level power analysis tool used and this creates one more 

binding on the power model. In simulation-based power estimation, a couple of 

precautions have to be taken during the simulation runs. The power simulation 

starts with putting the state machine in some random initial state. First, care has 

to be taken to make sure that the choice of initial state for the state machine does 
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not the bias the measured power value. This could be done by choosing a vector 

sequence long enough to make the state machine independent of the initial state. 

Secondly, the simulation runs have to account for the presence of near closed sets in 

the state machine, if there are any, as per the discussion in chapter 2. So, instead 

of just doing one simulation run with some random initial state, repeated runs with 

different random initial states have to be done. 

3.3.4 Model Coefficient Extraction 

The penultimate step in the characterization process is the model coefficient 

extraction. This step extracts values of the model coefficients K1 ,K2 .... KN. The 

model coefficients are extracted by solving the linear system shown in Figure 3.2, 

using a technique like Singular Valued Decomposition (SYD). The power-ratio ma

trix is obtained at the end of the low-level power estimation step. The parameter 

matrix is obtained by processing the RTL description of the FSM, through a sup

plementary program. 

3.3.5 Analysis of Power-Ratio Sensitivity to Input Activity 

The final step in the characterization process would be to plot the sensitivity 

of the power-ratio of an FSM, as a function of the primary input activity. This 

could be done by evaluating the power-ratio for various values of the primary input 

activity and plotting them against the activity values. A complete range of input 

statistics would yield a robust model. These plots must be repeated for a number of 

circuits of varying sizes. These plots would determine whether a correction factor 

is needed to be applied to Eqn. 3.1, to account for any effect that the input activity 

might have on the power-ratio. 

For making qualitative inferences about the "power performance" of the op

timizer, the only change required in the power characterization phase described 

above is that the model coefficient extraction and sensitivity analysis steps are not 
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required. No power model is actually built i.e., no coefficients are extracted. In

stead, we look for qualitative trends and measures regarding the performance of 

the optimizer in changing the power of an unoptimized circuit. This is shown with 

the Qualitative Analysis box in Figure 3.3. 

3.4 Power Analysis 

Given the power model from the power characterization phase, the power anal

ysis process estimates the power of the optimized implementation of a given finite 

state machine. The flow-chart in Figure 3.4 gives the power analysis process. The 

power analysis of a FSM consists of four steps: 

1. High-level Circuit Synthesis of the FSM with no optimization 

2. Low-level power analysis of the unoptimized circuit 

3. Power-Ratio calculation based on the RTL description of the FSM and the 

power model 

4. Application of the power-ratio from step 3 to the power value from step 2, to 

predict the power of the optimized circuit. 

3.4.1 High-level Circuit Synthesis Without Optimization 

Power analysis starts with an unoptimized circuit synthesis of the RTL descrip

tion of the FSM under consideration, to yield a low-level description of the design. 

The cell-library used during synthesis must be the same as the one used during the 

model characterization phase. The resulting structural description of the design 

will become the input for low-level power analysis. 
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3.4.2 Low-level Power Analysis of the Unoptimized Circuit 

The low-level circuit description resulting from the high-level circuit synthesis 

step becomes input to the power estimation tool. The other input to the power anal

ysis tool is the input vectors from the user. There are two different choices available 

for the generation of input vectors. The user could specify just the input statistics 

of the finite state machine and then vectors could be randomly generated conform-
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ing to those statistics. Or, the vectors could come from a real-world application of 

the finite state machine. The later would be preferred wherever possible. Low-level 

power analysis is possible at both the gate-level and transistor-level. Gate-level 

power analysis would be preferred for speed considerations. There are two different 

options for gate-level power analysis. It could be either simulation-based, using a 

gate-level simulation tool like QUICK POWER, or it could be probabilistic or em

pirical. The method followed here must be same as the one used during the power 

characterization phase. The use of empirical or probabilistic techniques would re

quire a power-characterized cell-library. Power-characterized means the cell-library 

has been characterized for cell power dissipation for a wide range of input activi

ties. A power-characterized cell-library, along with a fast and efficient technique for 

propagating the input signal probabilities to the internal nodes of the synthesized 

circuit, would give the capability to calculate the power dissipated by each cell in 

the circuit. Addition of the power dissipated by each cell would then yield the aver

age circuit power. Obviously, the latter method is faster than the simulation-based 

method. 

3.4.3 Power-Ratio Extractor 

This phase consists of extracting the value of the power-ratio for the FSM under 

analysis. The two inputs to this stage are the power model coefficients from the 

power characterization phase (K) and the top-level parameters of the FSM from the 

RTL description of the FSM(T). The equation PR=T.K yields the required power 

scaling factor. 

3.4.4 Correction Factor for Power 

The final step is to multiply the unoptimized power obtained from step 2 with 

the value of power-ratio obtained from step 3, to yield the estimated value of the 

power of the optimized circuit. 
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For making qualitative judgements about choice of finite state machine implemen

tation from a set of broad alternatives, the designer needs to go through only up to 

the low-level power estimation ( on an unoptimized circuit) step, in the power anal

ysis phase described above. Judgements about which design alternative to pick for 

the final implementation follow from the unoptimized power values of the different 

design alternatives and from qualitative inferences made in the power characteriza

tion phase. This is shown with the prediction about choice of implementation box 

in Figure 3.4. 

3.5 Chapter Summary 

This chapter presented the motivation behind the new method for RTL power 

estimation of sequential circuits and the quantitative and qualitative aspects of 

the new method. Quantitative measures of the average power dissipated by an 

FSM are made by first doing a quick gate-level power-analysis of an unoptimized 

implementation of the FSM and then applying a correction factor to it, to yield the 

average power of the optimized implementation of the FSM. The correction factor 

for the power comes out of the power model. The power-model is built out of 

parameters directly available from the RTL description of the finite state machine 

and the coefficients of the model are estimated during the power characterization 

phase by studying finite state machine implementations of varying complexities. 

Qualitative judgements about choice of finite state machine implementation from a 

set of broad alternatives are made by first estimating the power of the unoptimized 

implementations of the different alternatives and then using the knowledge gained 

in the characterization phase about the qualitative performance of the optimizer in 

reducing the power of the unoptimized circuits. No power model is actually built 

for qualitative analysis with the new method. 

The next chapter discusses the evaluation of the model proposed in this chapter. 
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Chapter 4 

Power Model Evaluation 

The previous chapter explained the new power model in detail and the power 

analysis process with the new model. This chapter presents experimental results 

with the new power model. First, the experimental setup used for evaluating the 

new power model will be presented and then the actual experimental results for 

both the qualitative and quantitative measurements with the new model will be 

presented. The power model was studied using a large set of randomly generated 

boolean circuits and several MCNC91 benchmark circuits. Note that throughout 

the experiments with all the benchmark circuits and randomly generated circuits, 

the model coefficients were evaluated, not for the power values of the circuits, 

but for the switched capacitance values of the circuits. This would not make any 

difference, because the clock period over which the power value is calculated is 

the same during both the model characterization and evaluation phases. In short, 

modeling the energy, instead of the power is carried out. Again, for the same 

reason, the words power and switched capacitance will be used interchangeably, 

throughout this chapter. Also, throughout this chapter, the words synthesis tool 

and optimizer are used interchangeably. Wherever needed, deviations made from 

the setup proposed in chapter 3 for the power characterization and power analysis 

phases will be marked and explained. 



46 

4.1 Experimental Setup 

This section discusses all the details that went into performing the experiments. 

Specifically, the tools used for the experiments, the technology-library used for 

the synthesis, the custom/benchmark circuits studied and other supplementary 

programs used for several important functions will be discussed. Experimental 

setup is first described with respect to finding a quantitative measure for power. 

Then the setup for the qualitative aspect of power prediction will be described. 

4.1.1 Power Characterization Implementation 

The experimental setup for the model characterization phase is shown in Figure 

4.1 

4.1.1.1 Logic Synthesis with SIS 

The synthesis of the finite state machine was done with SIS [Sis], a public

domain synthesis tool from UC-Berkeley. The FSM descriptions of all MCNC91 

circuits are fed into the synthesis tool in the kiss format, a special format for spec

ifying finite state machines. This format has the advantage of specifying symbolic 

codes for the states in the state machine, thus allowing the synthesis tool to apply 

state minimization techniques and to choose optimal state assignment for the state 

machine. Other formats like BLIF come with state assignment done for the state 

machine and hence do not allow the synthesis tool to do state minimization and 

state assignment for the state machine. The kiss format, thus has the advantage 

of conveying the same information that any state machine description written in a 

Hardware Description Language (Verilog HDL or VHDL) would convey. An exam

ple finite state machine in the kiss format is shown in Appendix C. The cell-library 

used in synthesis was built out of standard gates (inverter, nand, nor, dff), devel

oped locally in PSU using the MOSIS 1.2µ SCMOS technology. For the randomly 

generated circuits, the standard espresso format was used. 
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Low-effort or unoptimized synthesis was done in SIS with the following steps: 

• State assignment for the state machine 

• Mapping the state assigned state machine to the cell-library for minimum 

area. The mapping process in SIS is done against at least one design con

straint. Minimum area mapping was done for this step, because it is the 

fastest. 

Synthesis with optimization was done as follows: 

• State minimization of the finite state machine 

• State assignment of the finite state machine 

• Technology independent logic minimization 

• Mapping of the logic-minimized circuit to the gate-cell library, for minimum 

delay. The choice of synthesis for minimum delay was made to account for 

the worst-case power dissipation of the circuit. 

For the randomly generated boolean circuits, the synthesis steps are the same as 

for the benchmark set, but without any state minimization and assignment. 

4.1.1.2 Place and Route with MAGIC 

The synthesized circuit from SIS was placed and routed with MAGIC [Magic]. 

Supplementary scripts automate the process of converting the SIS gate-netlist de

scription to a MAGIC layout description and then invoking the MAGIC channel

router to route the necessary connections. These scripts run in batch mode and 

hence are quite fast. The output from this stage is the transistor-level netlist. This 

step is required because throughout the experiments, all power analysis are done 

at the transistor-level, as against the gate-level. This is because of the ease of inte

gration of IRSIM ( a switch-level circuit simulator) with the other tools used in the 

design flow and the lack of a working tool-set which employs gate-level probabilistic 

or empirical techniques for power estimation. 
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4.1.1.3 Input Vector Generation with NEWGEN 

The C program, NEW GEN, generates vectors for the power analysis, to specified 

input statistics. The inputs to the program are the number of pins in the circuit, the 

pin transition probability values, and the number of vectors to generate. During the 

characterization phase, UWN input activity was used, as this is very commonly used 

and found in literature for reporting results and a good starting point for extending 

the analysis to a complete range of input statistics. The number of vectors needed 

for reliable power estimates is calculated as per Eqn. 2.1 in chapter 2. [Saxena91] 

reports maximum numbers of 2000 vectors and average numbers of 500 vectors to 

achieve convergence as per Eqn. 2.1, for a wide variety of benchmark circuits, at 5% 

estimation error and 95% confidence level. Based on this observation, the number 

of vectors was fixed at 4000. 

4.1.1.4 'Iransistor-level Power Analysis with IRSIM 

The placed and routed circuit was analyzed for switched capacitance using IR

SIM [Horowitz89], a switch-level circuit simulator from UC-Berkeley. Supplemen

tary scripts generate the necessary control files for the IRSIM runs. The vectors 

for the IRSIM runs come from the NEWGEN program. The clock period for sim

ulation was fixed to be 2000ns, a period long enough for the circuit to settle down 

fully, and hence account for all activity within the circuit for any applied input vec

tor. The initial state of the state machine was chosen to be all zeros for the state 

bits, a rather arbitrary choice. This choice of initial state for the state machine 

was experimentally verified to not affect the final value of switched capacitance sig

nificantly, since the number of vectors applied ( 4000) is large enough to make the 

machine independent of the initial state. Errors between runs with four different 

initial states for different circuits were found to be within 2%. Near closed sets 

is not a problem with the set of benchmark circuits (MCNC91) and the primary 

input statistics (UWN) chosen for the experiments. This follows directly from the 

observations in [Roy96] about the MCNC91 benchmark FSM circuits. 
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4.1.1.5 Model Coefficient Extraction with MATLAB 

Power model coefficients were extracted using MATLAB's [Matlab] least square 

solution facility. A small awk program was written which extracts the top-level 

parameters (SOP, Literals, etc .. ) from the pla-format description of the finite state 

machine and the switched capacitance values from the IRSIM output files, to form 

the matrices of Eqn. 3.3. 

4.1.1.6 FSMs and Randomly Generated Circuits 

41 MCNC91 FSM circuits were used for characterization and evaluation of the 

power model. These are small to medium-sized circuits available in the kiss format. 

The list of the benchmark circuits used and their details are given in the next 

section. Apart from these benchmark circuits, a big set - 249 circuits - of randomly 

generated boolean circuits were studied. These circuits were generated with a 

program called RANDGEN [Gilliam91]. These circuits were used only in building 

and evaluating the power model for quantitative prediction of average power. A 

wrapper script built around the RANDGEN program generates random boolean 

circuits with a specified number of inputs and outputs (less than 17), and with 

a given percentage ON-set of the boolean space of each output function. This 

program outputs the circuit in the espresso format, which is directly readable into 

SIS. Details about the random circuits used in the experiments and their availability 

are given in Appendix D. 

4.1.1. 7 Qualitative Predictions 

The experimental setup for qualitative analysis is the same as described so far 

except that the model coefficient extraction phase is absent. Experiments were 

conducted on 32 MCNC91 benchmark circuits to study the qualitative power per

formance of the optimizer, which could be useful in making decisions about choice 

of finite state machine implementation from a set of broad alternatives. The idea 

here is to see if, given two choices for the implementation of a finite state machine, 
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any qualitative predictions can be made about the power of the optimized imple

mentations of these two circuits, by just looking at the power of the unoptimized 

implementations of these circuits. For example, if the unoptimized average power 

of implementationl is greater than the unoptimized average power of implementa

tion2, then is the optimized average power of implementationl, greater than that 

of implementation2 also? Henceforth, we will call this observation a qualitative 

ordering of the average power or switched capacitance. If it were true that the 

optimizer consistently preserved the qualitative ordering of the power values of the 

circuits, then the designer needs to estimate only the power of the unoptimized 

implementations of the design alternatives under consideration and pick the one 

which has a lower value of power for the final implementation. The alternatives 

chosen for study in this thesis are one-hot encoded finite state machine and hori

zontal encoded finite state machine. Results of qualitative analysis are presented 

later in this chapter. 

4.1.2 Power Model Performance Evaluation Setup 

The power model (for quantitative measurements of power) was evaluated as 

shown in Figure 4.2. The RTL description of the finite state machine under study is 

taken through two runs of SIS, using the same gate library that was used during the 

power characterization phase. One run does not use any logic optimization and the 

other run optimizes the circuit for delay. The internal SIS steps during each of these 

runs are exactly the same as in the characterization phase. The gate-level netlists 

obtained from the two runs of SIS are placed and routed with the layout-tool, 

MAGIC, to yield a transistor-level netlist of the circuit. The transistor-level netlist 

is then simulated with IRSIM, to yield the power of the optimized and unoptimized 

implementations of the circuit. Power analysis is done at the transistor-level rather 

than at the gate-level, for reasons mentioned earlier. Simulation vectors come from 

the input vector generation program called, NEW GEN. These are a random set of 

vectors, generated to a given input statistic. The power-model from the power 
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characterization phase, along with the RTL description of the finite state machine 

are then used to apply a correction factor to the unoptimized circuit's power to give 

the predicted value for the optimized circuit's power. The predicted value of the 

optimized circuit's power and the IRSIM-measured power of the optimized circuit 

are compared to give the relative error of estimation. The flow highlighted with 

dark arrows/boxes in Figure 4.2, gives the implementation of the power analysis 

phase with the new power model. This is typical of the path taken by a designer 

on the field to predict the power of a given finite state machine. 

4.2 Results 

This section presents the results of the experiments done for model evaluation. 

This section is divided into two parts. The first part contains the experiment results 

for quantitative power analysis and the second section contains the experiment 

results for qualitative power analysis. Experiments for quantitative power analysis 

were done with a set of 41 MCNC91 benchmark circuits and a big set of 249 

randomly generated boolean circuits. The reasons for using this twin sets of circuits 

will become clear at the end of the next section. Experiments for qualitative power 

analysis were performed with 32 MCNC91 circuits. 

4.2.1 Quantitative Power Analysis 

4.2.1.1 MCNC91 Benchmark Set Results 

A total of 41 MCNC91 benchmark circuits were used for characterization and 

evaluation of the proposed power-model. These are small to medium sized circuits 

available in the kiss format. The functionality of these circuits is not known. Table 

4.1 gives the list of the benchmark circuits and their characteristics. "Opt" column 

in the table gives the parameter values with optimized SIS run and the "Unopt" 

column gives the parameter values with unoptimized SIS run. For example, the 

"Unopt" column under "States" indicates the number of states in the unminimized 
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Circuit PI PO States LIT SOP DC DCLIT SW_CAP (pf} 
Unopt Opt Unopt Opt Opt Unopt 

bbara 4 2 10 7 50 126 34 12 24 16647 22409 
bbsse 7 7 16 13 130 326 61 41 157 57545 56329 
bbtas 2 2 6 6 24 38 15 5 10 14375 12847 
beecount 3 4 7 4 23 87 26 35 168 11907 21380 
cse 7 7 16 16 205 653 119 74 483 55568 90146 
dk14 3 5 7 7 93 362 84 8 24 51653 83800 
dkl5 3 5 4 4 78 194 45 0 0 39753 44961 
dkl6 2 3 27 27 237 626 120 16 56 143555 150761 
dkl7 2 3 8 8 61 137 38 0 0 36813 36469 
dk27 1 2 7 7 24 37 15 5 15 23666 20126 
dk512 l 3 15 15 57 99 28 7 28 38707 38369 
exl 9 19 20 18 227 1132 200 288 1224 92778 162242 
ex2 2 2 19 14 76 270 64 90 296 50148 76202 
ex3 2 2 10 5 25 85 24 32 82 22558 32225 
ex4 6 9 14 14 72 114 33 26 52 42778 39279 
ex5 2 2 9 4 14 89 28 44 140 10905 24205 
ex6 5 8 8 8 90 356 84 11 55 45324 75938 
ex7 2 2 10 4 23 111 39 46 140 22062 36970 
keyb 7 2 19 19 209 593 114 172 798 62719 100809 
kirkman 12 6 17 17 213 665 128 120 403 89019 114828 
lion 2 1 4 4 14 19 9 4 16 10317 8481 
lion9 2 1 9 4 16 23 12 45 145 9356 15095 
mark! 5 16 16 12 70 269 72 67 133 35512 54605 
me 3 5 4 4 26 67 22 0 0 12832 13720 
opus 5 6 11 9 81 307 67 20 60 27327 41352 
pma 8 8 24 24 215 567 132 520 2665 124365 113701 
sl 8 6 20 20 197 1047 193 44 132 95639 181269 
s208 11 2 18 18 114 187 45 56 168 28966 30440 
s27 4 1 6 5 35 63 20 4 8 21118 19533 
s386 7 7 13 13 114 334 60 22 66 43474 61425 
s420 19 2 18 18 90 165 36 56 168 25674 27903 
s510 19 7 47 47 304 1009 207 91 416 114741 113447 
s820 18 19 25 24 322 1015 171 96 360 114225 213296 
s832 18 19 25 24 359 850 130 96 360 108325 170802 
sand 11 9 32 32 577 2677 374 130 974 214890 358603 
shiftreg 1 1 8 8 9 18 8 0 0 15596 13410 
sse 7 7 16 13 130 326 61 41 157 56743 55909 
tav 4 4 4 4 28 35 11 0 0 21635 18543 
tma 7 6 20 18 174 291 84 396 1529 82858 93904 
trainll 2 l 11 4 11 40 18 58 208 9338 20308 
train4 2 1 4 4 17 25 9 6 19 11628 10544 

Table 4.1: Characteristics of MCNC91 Benchmark FSM Circuits 
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( unoptimized) state machine and the "Opt" column indicates the number of states 

in the state-minimized state machine ( optimized). The circuits considered cover 

a range of primary inputs from 1 to 19 and primary outputs from 1 to 19. The 

number of states in the state machine range from 4 to 47. The switched capacitance 

values in the table are the values from the IRSIM runs. In the absence of vectors 

from a typical application of these state machines, randomly generated vectors were 

used during simulation with UWN statistics. A total of 4000 vectors were used for 

the runs with a clock period of 2000ns. Refer back to section 4.1.1.3 for details on 

reliable power estimates at 4000 vectors. Table 4.2 gives the run times (measured 

as CPU time) obtained for the high-level logic synthesis of some of the benchmark 

circuits, with and without optimization. There run times were measured on a Sun 

SPARC-5 station with 64MB memory. 

Before proceeding to estimate the power model coefficients, the function in Eqn. 

3.1 has to be known. To make a good guess at what the function might look like, any 

hidden regular surfaces that might be there in the N + 1 dimensional space ( where 

N is the number of top-level variables) of the switched capacitance ratio function 

must be revealed. These regular surfaces could then be captured mathematically by 

an appropriate equation. These plots could also tell us about the non-dependency 

of the switched capacitance ratio on any of the top-level variables, thus serving as a 

method for variable reduction in the model. To this end, 3-D surface plots of pairs 

of top-level variables against the switched capacitance ratio were done using the 

gnuplot utility. A few of these plots are shown in the Figures 4.3 to 4.6. A more 

complete set of plots is given in Appendix A. 
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Circuit PI PO States CPU Time (sec.) Speedup 
Opt. Unopt. 

dk27 1 2 7 4 1 4 
ex7 2 2 10 4 1 4 
s27 4 1 6 7 1 7 
pma 8 8 24 126 5 25 
s386 7 7 13 32 3 11 
s1 8 6 20 90 7 13 
s510 19 7 47 145 8 18 
sse 7 7 16 45 3 15 
s208 11 2 18 26 2 13 
sand 11 9 32 838 16 52 
s420 19 2 18 19 2 10 
s820 18 19 25 195 8 24 
s832 18 19 25 165 7 24 

Table 4.2: Run Times for High-level Logic Synthesis of 13 MCNC91 FSM Circuits 
Using SIS 
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Figure 4. 7: Relative Error in Switched Capacitance Predicted by the Power Model 
for 11 MCNC91 Circuits 
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I Statistic II Value 

Mean Relative Error 32% 
Standard Deviation of Relative Error 38% 
Maximum Relative Error 102% 
Coefficients (K1-Ks) 902e-03 to 

-6.6e-03 

Table 4.3: Results of Least Squares Solution in Predicting Switched Capacitance 
Ratio for 11 MCNC91 Circuits 

The surfaces in these plots reveal no regular pattern, except for the flat portions 

in the surfaces which represent a lack of detail in the MCNC91 data set. This implies 

that there is not a mathematical expression that could be made out of the top-level 

variables to fit these surfaces, to yield results at acceptable error levels. In fact, 

numerical values for the least-squares fit of the data in Table 4 .1 to the equation in 

3.2, show a maximum error of 102%. MATLAB's direct matrix solution capability 

was used for the least-squares solution. These results are summarized in Table 4.3. 

A total of 30 circuits were used in the characterization phase and a different set of 

11 circuits were used in the evaluation phase, and their relative errors are plotted 

in Figure 4.7. The circuit trainll has the maximum error at 102%. This could 

be explained by the large reduction in the number of states in the state machine 

(from 11 to 4) during optimization. This being a small circuit (2 PI and 1 PO), 

this reduction in the number of states - hence flip-flops - makes a big difference 

in the final value of switched capacitance and hence relative error. The same is 

not the case with s820, s832 circuits which show errors close to 56%, even when 

there is no reduction in the number of states. This clearly points to the inability 

of the linear model to adequately capture the reduction in switched capacitance. 

The percentage of circuits with relative errors greater than 30% is 27%. From a 

research point of view, it needs to be verified that the high values of relative error 

are not because of the lack of detail in these surfaces, or in other words, not because 

of the scattered set of datapoints of the benchmark circuits chosen. This issue is 
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addressed in the next section where we study a large set of randomly-generated 

circuits, which are generated with controlled values for different parameters. 

4.2.1.2 Random-Circuit-Set Results 

Randomly generated circuits were used to study the effect of the optimizer on 

the power of an unoptimized boolean circuit, for the following reasons. We can 

have more datapoints for analysis and hence capture more details about the power

ratio surface. Using randomly generated circuits would let us have more control 

over the values of some of the top-level parameters during the experiments. These 

parameters are the number of primary outputs and the number of primary inputs 

( and to a certain extent the literal count of the sum-of-product terms of the output 

functions). Keeping one of these controllable parameters a constant during the 

circuit generation and varying the last parameter would let us see the effects of 

the trends in the varying parameter on the power-ratio. As an example of control 

we have in generating circuits for the experiments, the MCNC91 set has only two 

circuits with 8 primary inputs while the random set has 25 circuits with 8 primary 

inputs. These 25 random circuits have a range of primary outputs from 3 to 16 

and literal count in the range from 17 to 283. The primary output count in the two 

MCNC91 circuits are 6 and 8 and the literal count values are 567 and 1047. So the 

random set has more variety of circuits for a given primary input, and hence would 

make the surface plots involving the primary input count as one of the variables, 

more accurate. 

The random circuits were generated by the program RAND GEN. These random 

circuits have the following characteristics. The number of primary inputs ranges 

from 5 to 15 and the primary outputs from 3 to 16. These ranges are about the 

same as the MCNC91 benchmark set. The literal count for the random circuits 

ranges from 16 to 923. MCNC91 circuits had literal counts from 18 to 2677, but 

much more dispersed in that range than the random set. One difference between 

the MCNC91 benchmark set and the randomly-generated set is that the random-
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set of circuits are purely combinational, as against the presence of states in the 

MCNC91 set. But they implicitly include the notion of the number of states by 

including the state bit lines among the primary inputs to the circuit. This would 

entail that rather than explicitly using the number of states as a top-level variable 

in the power-ratio function of Eqn. 3.1, the number of state-bits is used as a top

level variable. The implication of this deficiency on the design flow is that there are 

no state minimization and state assignment steps in the logic synthesis phase of the 

power characterization process. This deficiency in the random circuits is not of any 

consequence for the purpose of the experiments, because they are only being used 

to reveal as much information about the optimizer as is possible, in its behavior 

towards affecting the power dissipation of different boolean functions, which should 

be the same whether it is from a finite state machine or a combinational logic block. 

More details about the random circuits and their availability are available in 

Appendix D. For all the IRSIM runs with the random circuits, UWN activity was 

used for the inputs. A total of 4000 vectors were used, each with a simulation period 

of 2000ns. The 3-D surface plots for switched capacitance ratio against a pair of top

level variables are shown in Figures 4.8 to 4.11, and more are available in Appendix 

B. One would expect to see surfaces like these for the benchmark set also, if enough 

datapoints are available. These surfaces again reveal no regular pattern for us to 

build any function out of the top-level variables for the switched capacitance ratio. 

These plots are more detailed than those of the MCNC91 set, but are no different in 

revealing any regular surfaces in the switched-capacitance ratio function. Table 4.4 

gives the results of the least-squares solution for a linear-function of the top-level 

variables to the switched capacitance ratio, for these random circuits. A total of 

198 circuits were used for evaluating the model coefficients. Model coefficients were 

tested with 51 circuits. The relative errors for these evaluation circuits are shown 

in Figure 4.12. The average relative error is 15%. The maximum relative error is 

83%. 50 of the 51 circuits (2%) have errors less than or equal to 50%. Only 12% of 

the circuits have relative errors greater than 30%. These results are improved over 
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I Statistic II Value 
Mean Relative Error 15% 
Standard Deviation in Relative Error 21% 
Maximum Relative Error 83% 
Coefficients (Hi-Ks) -l.6e-03 to 

538e-03 

Table 4.4: Results Of Least Squares Solution in Predicting Switched Capacitance 
Ratio for 51 Randomly Generated Circuits 
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Figure 4.12: Relative Error in Switched Capacitance Predicted by the Power Model 
for 51 Randomly Generated Boolean Circuits 
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the MCNC91 benchmark set results. 

The results discussed so far for the randomly generated circuits and the MCNC91 

circuits are in-line with the existing RTL techniques for FSM power estimation. 

[Nemani97] reports a maximum relative error of more than 100% ( the report of 

results in this paper is not very clear to provide an exact number for the relative 

error) and [Landman96] reports a maximum relative error of 29%, but for just two 

circuits. The method explored in this thesis shows a maximum relative error of 

102%. 

4. 2. 1.3 Statistical Confirmation of Independence 

The results of independence between the top-level variables and the switched 

capacitance ratio, shown in the previous section for both the MCNC91 benchmark 

set and the randomly generated circuit set, were statistically confirmed through the 

Spearman-R rank correlation test [Gibbons92]. This test has the ability to detect 

correlations between two series of data, both positive and negative, even though 

the exact nature of the correlation itself is not known through this test, other than 

being either positive or negative. Since this is a statistical test, it is always done to 

a confidence level, meaning, with a specified accuracy with which the presence of a 

correlation can be detected. These tests were done by carefully selecting a few top

level variables and then testing them for correlation with the switched capacitance 

ratio. The various variables chosen for the Spearman-R test and the results of this 

test are listed in Table 4.5 and are described next. The naming convention followed 

in Table 4.5 is as follows: 

1. Ratio of two variables is indicated with a "per" term in the name. For example, 

lit_per...sop indicates the ratio (LIT/SOP). 

2. A product term between two variables is indicated with a"-" between the names. 

For example, the variable pi...sop indicates the product (PI.SOP). 

3. DNR (Do Not Reject HO) in the table indicates that the presence of correlation 

in the data set is not detectable. 
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Literals(lit) and sum-of-product( sop) terms are directly indicative of the complexity 

of the boolean function. "pi..sop" term, which is the product of the number of 

primary inputs and number of sum-of-product terms, is indicative of the complexity 

of the input ON-plane ('1' plane) of the circuit i.e., the amount of decoding that 

needs to be done at the input of the circuit. Similarly, the "po_sop" term indicates 

the output ON-plane complexity of the circuit. In the same fashion, "pLdc" and 

"po_dc" are indicative of the input and output complexities of the don't-care-plane 

of the boolean functions. "lit_per..sop", the ratio of number of literals and the sum

of-product terms, is indicative of the size of the ON-set of an output function. The 

higher the value of this ratio, the lesser the coverage of the ON-set of the function 

and fewer are the ls in the boolean space. 

The Spearman-R test tests for independence between two series of observations 

collected in pairs, to a certain level of significance. Its a distribution-free test, 

meaning that the test does not depend on the distribution of the underlying pop

ulation of the observations. The test starts with formulating the null hypothesis, 

which is "no-correlation between the two sets of observations". The test then sets 

out to disprove the null hypothesis, at a certain level of significance. The level of 

significance is the probability of rejecting the null-hypothesis (i.e. no-correlation) 

when its true, and this is the error level tolerable while doing the test. The test 

statistic for this test is 

R= n(n2 -l)-6Ef=1 d2 

n(n2 - I) 

where, n is the number of observations, d is the difference in the ranks of each 

observation pair, when the pairs are arranged in the order of increasing magnitude 

in each series. 

If the value of R lies in what is called the critical-region ( explained next), then 

we reject the null-hypothesis and conclude that the two streams of observations are 

correlated. If the value of R lies outside the critical-region, then we do not reject 

the null-hypothesis. Critical-region is the region where the value of R> Rcritical or 

R < -Rcritical• The value of Rcritical at a significance level of 0.05 is 0.336. The 



I Variable II Z 

lit 1.26909 
sop 1.53369 
pu;op 1.18579 
po..sop 1.11229 
liLper..sop 0.390363 
pLdc -0.316864 
po_dc -0.409963 

-0.217647 
0.263025 
0.203361 
0.190756 
0.0669468 
-0.0543417 
-0.0703081 

I Do-Not Reject I 
/Reject HO 
DNR 
DNR 
DNR 
DNR 
DNR 
DNR 
DNR 
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Table 4.5: Results of Spearman Rank Correlation Test For Test of Correlation 
Between Top-level Variables and Switched Capacitance Ratio 

test procedure is given below: 

Null Hypothesis 

Alternate Hypothesis 

: HO = The two pairs of observations are uncorrelated 

: Hl = The two pairs of observations are correlated 

If R ~ 0.336 or R ~ -0.336 

Reject HO 

else 

Do Not Reject HO 

A total of 35 circuits were randomly picked for the test from the set of 249 random 

circuits. As shown in Table 4.5, all the tests came out not detecting any correlation 

between the switched capacitance ratio and the top-level variable under consider

ation. Though no correlation is detectable between the switched capacitance ratio 

and the top-level variables as defined, a more sophisticated RTL methodology which 

possibly involves more computation than is done in this thesis, could turn out better 

results. This could be an area for future research. 
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4.2.2 Qualitative Power Analysis 

In the absence of discernible patterns in the surface plots for switched capaci

tance ratio for both the MCNC91 circuits and the large set of randomly generated 

circuits, and a statistical confirmation of the inference of no correlation between 

the top-level variables and the switched capacitance ratio, a good numerical pre

diction of the power of a finite state machine, looking at just the RTL variables 

from the finite state machine description, is very difficult. This, in fact, is true 

for power prediction from the RTL description of a combinational logic block also, 

because the method explored so far is generic in its approach to analyzing the 

effect of the optimizer on the power of both finite state machines and combina

tional logic. An example of an RTL combinational block could be an unsynthesized 

micro-architectural block like a multiplexer, comparator, adder etc.. Though a 

quantitative prediction of the switched capacitance is not possible by this method, 

some general observations about the distribution of switched capacitance ratio and 

qualitative observations which could effect decisions about the choice of finite state 

machine implementation from a set of design alternatives can be made. 

The distribution of the switched capacitance ratio values for the MCNC91 cir

cuits and the randomly generated circuits is given in Figure 4.13 and Figure 4.14. 

Figure 4.14 shows a normal distribution (at 0.05 significance level) for the switched 

capacitance ratio with a mean of 0.822 ( with error in estimate of ±0.019 at a 

sample size of 249) and standard deviation of 0.1547 (with error in estimate of 

approximately ±0.013 at a sample size of 249). The average value of switched

capacitance ratio for the MCNC91 circuits is 0.8219 with a standard deviation of 

0.2336. Even though the average value of the switched capacitance ratio for the 

MCNC91 circuits is about the same as that for the random boolean circuits (this 

could be a coincidence), the optimizer's behavior towards power-ratio (or switched 

capacitance ratio) is not even qualitatively predictable for the benchmark circuits, 

from the perspective of power. This is because of the distribution of the switched 

capacitance ratio for these circuits as shown in Figure 4.13. But an analysis of a set 
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of 32 benchmark circuits reveals a qualitative trend about the optimizer's behavior 

towards preserving the qualitative ordering of power values. The idea, as described 

previously, is to see if given two choices for the implementation of a finite state ma

chine, any qualitative predictions can be made about the power of the optimized 

implementations of these two circuits, by just looking at the power of the unopti

mized implementations of these circuits. For example, is the optimizer consistent 

in preserving the qualitative ordering of the power values of two implementations? 

A prediction about the qualitative ordering of the optimized power values of two 

FSM implementations which are under design consideration, is purely statistical 

in nature and no RTL parameters are involved in the prediction. The user needs 

to just estimate the power of the unoptimized implementations of the two finite 

state machine alternatives under consideration. Since estimating the power of the 

unoptimized implementation of an FSM is much faster than that of the optimized 

implementation, any data that could point to this trend would let the user make 

informed decisions about design choices, early in the design cycle. Analysis for this 

trend was done with a set of 32 MCNC91 circuits, which were each implemented 

in two different ways. The two implementations for the finite state machines were 

chosen to be: 

1. Horizontal encoding for the FSM 

2. One-hot encoding for the FSM 

These two methods of FSM implementation are about the most popular. In a 

horizontally encoded FSM, state encoding is done to minimize the number of flip

flops needed in the final implementation of the FSM. In one-hot encoding, no effort 

is made to minimize the number of flip-flops. Each state in the state machine is 

assigned a flip-flop. So there are as many flip-flops as there are states. As an exam

ple, if a state machine has 10 states, a horizontally encoded machine will consume 4 

flip-flops, where as a one-hot encoded machine will consume 10 flip-flops. One-hot 
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is generally preferred over horizontal encoding when speed of the circuit is a major 

design concern. From the perspective of the optimizer's power performance, these 

two implementations can lead to very different results. This is because the boolean 

functions for these two implementations can be quite different. In one-hot imple

mentation, only one bit worth of information needs to be decoded to determine 

the current state of the state machine, irrespective of the number of states in the 

state machine, whereas, in horizontal encoding, the number of bits to be decoded 

is logarithmic in the number of states. This leads to different boolean equations for 

the output functions, even though they are functionally equivalent. 

Of the 32 MCNC91 circuits which were each implemented in two different ways 

( one-hot and horizontal encodings), 28 preserved the qualitative ordering of the 

switched capacitance values, through the optimization step. Plots of the switched 

capacitance values for these 32 circuits are shown in Figures 4.15 and 4.16. The 

following observations follow from these graphs. No significant evidence of one im

plementation performing consistently better than the other (in power) was found. 

Neither are any reported in literature. The optimizer's effect on qualitative order

ing is not predictable if the unoptimized switched capacitance values of the two 

implementations are dose to each other. In all the four cases ( dkl4,dkl5,ex4,pma) 

where the qualitative ordering was not preserved, the unoptimized switched ca

pacitance values of the two implementations were within 10% of each other. The 

optimizer tends to go either way in these situations. So, a designer when making 

design choices has to be aware of this characteristic. One other situation when 

the designer might expect the qualitative ordering to be disturbed is when there 

is a potential for a large decrease in the number of states in the state machine on 

optimization. This might considerably reduce the power of the one-hot circuit in 

the optimized implementation, as is seen in the benchmarks trainl 1 and beecount 

in Figures 4.15 and 4.16. In the benchmark circuits where the characteristics noted 

above are absent, the optimizer consistently preserved the qualitative ordering of 

the power values. So the choice of circuit to implement must involve consideration 
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of all the factors noted above. Note that the plots in Figures 4.15 and 4.16 are 

for the particular optimizer (SIS) used in this thesis. They need to be redone for 

other optimizers and their behavior verified. Furthermore, more number of finite 

state machines could be implemented with horizontal and one-hot encodings, than 

is done here to build a better confidence about the optimizer's qualitative behavior. 

Limitations with the number of sequential circuits available in the benchmark set 

prevents us from doing that in this thesis. 

In conclusion, given two choices of horizontal and one-hot encodings for im

plementation of a finite state machine, the one with a lower value of switched 

capacitance in the unoptimized implementation of the circuits, also ends up having 

a lower value of switched capacitance in the final optimized implementation of the 

circuits, except in situations explained above. Given this data and a designer's 

knowledge of the finite state machine under consideration, the designer can then 

make decisions about which design alternative to pick. 
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4.3 Chapter Summary 

This chapter discussed in detail the results of the power model evaluation with a 

set of MCNC91 benchmark circuits and a large set of randomly generated circuits. 

Experiments with both these sets of circuits reveal that a numerical prediction of 

the worst case power dissipation of finite state machines with the new model, look

ing at just the RTL description of the state machine is very difficult. Maximum 

relative Errors are 102% for the MCNC91 set and 83% for the randomly generated 

set. But a qualitative prediction about the choice of finite state machine implemen

tation from a set of available design alternatives is possible. Analysis of a set of 

benchmark circuits presents evidence to say that, given two choices of one-hot and 

horizontal encodings for finite state machine implementation, the one with a lower 

value of switched capacitance in the unoptimized implementation of the circuit, 

would also end up having a lower value of switched capacitance in the optimized 

implementation of the circuit, except in situations explained earlier. A designer can 

then utilize this observation along with his knowledge of the finite state machine 

design to make choices about the design alternatives. 
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Chapter 5 

Future Work 

This thesis proposed and evaluated a new method for RTL power estimation 

of sequential circuits. This chapter notes some possible future directions for explo

ration with the new model. 

Relative errors reported in the previous chapter for the benchmark circuits and 

the randomly generated circuits show that the proportion of circuits with relative 

errors more than 30% is quite less. A sorting scheme that is capable of separat

ing these circuits with high relative errors from the rest, based on the information 

available from the RTL parameters, would be useful. Such a sorting scheme could 

possibly lead into a technique where these two sets of circuits have different power 

models, which work well within their respective sets. This is one opening for fu

ture research. Analysis of the structure of finite state machines at the optimized 

and unoptimized stages and characterizing the behavior of the optimizer based 

on the structural changes incurred in a circuit through the optimization step, is 

another possibility. Care needs to be taken to not end-up in a scheme which is 

highly optimizer-specific. The logic synthesis process with optimization was done 

for minimum delay of the resulting circuit, to account for the worst case power 

dissipation of the circuit. Quantitative RTL measurements of this worst case power 

dissipation was not possible in this thesis. Another possible alternative in opti

mization is for minimum area of the resulting circuit. Minimum area optimization 

usually results in the worst case delay for the circuit and hence a lower-bound on 

power dissipation of a circuit. There is no apriori reason to believe that quantita-
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tive measurements of this lower bound on power would also be not possible with 

the new model. Exploration of a more sophisticated modeling technique, but one 

which would not slow down the RTL power estimation process too much, is another 

area open for research. This technique could possibly capture in more detail any 

global optimization techniques that most optimizers use in common, which was not 

achieved in this thesis. Research done previously which follows more sophisticated 

modeling techniques still show errors in excess of 100%. Though these techniques 

show acceptable errors for a number of cases, identifying cases where the model 

gives high values for errors is still a challenge. The method proposed in this the

sis already has a gate-level power estimation step in its power analysis flow. So 

any new method explored should preferably be fast. Predictions about qualitative 

ordering of power values could be improved with more circuits implemented with 

one-hot and horizontal encoding and building a better confidence about the opti

mizer's performance, than achieved in this thesis. Limitations with the number of 

sequential circuits available in the benchmark set prevents us from doing that in 

this thesis. 
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Chapter 6 

Conclusions 

This thesis introduced the problem of finite state machine power estimation and 

investigated the feasibility of a new model for finite state machine power estimation. 

Finite state machine power estimation is a hard problem because of the pres

ence of feedback in the circuit through the state lines. This feedback introduces 

correlations among the state inputs to the combinational logic block of the state 

machine. Existing gate level techniques for FSM power estimation, some of which 

account for this correlation in the state lines, are accurate but slow. Existing RTL 

techniques are fast, but inaccurate. None of them account for the correlation in the 

state lines. A proven RTL technique for FSM power estimation is not yet available. 

The motivation for the new model studied in this thesis is the requirement for fast 

FSM power estimation at reasonable levels of accuracy, a characteristic not found 

in literature so far. It adopts a path in between the existing gate-level and RTL 

techniques. Quantitative measurements with the new model were done by first esti

mating the power of the unoptimized implementation of an FSM and then applying 

a correction factor to that power to give the power of the optimized implementation 

of the FSM. The correction factor comes out of the power model, whose coefficients 

are computed during the model characterization phase. The model characterization 

phase studies the power dissipated by the optimized and unoptimized implementa

tions of finite state machines of varying complexities and then models the change in 

power between the optimized and unoptimized implementations of these FSMs as 

a function of the variables available from the RTL description of the FSMs. These 
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variables are the number of sum-of-product terms in the output functions of the 

FSM, literal count in the output functions of the FSM etc .. Numerical results with 

this approach show a maximum relative error of 102%. This is in-line with the 

existing techniques for RTL power estimation of finite state machines. Qualitative 

analysis with the new model shows that qualitative comparisons that could help 

designers choose the right kind of circuits to implement from among the available 

design choices, are possible. Studies done on a set of MCNC91 benchmark circuits 

suggest that, between one-hot and horizontal encodings for finite state machine 

implementation, the relative "pecking order" of the switched capacitance values 

of these implementations is preserved through the optimization process. That is, 

given a finite state machine implemented with horizontal and one-hot encodings, 

the implementation with a lower value of switched capacitance in the unoptimized 

circuit also turns out to have the lower value in the optimized circuit, except in a 

few cases which were explained earlier in chapter 4. Given this observation about 

the optimizer's behavior towards preserving the qualitative ordering of the power 

values of these two different implementations, and the designer's knowledge about 

the finite state machine, he/she can then make choices about design alternatives. 

This thesis has clearly demonstrated the infeasibility of a global quantitative 

modeling of an optimizer's performance towards changing the worst case power 

dissipation of a finite state machine, given no more information than is available 

readily from the RTL description of the finite state machine. It has made a valuable 

contribution in that regard. 
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Surface Plot ol Cap Ratio Vs. IPI and ISOP Literals For 41 MCNC91 FSMs 
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Surface Plot of Cap Ratio Vs. tPI and #States For 41 MCNC91 FSMs 
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Surface Plot of Cap Ratio Vs. #PO and #States For 41 MCNC91 FSMs 
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Surface Plot of Cap Ratio Vs. tSlatas and #SOP Literals For 41 MCNC91 FSMs 
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Surface Pio! of Cap Ra!io Vs. IPI and Literal Count For 249 Randomly G-rated Circuits 
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Surlace Plot al Cap Ralio Vs. IPO and literal Count For 249 Randomly Generated Circuita 
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Surface Plot ol Cap Ratio Vs. ,sop and IDC Product terms For 249 Randomly G-rated Circuits 
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Appendix C 

FSM Description in Kiss Format 
. i 5 

.o 6 

.p 22 

.s 10 
--1-- * init0 110000 
--1-- init0 init0 110000 
--0-- init0 init1 110000 
--00- init1 init1 110000 
--01- init1 init2 110001 
--0-- init2 init4 110100 
--01- init4 init4 110100 
--00- init4 I □wai t 000000 
0000- ! □wait ! □wait 000000 
1000- ! □wait init1 110000 
01000 ! □wait read0 101000 
11000 ! □wait write0 100010 
01001 ! □wait RMACK 100000 
11001 I □wai t WMACK 100000 
--01- I □wai t init2 110001 
--0-0 RMACK RMACK 100000 
--0-1 RMACK read0 101000 
--0-0 WMACK WMACK 100000 
--0-1 WMACK write0 100010 
--0-- read0 read1 101001 
--0-- read1 ! □wait 000000 
--0-- write0 I □wai t 000000 
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Appendix D 

Random Boolean Circuits 

The characteristics of the random boolean circuits are summarized in the table 

below. They are available for download at: 

ftp://ee.pdx.edu/~daasch/randFSM.tar 

I Variable II Range 
Primary Inputs 5 to 15 
Primary Outputs 3 to 16 
Literals 16 to 923 
Sum of Products 6 to 179 
DC Sum of Products 0 to 90 
DC Literals 0 to 650 
Switched Capacitance Ratio 0.34 to 1.27 
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