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ABSTRACT 

The complexity of modern warfare has rapidly outmatched the capacity of a 

human brain to accomplish the required tasks of a defined mission set. Task-shedding 

mundane tasks would prove immensely beneficial, freeing the warfighter to solve more 

complex issues; however, most tasks that a human might find menial, and shed-worthy, 

prove vastly abstract for a computer to solve. Advances in Deep Neural Network 

technology have demonstrated extensive applications as of late. As DNNs become more 

capable of accomplishing increasingly complex tasks, and the processors to run those 

neural nets continue to decrease in size, incorporation of DNN technology into legacy 

and next-generation aerial Department of Defense platforms has become eminently useful 

and advantageous. The assimilation of DNN-based systems using traditional testing 

methods and frameworks to produce artifacts in support of platform certification within 

Naval Airworthiness, however, proves prohibitive from a cost and time perspective, is 

not factored for agile development, and would provide an incomplete understanding of 

the capabilities and limitations of a neural network. The framework presented in this 

paper provides updated methodologies and considerations for the testing and evaluation 

and assurance of neural networks in support of the Naval Test and Evaluation process.
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xv 

EXECUTIVE SUMMARY 

As machine learning applications become more capable of performing safety-

critical functions, the Department of the Navy will begin to integrate them into manned 

and unmanned platforms. With the current Department of Navy (DON) Test and 

Evaluation (T&E) framework though, the machine learning algorithms that the DON 

attempts to test will not have the proper artifacts to show the algorithms will reliably 

execute their task in a safe and ethical manner. This research introduces the fundamentals 

of DON airworthiness and the current T&E framework before reviewing a surrogate test 

program to examine how the current DON T&E framework could be adapted to provide 

additional assurance for the fielding of machine learning algorithms. 

This research provides stakeholders within the naval aviation enterprise (NAE) an 

idea of the current tools, methodologies, and frameworks that exist or that are being 

developed, which, if adapted, could provide additional learning assurance for systems 

using machine learning to achieve a task currently reserved for a human operator. The 

primary purpose of the paper has succeeded in that the basics were captured, and, will be 

verified by actual tests within the coming year. Verification will be accomplished by 

examining the use case, specifically that the autonomous air-to-air refueling (A3R) of an 

unmanned aerial system (UAS) with a manned platform, and by relating how new 

capabilities in the field of assurance could be applied to the test planning, execution, and 

analysis process. The secondary objectives of capturing the processes by which the initial 

Test and Evaluation was accomplished, will make the procedures available and extensible 

to future mission-sets which might be suitable for autonomous systems. As the initial test 

and evaluation of this particular use-case proceeds, more will be learned, and, when 

captured, will help to build the foundations for all future naval test and evaluation of 

autonomous platforms. 
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I. INTRODUCTION 

This research was developed and written in collaboration with J. Parry for a 

forthcoming dissertation [1].1 

With deep neural networks (DNN) becoming increasingly more capable of 

performing tasks traditionally reserved for humans, systems within Naval Aviation will 

continue to see an increase in machine learning applications being introduced into legacy, 

current, and future platforms. A platform is broadly any aerial vehicle. Test and evaluation 

of a new system or platform serves as an assessment of the ability to safely attain, sustain, 

and terminate a flight in accordance with (IAW) the prescribed usage and limits [2]. To 

successfully field new weapons systems reliant on machine learning, though, the existing 

framework to authorize a permanent flight clearance (PFC) must be adapted to account for 

the strengths and weaknesses of neural networks. Department of Defense (DOD) 

instructions are built on the capability to test within a defined domain and rely on a 

qualified human to operate within the prescribed usage and limits. Given the near-infinite 

input space available to a neural network, and the possibility that a human may not be able 

to monitor in or on the loop, instructions must be adapted to account for the unique 

characteristics of a neural network. Failure to do so will result in an incomplete assurance 

of the system’s performance and will come with a large program cost and longer than the 

desired schedule; not to mention, it might present a hazard. 

As of the date of this publication, no adaptation to the existing DOD airworthiness 

policy exists that outlines specific tools, methodologies, or framework available to modern-

day testers to provide artifacts in support of learning assurance of a neural network. This 

research provides a basis to structure the approaches for the testing of autonomous systems, 

within a limited scope. If the DOD desires to maintain parity with our adversary and invest 

in modern technologies, such as neural networks, the existing airworthiness processes must 

                                                 
1 Dissertation committee includes: Donald H. Costello, United States Naval Academy, and Joseph B. 

Sobieralski, Purdue University 

This publication is a work of the U.S. government as defined in Title 17, United States Code, Section 
101. Copyright protection is not available for this work in the United States. 
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update proportionately. The methodologies included herein provide a foremost baseline 

with a naval context. 

The significance of this problem cannot be understated. In 2021, the National 

Security Commission on Artificial Intelligence published its 756-page final report which 

provided “an integrated national strategy to reorganize the government, reorient the nation, 

and rally out closet allies and partners to defend and compete in the coming era of AI-

accelerate competition and conflict” [3]. The President of the United States, in the Interim 

National Security Strategic Guidance, stated that “the world’s leading powers are racing 

to develop and deploy emerging technologies, such as artificial intelligence and quantum 

computing, that could shape everything from the economic and military balance among 

states to the future work, wealth, and inequality within them” [4]. To be successful in 

implementing the national strategy, learning assurance must be provided that these systems 

will operate as intended or true acceptance of this technology will never occur or be 

increasingly taxing on time or resources. More importantly, failure to develop a family of 

strategies will put our National Defense at a deficit of preparedness when compared to 

adversaries. 

The primary contributions of this research will comprise introducing stakeholders 

within the naval aviation enterprise (NAE) to the current tools, methodologies, and 

frameworks that exist or that are being developed, which, if adapted, could provide 

additional learning assurance for systems using machine learning to achieve a task 

currently reserved for a human operator. This will be accomplished by examining a use 

case, specifically the autonomous air-to-air refueling (A3R) of an unmanned aerial system 

(UAS) with a manned platform, and by relating how new capabilities in the field of 

assurance could be applied to the test planning, execution, and analysis process. The 

secondary objectives are to begin to capture the processes used and make them extensible 

to future mission-sets suitable for autonomous systems. 

The recommendations following this research will be to start educating the NAE’s 

workforce on the findings of this research and pursue additional research. After identifying 

the tools, methodologies, and frameworks that show promise for adaptation into existing 

frameworks, collaborative testing between Purdue and The United States Naval Academy 
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will occur to demonstrate the test planning, execution, and analysis process with these new 

tools. 

The paper is structured as follows. In Chapter II, a background will be provided on 

current instructions and policies of DOD Airworthiness, focused on Naval Airworthiness, 

civilian aviation and industry standards, Navy test planning instructions, and ongoing work 

in the field. Chapter III will provide a brief introduction to Naval Airworthiness and 

Chapter IV will introduce test planning, execution, and analysis principles. Chapter V will 

introduce the test case of A3R, while Chapter VI will document the testing process. Finally, 

Chapter VII will provide conclusions and future research opportunities. 
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II. BACKGROUND 

This research was developed and written in collaboration with J. Parry for a 

forthcoming dissertation [1]. 

A. AIRWORTHINESS 

The literature review will be broken-down into multiple sections. First, the current 

standards available for reference will be presented. Next, current test planning documents 

will be provided, prior to covering the current frameworks and verification methodologies. 

Finally, ongoing standards work will be introduced. The standards work, including this 

thesis, is the basis of a future, distinct documentation set that provides guidance to the T&E 

workforce on the limited scope testing on UASs. 

Airworthiness is defined as “the ability to safely attain, sustain, and terminate flight 

IAW prescribed usage and limits” [2]. Multiple instructions exist that govern airworthiness 

certification within the DOD, as documented in [5] to include: 

1. DoDD 5030.61: DOD Airworthiness Policy 

2. NAVAIRINST 13034.1F: Airworthiness and Cybersecurity Safety 

Policies for Air Vehicles and Aircraft Systems 

3. NAVAIR M-13031.1: NAVAIR Airworthiness and CYBERSAFE Process 

Manual 

4. AFI 62–601: USAF Airworthiness Instruction 

5. AFPD 62–6: USAF Airworthiness Policy 

6. AR 70-62: Airworthiness of Aircraft Systems 

7. MIL-HDBK-516C: Airworthiness Certification Criteria Guidance for the 

DOD 

Additionally, the following military aviation, civilian aviation, and industry 

standards govern system safety and development assurance, as documented in [5]: 

1. MIL-STD-882E: DOD Standard Practice: System Safety 
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2. Joint Software Systems Safety Engineering Handbook 

3. FAA Advisory Circular 23.1309E: FAA System Safety Analysis and 

Assessment for Part 23 Airplanes 

4. European Union Aviation Safety Agency (EASA) Certification 

Specification 25 Alternate Means of Compliance AMC 25.1309 (Systems 

and Equipment) is part of the EASA 

5. SAE ARP 4761: Guidelines and Methods for Conducting the Safety 

Assessment Process on Civil Airborne Systems and Equipment 

6. SAE ARP 4754: Guidelines for Development of Civil Aircraft and 

Systems 

7. DO-178C: Software Considerations in Airborne Systems and Equipment 

Certification 

Collectively, these documents set a foundation to build upon for standards to 

consider future UASs airworthy. 

B. TEST PLANNING 

The planning of test and evaluation activities is not a simple or novel task. Each 

program must develop unique and innovative methods to accomplish its goals; even more 

so in the case of evaluating NNs. The DOD attempts to capture many of the proven test 

and valuation (T&E) activities and provide them to program managers (PM) as a guide to 

success. The guidance provided to PMs is not definitive, but rather a collection of tools to 

concentrate efforts and streamline processes. The Test Planning Handbook serves as the 

primary reference for “developing and drafting test project introduction document (TPID), 

project planning memoranda (PPM), and test plans for tests covered by NAVAIR 

Instruction (NAVAIRINST) 3960.4” [6]. In support of the Test Planning Handbook, the 

Defense Acquisition University (DAU) publishes its Defense Acquisition Guidebook 

(DAG) and the Test and Evaluation Management Guide to provide additional 

considerations and consolidation of DOD guidance when authoring test planning activities. 
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After a short discussion of background material, specifically the documentation that 

is typically used to support airworthiness and general NAVAIR test planning activities, we 

move on to NAVAIR airworthiness fundamentals. 
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III. FUNDAMENTALS OF NAVY AIRWORTHINESS 

This research was developed and written in collaboration with J. Parry for a 

forthcoming dissertation [1] 

The Navy airworthiness process is an engineering-based risk mitigation process. It 

is designed to enable naval leadership to make informed decisions. In the USN, 

Commander, Naval Air Systems Command (NAVAIR), also known as AIR-00, has 

ultimate responsibility for both USN and United States Marine Corps (USMC) aircraft [7]. 

All manned and unmanned aircraft, owned or leased, by the USN and USMC must have 

airworthiness approval from AIR-00 in the form of a PFC. There are two forms of flight 

clearances, though, and to get to a PFC: a test program operates under an interim flight 

clearance (IFC), which is designed to enable limited operations during either a 

demonstration, such as the X-47B program (Figure 1), or during developmental test and 

evaluation (DT&E) and operational test and evaluation (OT&E) of a new system or 

capability. 

 
Figure 1. X-47 Conducts A3R Using Drogue Method. Source [8]. 

To complete the IFC process, a new capability starts in the center of a build-up 

process, visualized in Figure 2. From that point, a restrictive envelope is set and the system 

is cleared for bench testing. Here, items are evaluated at the component or limited 

integration level. Following successful bench testing, the new system/capability is cleared 
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for more extensive integrated testing in a laboratory. Following successful bench testing, a 

system is given a limited ground test envelope. Following a successful ground test, the 

system would be cleared for a limited flight test envelope. 

Normally the flight test envelope is more extensive than the PFC flight envelope. 

This is because, when conducting a flight test under an IFC, numerous controls are placed 

on the envelope to ensure various forms of safety. Controls may range from 

instrumentation installed on the airframe, to numerous flight test engineers monitoring key 

flight parameters of the air vehicle from a control room. As an air vehicle operated under 

a PFC would not have such detailed controls available to it, the PFC envelope is more 

restrictive than the flight test envelope. 

 
Figure 2. Simplified Example of IFC Process 

By direction of AIR-00, the Airworthiness Office of the Naval Air Systems 

Command (formally known as 4.0P) assesses the aircraft’s airworthiness and safety of 

flight suitability, and ensures all risks have been properly identified within the PFC. The 

PFC comes in the form of the following two products: 

1. Naval Air Training and Operating Procedures Standardization (NATOPS): 

System Descriptions, Aircraft Operating Limits, Emergency Procedures, 

and Normal Procedures. 
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2. Naval Aviation Technical Information Product (NATIP): Armament 

Systems, Mission Avionics, Store Limitations, Employment Data, and 

CYBERSAFE program. 

Within the USN Airworthiness program, six pillars exist that represent the 

foundation of the program attributes (Figure 3). 

 
Figure 3. Airworthiness Basics. Source [2]. 

Those pillars, which aid in a ruling of airworthiness, are defined as follows: 

1. Criteria: designed to correct criteria (e.g., MIL-HDBK-516). 

2. Standards: meets the standards outlined by the applicable Mil-Specs (e.g., 

MIL-STD-882E). 

3. Method of compliance:  evaluation method (e.g., model, flight test, etc.) 

4. Evidence Artifacts: specific engineering data. 

5. Assessment: SME assessment against tailored airworthiness requirements. 

6. Results: non-compliance identified, adjudicated, mitigated, or risks 

accepted. 

While T&E should be included in every step of the airworthiness process, for 

purpose of this research, the focus will be on the test and evaluation portion (Figure 4). 
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Figure 4. Airworthiness Process 

The Naval airworthiness process is also an iterative process (Figure 5), in which 

sequential progress and feedback codify a platform’s readiness. 

 
Figure 5. Simplified Iterative Process of Airworthiness 

For each new system/platform that enters the airworthiness process, the various 

phases of the process can be described as follows: 

1. Plan: Determine what the configuration of the system under test will be. 

Additionally, what level of an IFC will this iteration of the cycle support 

(bench, lab, ground, or flight test). 

2. Prep: What is being evaluated and how? In this phase, the various 

standards, criteria, and methods of compliance for the various technology 

domains are identified. The actual test matrix (the data that is planned to 

be gathered during the evaluation of the system under test) is developed. 

3. Gather: In this phase, the test matrix, developed in the prep phase, is 

executed. 

4. Subject matter expert (SME) review: In this phase, the data generated 

during the Gather phase is evaluated by subject matter experts from the 
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various technology domains against the methods of standards, criteria, and 

methods of compliance identified during the preparation phase. 

Additionally, any unforeseen revelations from the data are evaluated by 

the SMEs. Depending on the results from this phase, more data may be 

requested and the system/platform would restart the iteration to get more 

data. 

5. Mitigate: In this phase, hazards are identified and gaps are formed from 

the SME review. There will then be a risk decision made to determine if 

the next iteration of the process can be executed (e.g., from ground test to 

flight test). 

Each iteration of the airworthiness process is used to support a separate flight 

clearance. Using the simplified model shown in Figure 5, the initial iteration would support 

the bench test IFC. The next iteration would support the lab test IFC. The following 

iteration would support the ground test IFC. The next iteration would support the flight test 

IFC. Finally, the last iteration would support a PFC for the fleet use of the system. The 

system is now “airworthy” and can be deployed for real-world operation. 

The past chapter summarized the fundamentals of the airworthiness process, to 

include the engineering-based risk mitigation process, the generalized build-up and 

iterative cycles, and the foundations of airworthiness basics and summary phases. Next, a 

short introduction to the structure of naval test and evaluation, as described in terms of 

organizational structure, policies, and roles and responsibilities. 

  



14 

THIS PAGE INTENTIONALLY LEFT BLANK 

 



15 

IV. FUNDAMENTALS OF NAVY TEST AND EVALUATION 

This research was developed and written in collaboration with J. Parry for a 

forthcoming dissertation [1]. 

A. THE STRUCTURE OF NAVAL TEST AND EVALUATION 

The Department of Defense sets test and evaluation standards for all military 

departments through the promulgation of various directives, instructions, and memoranda. 

The test and evaluation of any government procurement effort is mandated by the Defense 

Acquisition System (DAS) in the Department of Defense Instruction (DoDI) 5000.01 and 

the Operation of the Adaptive Acquisition Framework (AAF) DoDI 5000.02, and takes 

various forms, according to strategies defined by the leadership [9]. General T&E 

guidance, including policy, roles and responsibilities, and procedures are delineated in 

DoDI instructions [10] and through empowerment by the hierarchy shown in Figure 6. 

 
Figure 6. Test and Evaluation Oversight Structure. Source [11]. 
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There are a wide variety of additional guidance sources provided, such as the 

Defense Acquisition University TEMG [12], in addition to organizational guidance 

provided to T&E professionals at all levels that meet the specific requirements of each 

service or specialized unit. 

Despite the countless references, instructions, and guidebooks from the various 

levels of the organizational structure, there is not a large body of official guidance or fit-

for-purpose T&E strategies on testing UAS or unmanned systems, especially in the case of 

platforms that include DNN-enabled capabilities. The DAU TEMG only mentions 

“unmanned” once in its 313 pages of guidance; never “autonomous” or anything remotely 

relating to DNNs. The Defense Acquisition Guidebook, Chapter 8–3.21, does indicate that 

unmanned or autonomous systems have increased considerations for technical complexity 

for testing, as well as challenges for range and safety approval [13]. This fact applies 

directly to the T&E efforts which are the convergence of this research, but merely hints at 

the complications therein. 

B. DEVELOPMENTAL TEST AND EVALUATION 

DT&E supports data generation for independent organizations, such as the Program 

Office or Airworthiness, to “measure progress, identify problems, characterize system 

capabilities and limitations, and manage technical and programmatic risk” [10]. Starting at 

requirement development, DT will ensure technical requirements are measurable, testable, 

and achievable to ensure that the appropriate data and assessment will be available to 

independent decision-makers. The PM and supporting team will develop detailed and 

integrated test plans for each event outlined in the test and evaluation master plan (TEMP). 

These TEMPs typically include hundreds to thousands of test points, and involve different 

types of approaches, such as design of experiments (DOE) or hypothesis testing to claim 

sufficiency [14]. Most of these tests rely on a small number of preproduction units, 

executing a waterfall-style buildup approach to the edges of a flight envelope provided by 

an IFC that initially restricts the flight envelope through an Operational Limit database that 

can be cleared out through a buildup approach (Figure 7). 
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Figure 7. Interim Flight Clearance Buildup Approach. Source [2]. 

C. OPERATIONAL TEST AND EVALUATION 

In the past, operational test (OT) would begin their work following the completion 

of the entire DT program (Figure 8). 

 
Figure 8. Waterfall versus Agile. Source [15]. 

Given the pace of the adversary and the unacceptably-long acquisition timelines 

that the DOD has experienced in the last two decades, this sort of traditional waterfall 

approach no longer supports the requirements of the fleet and therefore, the DOD has 
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transitioned some programs to a concurrent DT&E/OT&E approach through an integrated 

test plan. This system allows OT to test portions of mission sets in the cleared envelope 

available at the time of test prior to evaluating other portions of the mission once the 

concurrently expanding, DT established envelope allows. While DT&E will measure 

progress, identify problems, and characterize capabilities and limitations, OT&E will 

“estimate a system’s military utility, operational effectiveness, and operational suitability 

as well as the need for any modifications” [16]. Transitioning to integrated T&E does have 

its advantages as well as disadvantages. Generally, integrated test plans result in a reduction 

in the total time required for testing, in addition to possible cost savings through a cut of 

redundant activities. Early involvement of OT&E personnel also gives a chance for early 

feedback on any test item. Some of the limitations instilled by integrated test include 

increased coordination requirements, a failure to meet OT or DT test objectives due to more 

complex or ill-suited test design, and a possible loss of overall system test time as a result 

of condensed test period. 

D. LIVE FIRE TEST AND EVALUATION 

The LFT&E portion of the test is mandated by Section 2366 of Title 10, U.S.C. for 

“all covered systems, munition programs, missile programs, or covered product 

improvement programs as determined by DOT&E” [10]. These carefully choreographed 

events involve extensive planning and multiple organizations working together to complete 

a test point safely. The overall goal of an LFT&E event is to evaluate the survivability and 

lethality of a system. Although autonomous systems will undoubtedly require LFT&E at 

some juncture, the premise for this study remains agnostic to the concept. The goal is to 

first establish airworthiness, then allow some autonomous skills to be established. An 

autonomous platform must first accomplish the seemingly simplistic goals of basic flight 

skills—the skills a human might take for granted—prior to being evaluated in realistic 

combat conditions. 

E. CAPABILITIES BASED TEST AND EVALUATION 

In recent years, the DOD has adopted the mindset of capabilities-based test and 

evaluation (CBTE), which moves away from requirements-based performance evaluation, 
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sometimes referred to as specifications-based test and evaluation (SBTE), and moves 

toward a broader focus on evaluating a system against a particular operational effect that 

transcends DT&E, OT&E, and LFTE [15]. This process begins with stakeholders 

identifying opportunities to use live-virtual-constructive (LVC) evaluations, which involve 

using a mix of live players, virtual players operated by humans in simulators, and 

constructive players injected into the environment. 

F. THREE PHASES OF TEST 

The United States Air Force (USAF) Test Resource Management Center (TRMC) 

has divided the testing of autonomy and autonomous systems into three categories: test 

planning, test execution and control, and performance assessment and analysis [15]. For 

this research, all three phases of test will be introduced, but only the test planning phase 

will be the focus. 

1. Test Planning 

Key considerations in the test planning process include data management, design 

of experiment (DOE), and ensuring there are quantitative mission-focused measures for 

effectiveness, suitability, and survivability. For the purposes of this paper, we will forgo 

discussions about survivability as the main focuses are effectiveness and suitability for a 

certain, limited mission. DOE is the process of designing a statistical methodology for 

planning, conducting, and analyzing tests and is based on quantitative, mission-focused 

measures. These measures help to characterize the performance of a system within its 

mission-based context. Part of the DOE is to detail the desired measures of effectiveness 

(MOE) of a platform; that is, measure a system’s accomplishment of a mission objective 

or result that is distinctly quantifiable. An MOE might be further decomposed into 

measures of performance (MOP) and/or measures of suitability (MOS). An MOP is 

typically a value that is expressed as a number representing a performance feature (e.g., a 

platform’s time-on-station). An MOS represents a system’s ability to operate in its 

environment (e.g., availability). Successful meeting of these measures (MOP and MOS) 

might indicate a measure of success for a program objective. To evaluate these metrics, a 

program must accomplish test execution and implement controls. 
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2. Test Execution and Control 

The TRMC further breaks down test execution into four components: 

1. Run-time assurance (RTA): The use of a deterministic wrapper that 

reliably detects a problem and switches to a recovery mode in the event of 

a failure [15]. 

2. LVC: Using a mix of live players, virtual players operated by humans in 

simulators, and constructive players injected into the environment [16]. 

3. Open systems architecture (OSA): Assuming an RTA has been proven 

sufficient, using OSA will quickly allow for integration into a proven 

system. 

4. Surrogate test platforms (STP): Using a surrogate testbed, either a fielded 

manned or unmanned platform, to test new autonomous capabilities. 

Each of these four components plays a crucial role in the testing of an autonomous 

platform and will be combined in the construction of the integrated test plan. 

3. Performance Assessment and Analysis 

For the purpose of evaluating autonomous platform tasks, MOEs will be analogous 

to pilot evaluations of platform performance through proven quantitative methods, where 

the benchmark a system must meet will be a combination of subjective and objective 

standards [15]. For example, students who conduct aerial refueling for the first time must 

complete six daytime engagements and six nighttime engagements. As they complete these 

engagements, there are quantitative methods to apply values to deviations from an expected 

standard. While an objective minimum exists, a subjective measure of performance will 

also be provided by the instructor, including general operations around the tanker, 

engagement attempts, and overall performance. In the same way, instructors must evaluate 

students during a taking event, both objectively and subjectively, test teams will have to 

evaluate autonomy in a similar fashion, as machines are limited in ability to explain the 

decisions and actions that, typically, a human user would make. An objective evaluation of 

the autonomous vehicle’s ability to accomplish tanking being the means and method. 
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An additional method available, and currently being researched, would be for a 

machine to have the ability to explain rationale and convey a representation of how it 

believes it might behave. This would remove the human evaluator from the loop. Work has 

been done on this subject by the Defense Advanced Research Projects Agency (DARPA) 

eXplainable Artificial Intelligence (XAI) program using the Army’s After-Action Review 

to organize people’s assessment of machine learning in a sequential decision-making 

environment [17]. However, until this method is proven, humans subjectively evaluating 

UASs with some quantifiable metrics will be an appropriate surrogate. Now that the 

different types of test and evaluation were discussed, in addition to test planning, control, 

and analysis methods, the discussion turns to the mission-related tasks of an autonomous 

platform. In an effort not to complicate the initial evaluation of UASs, and to present simple 

and solvable missions, this research has narrowed the tasks to one that will almost certainly 

be required of any autonomous platform in a naval environment. That mission is tanking.  
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V. AUTONOMOUS AIR-TO-AIR REFUELING 

This research was developed and written in collaboration with J. Parry for a 

forthcoming dissertation [1]. 

Power projection still remains a key component of modern warfare. We must 

maintain our ability to reach out and touch the adversary. However, projecting power by 

way of aircraft or warships becomes increasingly difficult as a result of the effective ranges 

of adversary anti-air weapons and their risks to our aerial forces. In order to reach targets 

in adversary territory, aircraft must fly correspondingly increasing ranges. In future 

conflicts, accepting that the UAS is a key component of any mission set, the baseline ranges 

of what constitutes a long-range mission will surpass the current flight ranges of UAS, and 

therefore, the ability to conduct A3R will be a critical component of mission success. For 

the USAF, A3R will be accomplished through the use of a data link system to conduct 

boom refueling (Figure 9). 

 
Figure 9. KC-46A Boom Refueling an F-15E. Source [18]. 

Upon receiving a form of “Join Tanking Network” message from the manned 

tanker, the UAS will establish a data link connection with the manned tanker to exchange 

messages and control throughout the tanking evolution. The UAS will then proceed to the 

rendezvous phase with the manned tanker using relative navigation to arrive at the 

transition point prior to maneuvering to the astern position (Figures 10 and 11). 



24 

 
Figure 10. Refueling Phases of Flight. Source [19]. 

After the UAS moves forward from the astern position to the contact position, a 

human-in-the-loop in the air refueling operator station (AROS) will take over and complete 

the contact between the tip of the boom and the aerial refueling receptacle (Figure 11). 

 
Figure 11. Refueling Positions. Source [19]. 

While this method works well for the USAF, a UAS operated by the United States 

Navy (USN) will have to rely on drogue style refueling to extend the range sufficiently to 
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ensure carrier survivability for the UAS (Figure 1). In drogue refueling, there is no boom 

operator in the tanker to control the consummation of tanking evolution. All maneuvering 

and coordination is done by the tanking aircraft. 

The tanker aircraft may be fulfilled by a manned (F/A-18E/F Super Hornet) or 

unmanned (MQ-25A Stingray) platform using a drogue system, since both platforms 

currently carry the A/A42R-1 refueling store. The A/A42R-1, which is the only fielded 

refueling store for the Navy, has a 50-foot-long hose that connects to a 27-inch diameter 

drogue. For the purposes of this test matrix development, the F/A-18E/F Super Hornet was 

chosen and, therefore, the assumption will be that center position refueling will be 

conducted. Specifically, the tanking store must be mounted on the aircraft centerline 

hardpoint. In terms of the concept of employment (CONEMP), the rendezvous and 

approach shall still be accomplished via data link communication between the UAS and 

the F/A-18E/F prior to the arrival at the transition point. At the transition point, instead of 

a boom operator beginning to identify key features at the AROS, a camera system onboard 

the UAS will begin to use computer vision to develop an understanding of the environment 

in front of the platform. For purpose of this evaluation, the OAK-D Camera system shall 

be installed just below the refueling probe tip on the UAS. The OAK-D system, developed 

by OpenCV, comes equipped with multiple neural networks, to include MobileNet’s Single 

Shot Detector Version 2 (mobileNet-SSDv2), but also has the ability to run neural nets 

trained in Google’s Colab [20]. 

Upon arriving at the astern position and established in the corridor of autonomy 

(COA), the camera system, trained on synthetic and live video examples of aerial refueling, 

will identify key components, such as the drogue, probe tip, and coupler contained within 

the drogue for the air vehicle operator (AVO) operating the UAS to confirm prior to 

attempting an engagement. This critical step in the engagement, the identification of the 

key components of the environment, will serve as the foundation of the test matrix 

development. 

After describing the general tanking evolution with respect to positioning, phases 

of flight, and required commands, we must now discuss how to test and evaluate this 

process for an autonomous vehicle.  
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VI. TESTING AUTONOMOUS AIR-TO-AIR REFUELING 

This research was developed and written in collaboration with J. Parry for a 

forthcoming dissertation [1]. 

For this evaluation, the test scenario will be that the DT&E and the OT&E 

organizations have been tasked to evaluate and provide artifacts in support of obtaining 

PFC for a UAS to conduct A3R. Specifically, the requirement exists to verify that the UAS 

is capable of identifying the drogue, the coupler, and the probe tip to an acceptable level to 

facilitate A3R in mission-representative environments (Figure 12). LabelImg is a common, 

open-source tool for graphically labeling an image. A product of the image labeling, via 

LabelImg, in a representative environment is shown in Figure 12. 

 
Figure 12. Labeling Example Using LabelImg. Source [21]. 

The fundamental concept of this introductory framework is to supplement the 

existing framework established by the DoDI 5000.89, in that the expectation will be that 

traditional flight test (flying qualities, loads, noise and vibration, camera evaluation, etc.) 

will be conducted independent of this framework and that this framework only covers the 

supplemental considerations and activities required to produce artifacts in support of a PFC 

associated with the introduction of a computer vision system. 
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The specific system under test (SUT) will be the DNN operating within the 

computer vision system, designed and provided by the prime contractor to conduct A3R. 

As noted previously, the notional MQ-25 will have a PFC for the entire flight envelope 

with no restrictions for aerial refueling, only to support the requirement to certify the 

computer vision system to recognize key objects within the domain. A certified RTA exists 

and will be used, and only the DNN will be tested during this evolution. An F/A-18F Super 

Hornet (Figure 13) will be the desired surrogate tanking platform for A3R, with the MQ-

25 using the A/A42R-1 refueling store (Figure 14). 

Assumptions made during the planning process include: 

• A proven RTA exists within the MQ-25 architecture. The testing and 

safety assurance of an RTA will be covered in future research. 

• An STP is available and for purposes of this research, a F/A-18F Super 

Hornet will serve as the STP. 

• Test Instrumentation exists which is capable of capturing near real-time 

data of the computer vision system. A list of instrumentation requirements 

will be provided later in the research. 

• No flight restrictions will inhibit the testing of either the UAS or STP in 

all required weather conditions suitable for normal refueling 

• This program will supplement the existing framework of test and 

evaluation and therefore, discussion over the camera, vibration concerns, 

flying qualities in the pre-contact precision, or similar topics will not be 

covered in this research. 
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Figure 13. F/A-18 Super Hornet: Surrogate Test and Tanking Platform. 

Source [22]. 

 
Figure 14. A/A42R-1 Refueling Store Hose Assembly. Source [22]. 

A. TRAINING LIMITATIONS 

When developing a test strategy to provide artifacts of a DNN, it is critical to 

understand that exhaustively testing a DNN will not be feasible, and gaining 100 percent 

assurance that the DNN will correctly perform as desired will not be attainable [23]. 

Current software assurance frameworks fundamentally rely on the fact that only a finite set 

of potential hazards/failures may be identified beforehand and will not change over the life 

of the software [24]. However, for machine learning applications, such as computer vision, 

the input space in the operational domain approaches infinity, and therefore, defining all 

possible hazards or failure states will not be achievable. 

Even a network demonstrating high levels of accuracy on test data may end up 

failing to function as designed in the face of an adversarial attack [25]. In the specific use 

of A3R, the risk of an adversarial attack in the operating domain are low given the 

proximity of the receiver to the tanker and the proximity to the refueling evolution required 

to affect the 20 feet of the operational domain. For other applications relying on machine 

learning where the adversary may manipulate the environment, such as target recognition, 
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adversarial attacks must be considered and assurance must be provided that the DNN will 

not succumb to those attacks, as in Figure 15 [26]. Figure 15 is an example of how an 

image, at the macro level, might appear to be entirely unperturbed to the human eye (right, 

adversarial image). However, because of slight variations made to the image at the micro 

level, a DNN trained to accomplish target recognition could be misled. 

 
Figure 15. Notional Example of an Adversarial Attack 

B. FRAMEWORK REQUIRED PRIOR TO TEST 

To successfully test a neural network to produce the desired artifacts, integration of 

the test team with the prime contractor must occur as early as possible. Given the depth of 

required knowledge to effectively and efficiently test a DNN, a tiger team should be 

assembled consisting of both military and civilian members of DT&E (both Air Vehicle 

and Mission Systems), OT&E, platform-specific members from the Naval Aviation 

Warfighting Development Center (NAWDC), and stakeholder representatives from the 

program office(s) concerned. This approximately ten-person team will integrate with the 

prime contractor’s development team to create an integrated test team (ITT), charged with 

producing the artifacts required to support a PFC in an operationally representative 

environment. A summary of the machine learning development cycle provided by the 

European Aviation Safety Agency (EASA) overlaid with acquisition milestones is 

provided in Figure 16 as a baseline for activities [5]. 
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Figure 16. CoDANN W Overlaid with Acquisition Milestones. Source [5]. 

When training and evaluating a DNN, a representative and comprehensive 

environment must be defined to ensure that assurance throughout the entire desired flight 

envelope is achieved. The problem with developing this is that current approaches to 

certification assume there are a finite set of potential hazards/failures that may be identified 

beforehand, and will not change over the lifetime of the system [24]. One method created 

by National Highway Traffic Safety Administration (NHSTA) to methodically define the 

operating domains in which automated driving systems (ADS) are operational design 

domains (ODD) [27]. 

Using a similar approach, an ODD for the task of A3R was created to document the 

different possible domains that a UAS may operate in to accomplish the task of A3R. The 

NHSTA defines the following six top-level categories to consider when designing an ODD: 

1. Physical Infrastructure 

2. Operational Constraints 

3. Objects 

4. Connectivity 

5. Environmental Conditions 
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6. Zones 

For an ADS, the domain may include roadway type, speed, lighting, weather, 

objects, connectivity, and zones. From there, a hierarchical approach may be constructed 

to test the different domains that ADS may operate in (Figure 17). 

 
Figure 17. Example Hierarchical Levels in Environmental Conditions for 

ADS. Source [27]. 

Using a similar approach, a review of the intended mission sets provided by the 

tiger team will inform the ODD taxonomy. An example ODD for the A3R outlines 

examples of the key categories involved (Figure 18). 
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Figure 18. Draft Operational Design Domain for A3R 

Each top-level category may then further be broken down into specific domain 

characteristics, as shown for environmental conditions (Figure 19). 

When designing the altitude component of the domain, coordination must be done 

with the receiver certification team to ensure as much overlap has been created between 

the ODD and the receiver certification test plan. An example section of a notional receiver 

test plan would include configuration, receiver loadout, initial airspeed (KCAS), initial 

altitude (K ft. MSL), and remarks (Figure 20) [28]. 

 
Figure 19. Draft Operational Design Domain for A3R – Environmental Level 
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Figure 20. A Portion of a Notional Receiver Certification Test Matrix. Source 

[28]. 

Before the prime contractor has the ability to train the DNN, data must either be 

collected using a real-world surrogate aircraft, created using a simulation engine like 

MetaVR [29], or must be augmented using real-world data [30], to train, test, and evaluate 

the performance of the DNN. Unless the decision is made to use only synthetic data to train 

the DNN, the collection of real-world data must begin well prior to the training of the DNN 

to allow for the preparation to be complete in time to train the DNN. A general flow of 

preparation of a data set includes the following steps: video collection, image frame 
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extraction, image frame selection, image labeling, image and label resizing, image filtering, 

and data augmentation [31]. To collect real-world video, a camera must be installed within 

a surrogate platform in such a manner that the probe tip, drogue, couple, and other desired 

features are not obscured or obstructed by the structure of the platform. Alternatively, a 

camera system may be modified on the exterior of the surrogate platform, but this would 

require additional risk mitigation for both the test program, due to limiting the number of 

assets available to record, and the surrogate test platform, due to potential foreign object 

debris (FOD) or aerodynamic issues. 

While the prime contractor completes the remaining steps in preparation of the data 

set, the tiger team should be involved to ensure an understanding is had among the ITT on 

the methodology involved to collect, label, and process the data while continuing to provide 

operational context to the domain (Figure 21) [32]. 

 
Figure 21. A Simplified Workflow for Supervised Machine Learning. Source 

[32]. 

The prime contractor should strive to develop and deliver in an agile structure, 

delivering incremental capability versus one large delivery. Working with the tiger team, 
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an understanding should be had among the ITT of the next desired incremental capability 

and the ODD should reflect the path intended to achieve the full desired capability. 

C. PROPOSED FRAMEWORK OF TESTING 

Once the DNN has been trained to a sufficient level of performance to release an 

incremental capability using the training portion of the labeled data set and evaluated 

against the testing portion of the labeled data set, the DNN may now be handed over to the 

government test team for evaluation. Since the tiger team has been participating in the 

design and development of the DNN, a dedicated product outlining the results of the 

training should not be required to transition, but rather be accomplished concurrently with 

the start of training for reference later in testing. The cost of dedicating a tiger team to this 

effort begins to show the benefit with opportunities to rapidly transition the DNN from 

phase to phase. 

The proposed framework for testing breaks down as follows. First, formal methods 

will be produced in support of further understanding of the overall robustness of the DNN. 

Next, combined simulator and laboratory testing will be conducted for the government to 

evaluate the DNN prior to installation on an STP. Depending on the STP, surrogate testing 

may begin either simultaneously with simulator and laboratory testing (manned platform 

operating the DNN in the background) or subsequently (unmanned platform or manned 

platform operating the DNN as a primary means of control). Finally, the DNN may then 

be installed on the test platform, the MQ-25 for this research, and evaluated in the open-

air. Ideally, the formal methods, simulator testing, laboratory testing, and surrogate test 

platform (background) testing would occur near-simultaneously in an effort to decrease 

time to provide artifacts for learning assurance. Early on in test, this may not be a 

possibility, but as additional incremental capabilities of the DNN are developed and 

delivered, this would become the ideal scenario. 

1. Formal Methods 

Formal methods are a rigorous mathematical technique used for the development 

and verification of software or software-based systems. Formal methods ensure these 
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systems are developed without error to ensure real-world functionality, dependability, and 

consistency of a product. 

In the DOD 5000.89 instruction, DT&E activities are designed to provide data for 

independent evaluations and include an assessment of the system’s capabilities, limitations, 

and deficiencies [10]. With DNNs, this requirement presents a unique requirement to assess 

the robustness of the model. As shown in [16], small perturbations in the input x, may lead 

to drastically different labeling of objects in the domain y. One approach to assessing the 

susceptibility to perturbations includes approximation approaches or targeted attacks, but 

these approaches are heuristic-based and only operate on individual input points, which 

may not accurately document the DNN robustness [33]. 

Multiple different research efforts have been and are currently being conducted to 

overcome the issue with local robustness. DeepSafe applies a clustering algorithm over 

regions of inputs from the training portion of the data set that has a high probability of 

being labeled consistently. Each cluster then has a centroid and radius defined in which the 

same label should be assigned to all inputs within that region. By decomposing the 

requirement to show global robustness to clusters, tools such as Reluplex [34] may be used 

to efficiently solve [33]. 

Practical Robust Training (PaRot), a framework introduced by a research team out 

of Cambridge University based in TensorFlow [35], allows for robust training and testing 

of existing DNN. They define their work as veritably robust training and as having the 

ability to take existing graphs within TensorFlow to allow for faster development and 

testing [36]. This field has grown so large, that an annual international competition is now 

held as part of the Workshop on Formal Methods for ML-Enabled Autonomous Systems 

called the International Verification of Neural Networks Competition (VNN-COMP 2021) 

[37]. This competition consisted of twelve teams with the goal of providing objective 

comparisons of different methods in terms of scalability and speed and was supported by 

the USAF, the DARPA, and National Science Foundation (NSF). 

In summary, the field of formal methods shows promise for assisting in the 

activities required by the DOD 5000.89. While only a few methods were discussed in this 
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research, additional methods may be found in the proceedings from the National 

Aeronautics and Space Administration (NASA) Formal Methods International Symposium 

from previous years, including 2021 [38], 2020 [39], 2019 [40], 2018 [41], and 2017 [42]. 

While every method applicable to computer vision was not covered in this research and no 

single method was recommended for integration into the NAVAIR T&E process, the goal 

of this chapter was to introduce the reader to the concept of formal methods, the reason to 

use formal methods, and examples of formal methods currently available at time of 

publishing. The tiger team should work with the prime contractor during the training of the 

neural network to determine the best tools available for the team to use and then integrate 

those into the testing framework. 

2. Simulator Testing 

Simulator and Laboratory testing will be a crucial role in providing assurance of a 

computer vision system tasked to identify key aspects of a tanker. As outlined in the 

explanation of the ODD, a diverse and extensive domain exists encompassing the different 

environments that the DNN could encounter in normal flight operations. Testing the entire 

ODD in the open air will not be possible due to the complexity of coordinating aircraft, 

reliance on the environment, and time required to complete testing. Therefore, a 

combination of simulator and laboratory testing must be developed, certified, and then used 

as a supplement to open-air testing in support of collecting artifacts. This chapter covers 

the adaptations to existing simulator testing that are required. 

Simulation environments exist that could be used to test a DNN for the purposes of 

object detection, such as MVRsimulation Virtual Reality Scene Generator (VRSG) [29]. 

These environments are capable of producing the diverse domains required to evaluate the 

DNN and could be used for both creating synthetic data to train and test the DNN for the 

prime contractor as well as evaluating the DNN in support of a government evaluation. 

Metrics must be calculated and collected from the simulation environment and will be 

introduced in the next chapter. 
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Before beginning, a key concept to understand is intersection-over-union (IOU). 

IOU is a key measurement of performance and is represented by the common area between 

the object detected and the labeled object over the union of the two areas (Figure 22) [43]. 

 
Figure 22. Intersection-Over-Union (IOU) 

A low IOU means that the common area between where the DNN detected the 

object and the actual location of the object is proportionally small. In the A3R use case, a 

positive detection with an IOU of 0.10 would mean a majority of the detected drogue 

bounding box does not overlap the actual drogue bounding box. Conversely, an IOU of 

0.95 would mean a majority of detected drogue bounding box overlaps the actual drogue 

bounding box. Therefore, an IOU must be agreed upon prior to calculating metrics such as 

true positive (TP), true negative (TN), false positive (FP), or false negative (FN). If the 

decision to make IOU = 1.00 is made, then only TP with 100 percent overlapping detection 

and actual bounding boxes will be classified as a TP. Therefore, based on the size of the 

drogue and coupler, a determination must be made on what an acceptable IOU must be to 

complete an intercept of the probe tip to the coupler. For purpose of this evaluation, an 

IOU of 0.95 will be set for the calculation of TP, TN, FP, and FN. 

Additionally, in that the number of FP and FN relies on the confidence score 

threshold chosen, and therefore, an appropriate confidence score must be chosen and 

documented for review by independent reviewers [44]. 

Having set an appropriate IOU and confidence score, the following equations and 

definitions are referenced from [45]. 
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Mean intersection-over-union (MIOU) represents the mean value of IOU. 

𝑃𝑃 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 +  FP
 

Precision (P) represents the percentage of times the DNN correctly identifies the 

couple, drogue, and probe tip. 

𝑅𝑅 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
 

Recall (R) represents the percentage of actual objects that were correctly classified. 

𝑀𝑀𝑀𝑀𝐸𝐸𝑥𝑥 = 1
𝑛𝑛
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Mean absolute error (MAE) represents the average number of pixels in the x and y-

axis respectfully of all TP images. This could also be calculated as an angular accuracy. 

The following equations are referenced from [46]. 

𝑚𝑚𝑚𝑚𝑚𝑚 =
∑ 𝐴𝐴𝑃𝑃𝑖𝑖𝑛𝑛
𝑖𝑖=1

𝑛𝑛
 

Mean absolute precision (AP) represents the mean value of the average precision 

(AP) and is defined by the area under the precision-recall curve. This metric has been used 

as a primary means of describing the performance of object detection for many years, but 

it does suffer from some shortcomings. If the team only optimizes for 𝑚𝑚𝑚𝑚𝑚𝑚, then the 

importance of different error types (Figure 23) may be omitted from the final findings [47]. 
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Figure 23. Error Types 

The error types are categorized as: 

1. Classification Error: Correct localization, but incorrectly classified. 

2. Localization Error: Correctly classified, but incorrectly localized. 

3. Both Classification and Localization Error: Incorrectly classified and 

localized. 

4. Duplicate Detection Error: A higher scoring detection lead to incorrect 

classification. 

5. Background Error: Background detected as the foreground. 

6. Missed Ground Truth Error: All undetected false negatives not covered. 

To address the shortcomings of only optimizing for 𝑚𝑚𝑚𝑚𝑚𝑚, the Toolkit for 

Identifying Detection (TIDE) framework was developed to summarize error types, isolate 

the contribution, compare across data sets, incorporate all predictions, and allow for finer 

analysis [47]. 

3. Lab Testing 

As simulator testing begins, laboratory testing may also begin to test the 

performance of the DNN on the actual camera system. To evaluate the performance of 

DNN in different domains inside the ODD, augmented reality may be used to simulate 

different environments. Just as augmented reality may be used to create training data [29], 

augmented reality may be used to assist in the evaluation. Air Force Institute of Technology 
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(AFIT) has used this concept in recent years to test the USAF method of aerial refueling 

when the boom occludes the receiving aircraft [48]. 

As with simulator testing, the laboratory testing will produce metrics such as 

precision, recall, and 𝑚𝑚𝑚𝑚𝑚𝑚, but will also provide additional metrics of performance 

associated with the camera, such as the temperature, the processing power required, and 

the frame rate. These metrics fall under traditional hardware testing though and will not be 

covered in detail in this research. 

4. Surrogate Test Platform 

Given the requirement for the DNN to function as desired on day one of the receiver 

certification program, consideration should be given to conducting testing on an STP prior 

to installing the DNN on the objective platform. An example of this includes the 2006 

testing conducted by NASA using a surrogate F/A-18 to conduct autonomous airborne 

refueling [49] or the X-47B program previously discussed in this paper [8]. 

This could be accomplished either on a surrogate UAS that has been cleared for 

flight with an operational RTA or be accomplished in the background of a manned platform 

during air-to-air refueling. Given the use case of A3R, no platform currently exists, though, 

that could serve as a surrogate. For other mission sets though, the USAF has demonstrated 

this concept with a Kratos UTAP-22 tactical unmanned vehicle in 2021 [50], the Kratos 

produced XQ-58A Valkyrie, and the General Atomics produced MQ-20 Avenger [51]. In 

the future, once a cleared platform exists to conduct A3R, new DNNs that provide 

additional domain capabilities may be installed on that platform to serve as a surrogate to 

test additional capability in a much more rapid test schedule. 

In terms of a manned platform, consideration should be given to clearing the desired 

camera system for installation into current platforms that conduct air-to-air refueling, such 

as the F/A-18E/F, EA-18G, or F-35C, and allow the system to run in the background during 

manned flight operations. This comes at no additional cost to the test program (after 

installation of the camera system) in terms of flight test funding since it would serve as tag-

along testing to another program requiring manned air-to-air refueling. Post-flight, the test 
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team could perform a qualitative assessment of the performance of the tracking system or 

label data post-flight to measure against the metrics outlined earlier in the paper. 

5. Capabilities Based Test and Evaluation of UAS 

Aerial refueling testing consists of qualification and certification [28]. Qualification 

involves showing that the aircraft under test meets specification standards and meets the 

mission requirements. The certification consists of the testing of two qualified aircraft and 

verifying functionality and capability as a pair throughout the desired tanking envelope. 

For this scenario, the assumption is that the tanking aircraft is qualified and the focus of 

the flight test program will be qualifying and certifying the MQ-25. 

A receiver certification test program will include components such as “receiver 

aircraft performance and handling qualities, receiver pilot visual aids on the tanker and 

drogue system, and receiver workload to refuel” [28]. To complete this program, 

maneuvers such as a wake survey (Figure 24) or drogue tracking (Figure 25), must be 

conducted, and to do this successfully, the DNN must be correctly classifying and 

localizing the drogue. 

 
Figure 24. Wake Survey I-Pattern and Receiver Positions. Source [28]. 
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The general buildup of the test program will start with wake surveys, drogue 

tracking, both straight and level in turns and then straight and level contacts. Understanding 

the existing framework for a receiver certification test plan and the fact that the DNN must 

be operational for all points, the assurance test matrix should be categorized as “tag-along” 

testing with a minimal number of independent test points being added for the sole purpose 

of producing artifacts in support of assurance. 

 
Figure 25. Combined Drogue Tracking and Turn Maneuver 

As was described, formal methods provide a rigorous mathematical technique that 

was used for the development and verification of software or software-based systems. 

Formal methods ensured that the progression of test phases (i.e., simulator, lab, surrogate) 

were developed without error to ensure real-world functionality, dependability, and 

consistency of a product. The results of these events help to provide data for the 

qualification and certification of the mission-set. Next, we must use the data that was 

gathered and execute a performance assessment and analysis. 

D. PERFORMANCE ASSESSMENT AND ANALYSIS 

Both DT&E and OT&E are charged with assessing the performance of the system 

against a specification and in an operational environment. In traditional flight test, real-

time telemetry will allow for monitoring of critical parameters in support of a quantitative 

assessment whereas the human-in-the-loop (the test aircrew) will provide an additional 

qualitative assessment of handling qualities (Figure 26) or workload required to complete 

a task (Figure 27). 
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Some of the methods used to apply quantitative measurements to typically 

qualitative assessments are through the use of some common rating scales, such as the 

Cooper-Harper Handling Qualities Rating Scale (Figure 26). The Cooper-Harper Scale 

allows the handling qualities of an aircraft to be quantified on a scale of 1–10, in addition 

to gross, generalized handling characteristics such as having “major deficiencies” in the 

way the aircraft maneuvers or having qualities that are “excellent” or “highly desirable.” 

Similar handling scales, typically used for manned aircraft, could be used to characterize 

the flight characteristics of a UAS during mission-sets, such as A3R; just from a different 

perspective. In addition to flight characteristics, an individual observing a UAS execute a 

mission could use the Revised Bedford Workload Scale (Figure 27) to quantify the 

difficulty, or amount of work or capacity, that certain tasks require. 

 
Figure 26. Handling Qualities Rating and Pilot Induced Oscillation Scale. 

Source [28]. 

During open-air operations of the test UAS, real-time quantitative monitoring of 

metrics defined in the simulator and laboratory testing will not be possible. Those metrics 

all rely on labeled data to compare against the performance of the DNN. Since real-time 

labeling of the critical objects within the field of view (FOV) of the camera will not be 
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possible, only qualitative remarks may be made during open-air testing and a new method 

must be adapted to allow test engineers a way to organize their thoughts and logically think 

through the actions of the DNN. Adapting the Army’s DEBRIEF methodology, [17] 

adapted the assessment method for a human to better assess the performance of artificial 

intelligence (AI) (Figure 28). 

 
Figure 27. Revised Bedford Workload Scale. Source [28]. 

The first two steps in the process would be completed prior to execution of the test 

and for this use case, would remain constant. In the event that the DNN commits one of 

the six errors described in Figure 23, the test engineer could then complete steps three and 

four of the process. Now, given the speed of flight test, the ability to complete steps five 

and six may not be possible real-time if additional testing could be accomplished. In the 

event of a failure of the DNN and the decision is made to return to base (RTB), the test 

flight is far from over and the test engineers most likely will have to assist in monitoring 

the performance of the air vehicle during the RTB. Once safely on deck and video from 
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the flight may be reviewed, the remaining step (five, six, and seven) may be completed. 

While this use case has a relatively simple set of rules and objectives, this type of method 

will provide an increasing benefit as the complexity of the autonomous operation increases, 

such as cognitive electronic warfare or battlespace management, and this method should 

be adopted throughout the entire NAE. 

Understanding that real-time labeling will not be possible to assess the metrics 

outlined in the simulator and laboratory testing segment, the ability exists through post-

flight to download videos, label them, and then assess the performance of the DNN during 

specific parts of the flight. As new algorithms are developed to assist in labeling quickly, 

this process will become faster and will allow for more and more videos to be reviewed 

post-flight, but the understanding needs to be had that if manual labeling were to be relied 

on, a penalty in time would be added to the overall schedule of the test program. Now, if 

the domain changes, such as the performance in question occurred during a difficult 

environmental domain of the ODD and the following day was forecasted to be a more 

favorable environmental domain, the decision could be made to continue testing in support 

of the receiver certification program while a concurrent evaluation of the previous day’s 

performance was conducted, but that type of concurrent evaluation would be contingent on 

available manpower. 
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Figure 28. After-Action Review for AI. Source [17]. 

The final qualitative evaluation concept being covered in this research will be the 

mirroring of pilot training as a means to qualitatively assess the performance of a UAS. 

Traditionally, operational test plans consist of MOE and MOS, but with autonomous 

operation, consideration should be given to aligning MOE and MOS to traditional pilot 

qualifications [15]. For example, if the fleet replacement squadrons (FRS) carrier 

qualification syllabus called for 10-day carrier arrested landings and 4-night carrier arrest 

landings with a boarding rate of 80 percent, those metrics could be used as a means to 

operationally evaluate the performance of a UAS tasked with the same mission. Given the 

small scope of the DNN assurance test program though, this would be analogous to 

defining a metric for how many times an instructor should expect a student to correctly 
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identify key objects in the domain (100 percent ideally). Now, under the larger receiver 

certification program, a metric like this may be adopted mirroring the FRS’s receiver 

qualification syllabus, but in terms of object detection, this type of comparison shows 

minimal value. 

A key concept to understand is the risk that will need to be assigned to these types 

of capabilities (neural networks). A CBTE program could complete the entire receiver 

certification program, provide artifacts in support of assurance of the DNN, and a PFC 

could be issued to the UAS to allow it to conduct this mission within a specified envelope 

driven by the strengths and weaknesses discovered during the evaluation. On day one of 

the fleet using this UAS, for reasons unknown to the human monitoring the performance 

of the UAS in real-time, the system may fail to correctly identify the basket within the 

cleared envelope and be required to discontinue the mission. This echoes the concepts 

previously covered that a DNN has a near-infinite input space and even given the robust 

program outlined above, an edge case may be discovered in real-time that was not found 

during testing. In relation to the use of traditional pilot qualifications, a risk assessment is 

made by the instructing aircrew of the student in the given domain the instructor presented 

to the student. In the case of air-to-air refueling, the student pilot may satisfactorily 

complete the syllabus at the FRS and on the first day of deployment, fail to tank 

successfully due to an edge case not covered in training or evaluation. This type of risk 

assessment, while common in the pilot training program, would be new to an organization 

such as NAVAIR and therefore, a key consideration for the test needs to be providing 

sufficient artifacts to support this type of risk assessment. 

So lastly, we have summarized the ways in which we might capture performance 

assessments of a UAS, via some standardized qualitative and quantitative methods, and 

how one might capture those activities in an after-action review. Let’s summarize basics 

of the processes conferred as a baseline for discussions on broaching the subject of 

autonomous operations for unmanned vehicles, specifically in the case of air-to-air 

refueling. 
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VII. CONCLUSION 

To summarize, the complexity of modern warfare has rapidly outmatched the 

capacity of a human brain to accomplish the required tasks of a defined mission set. Task-

shedding mundane tasks would prove immensely beneficial, freeing the warfighter to solve 

more complex issues; however, most tasks which a human might find menial, and shed-

worthy, prove vastly abstract for a computer to solve. Advances in Deep Neural Network 

technology have demonstrated extensive applications as of recent. As DNNs become more 

capable of accomplishing increasingly complex tasks and the processors to run those neural 

nets continue to decrease in size, incorporation of DNN technology into legacy and next 

generation aerial Department of Defense platforms has become eminently useful and 

advantageous. The assimilation of DNN-based systems using traditional testing methods 

and frameworks to produce artifacts in support of platform certification within Naval, 

however proves prohibitive from a cost and time perspective, is not factored for agile 

development, and would provide an incomplete understanding of the capabilities and 

limitations of a neural network. 

In order to begin the test and evaluation of unmanned and autonomous systems, a 

valid framework must first be established and proven. This framework, in the truest sense 

of the word, must set the formal—and hopefully lean—methods by which one proves a 

system’s validity throughout the entirety of airworthiness process. This process must be 

compiled in such a way as to ensure that agility and responsiveness to the warfighter are at 

the forefront, with a dedication to delivering capabilities to the fleet vice becoming mired 

in processes. This is the only way we will adapt and overcome the increasing threat of great 

power conflict. 

This research provides stakeholders within the naval aviation enterprise (NAE) and 

idea of the current tools, methodologies, and frameworks that exist or that are being 

developed, which, if adapted, could provide additional learning assurance for systems 

using machine learning to achieve a task currently reserved for a human operator. The 

primary purpose of the paper has succeeded and will be verified by actual tests within the 

coming years. This will be accomplished by examining the use case, specifically the 
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autonomous air-to-air refueling (A3R) of an unmanned aerial system (UAS) with a manned 

platform, and by relating how new capabilities in the field of assurance could be applied to 

the test planning, execution, and analysis process. The secondary objectives of capturing 

the processes, which will be a product of the actual testing and the research that goes into 

it, will make the same procedures extensible to future mission-sets suitable for autonomous 

systems. As the initial test and evaluation of this particular use-case proceeds, more will 

be learned, and, when captured, we will build the foundations for future test and evaluation. 

The methods on how to test Unmanned Aerial System will continue to expand and 

become more complicated as the systems become more complex. As these systems become 

more complex, which they undoubtedly will as we strive to maintain parity with our 

adversaries, NAVAIR will at least have some tools in the proverbial toolbelt with which to 

succeed and build upon. 

Future work areas involve the discovery of additional mission-sets that might be 

accomplished by Deep Neural Nets, while also meeting the needs of the Navy and matching 

National Security Strategy and National Defense Strategy goals. Mission might include, 

for example, the evaluation of autonomous platforms for Command, Control, 

Communications, Computers, and Intelligence, Surveillance, and Reconnaissance (C4ISR) 

roles while pushing advancements in resilient and agile logistics at a smaller scale. The 

possibilities are ultimately endless and merely require some dedicated work. 
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