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Abstract 
 
Background: The concept of customer orientation, which is based on a set of fundamental beliefs that prioritize the interests of 
the customer, requires companies to detect these interests in order to maintain a high level of quality in their products or services. 
Furthermore, there are several indicators of customer orientation, and one of them is their opinion or taste, which provides 
valuable feedback for businesses. With the rapid development of social media, customers can express emotions, thoughts, and 
opinions about services or products that may not be easily conveyed in the real world. 
Objective: The objective of this study is to detect customer orientation towards product or service quality, as expressed in online 
or social media. Additionally, the study showcases the novelty and superiority of the annotation process used for detecting 
customer orientation classifications. 
Methods: This study employs a method to compare the classification performance of the Vader lexicon annotation process with 
manual annotation. To accomplish this, a dataset from the Amazon website will be analyzed and classified using the Support 
Vector Machine algorithm. The objective of this method is to determine the level of customer orientation present within the 
dataset. To evaluate the effectiveness of the Vader lexicon, the study will compare the results of manual and automatic data 
annotation. 
Results: The results showed that customer orientation towards product or service quality has a predominantly positive value, 
comprising up to 76% of the total responses analyzed.  
Conclusion: The findings demonstrate that using Vader in the annotation process results in superior accuracy values compared 
to manual annotation. Specifically, the accuracy value increased from 86% to 88.57%, indicating that Vader could be a reliable 
tool for annotating text. Therefore, future studies should consider using Vader as a classifier or integrating it into the annotation 
process to further enhance its performance. 
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I. INTRODUCTION 

The concept of customer orientation is a critical psychological asset that can provide significant benefits to 
salespeople in their professional endeavors. It comprises a wide range of work ethics, attitudes, tendencies, and 
mindsets that promote engagement and clarity of roles in customer service. By prioritizing customer satisfaction and 
needs, salespeople can use customer orientation to ensure positive customer experiences during service interactions. 
The guiding principle of this orientation is a "concern for the customer", which shifts salespeople's focus from self-
interests to customer needs and satisfaction. This customer orientation facilitates meaningful, warm, and empathetic 
relationships with customers [1]. To foster this orientation, there are several approaches that companies can take, 
including enabling customers to contact salespeople, hiring friendly and solution-focused personnel, encouraging staff 
autonomy, valuing employees as assets, training team members, leading by example, capturing the voice of the 
customer through surveys, customer focus groups, data analysis, and creating a customer value proposition, as well as 
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optimizing processes through follow-ups [2]. Therefore, this study aims to explore customer orientation through a 
specific approach, which involves analyzing customer opinions and reviews shared on social media platforms. 

Customer orientation plays a crucial role in driving high performance for companies, and its impact surpasses that 
of technology orientation [3]. For instance, in the restaurant industry, online reviews from previous customers can be 
analyzed to identify customer segments, predict their preferences, and prioritize service quality improvements [4]. 
This study is conducted across various domains using a machine learning approach that includes text preprocessing, 
text extraction, topic modeling, regression analysis, and artificial neural networks to analyze 14 variables for customer 
value [5]. Additionally, it is important to note that customer preferences for hotel features can vary among different 
customer types [6]. A study has proposed using aspect-level sentiment analysis and the Kano model-based extraction 
rule to determine customer orientation towards product attributes [7]. To enhance the accuracy of sentiment element 
recognition and value analysis, it is essential to use semi-supervised learning techniques to develop a better annotation 
opinion and offer a sufficient training corpus [8]. 

In today's digital age, the internet and social media have become essential tools for businesses to assess customer 
orientation towards their services or products. Gathering customer feedback is crucial for companies to improve their 
offerings [9]. For instance, social media platforms such as Twitter can be used to collect customer responses and 
feedback, providing valuable insights into how customers perceive a product or service [9], [10]. Moreover, reviews 
on social media can also be analyzed to determine public opinion towards the latest films and other forms of 
entertainment products [11], [12]. An entrepreneur in a restaurant can also use customer reviews to improve their 
services [13]. To conduct a thorough customer orientation analysis, it is crucial to adopt a suitable study model such 
as Naïve Bayes (NB), Support Vector Machine (SVM), K-Nearest Neighbor (KNN), and others. 

Several studies have shown the efficacy of Support Vector Machine (SVM) in customer orientation analysis, 
outperforming other algorithms. Specifically, when combined with Fuzzy Matching (FM), this algorithm has 
consistently produced superior results across multiple datasets [14]. Studies have found that SVM with RBF kernel 
outperforms the Sigmoid kernel in terms of accuracy [15]. Moreover, comparative analyses of SVM and KNN 
algorithms have shown that SVM is slightly superior in accuracy, with an average accuracy value of 69.27% for SVM 
and 61.3% for KNN [16]. 

To improve the accuracy of sentiment analysis, it is essential to use semi-supervised learning techniques to create 
a better annotation corpus for opinion analysis and provide an adequate training dataset. This approach can lead to 
more effective sentiment value analysis and more precise identification of elements [17], [18]. In lexicon-based 
systems, the dictionary is a critical component, but updating it manually poses a significant challenge. This issue can 
be overcome by using a lexicon-based machine-learning approach with automated dictionary updates [19]. As a result, 
this study employed the Vader lexicon as the initial dataset annotation. 

SVM and the Vader lexicon have been used in various domains to predict consumer response and product or service 
experiences [20]–[24]. Twitter has also been used as a platform for analyzing responses to climate change [25]. The 
Vader lexicon has proven to be an effective annotation tool, demonstrating high accuracy rates. In a study on predicting 
customer response from chatbot sources, Vader achieved an accuracy rate of 93.33% [24]. When combined with SVM, 
the accuracy of Vader increased to 80.3%, surpassing Naive Bayes, Random Forest, Neural Network, Decision Tree, 
and k-Nearest Neighbour [26]. Furthermore, Vader outperformed other lexicons, such as Textblob, Flair (LSTM), and 
Flair (BERT), achieving an accuracy value of 72.59% in unsupervised group comparison [21], [25].  

This study aims to enhance the process of opinion annotation by merging two different techniques: Support Vector 
Machine (SVM) and Vader lexicon. The combined approach aims to leverage the strengths of each technique to 
achieve a higher level of accuracy. Furthermore, the integration is carried out in a sequential manner where the Vader 
lexicon is used to establish opinion values, and the resulting data is employed as annotation data in SVM. Clustering 
is also applied to the data based on their attributes to gain further insights into customer orientation [22]. Essentially, 
this fusion transforms the lexicon-based approach into a mechanism for transferring learning to SVM. The expectation 
is that the amalgamation of techniques and algorithms will lead to highly accurate opinion annotation. 

This study aims to develop a hybrid method that can enhance the accuracy of classification predictions. The method 
involves the use of classification to identify customer orientation towards a product. This study has the following 
objectives (RO):  

 
RO1. Determine the overall customer perception of a product or service in the utilized data source. 
RO2. Understanding the consumer orientation base on top positive and negative sentences found from samples 
evaluated by the Vader lexicon and the SVM approach. 
RO3. List words that are often conveyed by consumers to express their opinions. 
RO4. Clustering consumers based on gender and city for each perception. 
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II.  METHODS 

Customer orientation has a significant impact on marketing performance in various businesses. This shows 
companies need to focus not only on marketing performance but also on understanding customer orientation toward 
their products. To achieve this, a hybrid approach has been developed. Fig. 1 shows the framework proposed in this 
study [27]. The explanation for each stage is provided below. 

 
Fig. 1 Proposed Hybrid Approach 

A. Data Collection 

 This study focuses on analyzing customer reviews of a specific product, which is sourced from the Amazon dataset. 
The dataset consists of two types of reviews: positive and negative. To facilitate analysis, the data is stored in a 
Microsoft Excel file. The raw customer review data contains various characters, symbols, numbers, URLs, mentions, 
and other information that require preprocessing to make it more uniform and reduce noise. Subsequently, the dataset 
is divided into 80% training data and 20% test data. Although the acquired dataset has positive and negative 
annotations, there are instances where the annotations are inappropriate, as shown in Table 1. For instance, the first 
data is annotated as positive, even though the sentence has a more negative connotation. The same is true for the 
second data point. These instances have the potential to adversely affect the accuracy of the analysis. 

B. Polarity Annotation with Vader Lexicon 

In the realm of analyzing opinion data, lexicon analysis is a simpler approach compared to machine learning, which 
requires more complex algorithms and greater computing power [28]. Previous studies have demonstrated the efficacy 
of the Vader lexicon, a sentiment analysis tool capable of accurately annotating opinion data [27]. This tool employs 
a lexicon dictionary comprising 1773 opinion words that are assigned specific weights. The polarity value of each 
data point is calculated based on the weight or value of each word in a sentence. A sentence is considered positive if 
the polarity value is greater than 0, negative if it is less than 0, and neutral if it is neither positive nor negative [15]. In 
this study, the Vader lexicon was used as a dataset annotation process, which can expedite the annotation process and 
improve the accuracy of the results. 

C. Dimensionality Reduction 

To simplify features in text data, two common algorithms used are FM and TF-IDF. The FM algorithm is a rule-
based approach that enables the detection of predefined keywords and expressions in the text. This technique is capable 
of identifying expressions that occur within the text, allowing for some errors in the match. Additionally, it can detect 
matches in the text, even if the words are misspelled or have different suffixes or prefixes. The distance metric in FM 
is commonly employed to quantify the dissimilarity between two strings [29], [30]. In this FM, a specific approach 
that involves calculating the ratio of similarity distance values is used through the Levenshtein distance similarity 
technique [31]. 

TABLE 1 
INAPPROPRIATE DATASET ANNOTATION 

Product Reviews 
Polarity 

(Raw Data) 
Polarity 

(should be) 
!!!!!!!!!!!!!: I never got this product. I recieved an e-mail that mentioned, the product was 
returned to the whare-house, and my money was re-funded 

Positive Negative 

!!!: haven't watched the movie yet as i have not read the book but am definitely looking 
forward to viewing and glad it completed my series 

Negative Positive 
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Word weighting is a technique used to index words by assigning weights to each word, based on its significance in 
the document. This study utilized a word weighting approach that considered three factors including term frequency, 
inverse document frequency, and document length. To perform the word weighting, the study computed the values 
for term frequency (TF), document frequency (DF), inverse document frequency (IDF), and TF-IDF values [32], [33]. 
 

D. Text Preprocessing Series 

Preprocessing is a crucial step in cleaning review data before processing and analysis to ensure accuracy and 
compliance with requirements. For instance, data in the form of Microsoft Excel files should be recalled for 
preprocessing to make it more structured and compatible. This typically involves several procedures such as 
transforming cases, stemming, tokenizing, and others. 

 

E. Orientation Classification 

The customer orientation classification stage involves using the SVM algorithm to distribute the training data, while 
testing is performed using K-Fold Cross Validation with various values of k. To evaluate the performance of the 
model, the study employed Cross Validation, a statistical method that splits the data into two subsets, including test 
and training data. K–Fold Cross Validation is a specific type of cross-validation, where the data is divided into k equal-
sized parts or folds. During each fold, one part is used as test data while the remaining k – 1 parts are used as training 
data. This process is repeated k times, ensuring that every part is used as both test and training data [34]. 

SVM is a robust machine learning system that uses a high-dimensional feature space represented as a linear function 
to train on parameters and optimize learning through statistical bias. The system works to maximize the distance 
between classes to find the optimal hyperplane, that can effectively separate two classes for classification in a higher-
dimensional space. To achieve this, SVM uses kernel tricks that transform the data into a higher-dimensional space to 
separate data linearly. Several kernel functions are commonly used, including Linear, Polynomial, and Radial Basis 
Functions (RBF) [15]. 

After following dimensionality reduction and text preprocessing, the test and training data are used in the 
classification process through the SVM algorithm. The SVM algorithm is used to predict the class of the test data, 
whether it is positive, negative, or neutral.  
 

F. Measurement and evaluation 

During the evaluation stage, it is crucial to conduct system testing to assess the performance of the classification 
results. This is typically achieved by calculating various metrics such as accuracy, precision, recall, and f-measure 
values. Performance evaluation is an important parameter used to gauge the accuracy and effectiveness of a method. 
In this evaluation process, a confusion matrix is utilized during the system development process [27]. The accuracy 
value is used to determine the proportion of correctly predicted outcomes in real-world scenarios. Precision indicates 
the degree of accuracy of the test results, while recall serves as a gauge for the percentage of outcomes where the 
correct value was found. The precision and recall values are combined to calculate the F1-Score, which represents the 
overall performance of the model. The equations (1), (2), (3), and (4) shown below represent the formulas used to 
calculate the aforementioned values: 

 

�ccuracy =  
�����

�����������
     (1) 

Precision =  
��

�����
        (2) 

Recall =  
��

�����
         (3) 

F1 − Score =  
�∗���������∗������

����������������
   (4) 

information: 
TP (True Positive) = indicates a successful detection of a positive outcome 
TN (True Negative) = represents a positively determined bad outcome 
FP (False Positive) = displays negative results for positive detection 
FN (False Negative) = positive outcomes are shown to be negative 
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III. RESULTS 

A total of 300,000 data will be collected as training data, which is manually annotated as either negative or positive 
reviews based on Table 3. The annotation process involves linguists who determine the sentiment orientation of each 
sentence, with 1 indicating a negative review and 2 for a positive one. It is essential to note that this process is both 
time-consuming and costly [14]. Some data points (examples in Table 1) may not be suitable for manual annotation, 
as mentioned in Section 2. To address these issues, the lexicon approach has been proposed to facilitate a quicker and 
more accurate annotation process. Table 2 shows an example of annotation using this approach. 

 
Section 2 shows that the use of automatic annotation using the Vader lexicon can improve classification 

performance. In comparison to manual annotation, the dataset will be annotated automatically with Vader before 
entering the preprocessing stage. The Vader lexicon consists of over 7500 lexical features with validated valence 
scores indicating sensory polarity (positive/negative) and feeling intensity on a scale of -4 (negative) to +4 (positive), 
with 0 representing neutrality. For instance, the words 'okay', 'for', 'bad', and 'sick' has a score of 0.9, 3.1, -2.5, and -
1.5 respectively. Vader evaluates any given text and generates a positive, negative, or neutral score for each lexical 
feature. These scores are then added together to form a compound score, which is a matrix normalizing all scores from 
-1 to +1. A composite score greater than 0.05 is considered positive, a score less than -0.05 is considered negative, 
and a composite score between -0.05 and 0.05 is considered neutral [35]. The sentence polarity is determined based 
on the compound score of each existing word. Table 3 provides an example of how the Vader lexicon is scored. 

 
The success of this search concept hinges on the ability to determine whether a searched string is similar to a string 

contained in the dictionary, even if the character arrangement is not an exact match. This determination of "similarity" 
is achieved using a function known as the Levenshtein Distance similarity. To identify similar words, each word is 
compared with every other word. Unique similar words are stored to prevent duplicate words, as shown in Fig. 2.  

 
Fig. 2 Distance Measurement for Fuzzy Matching 

 

The subsequent stage involves assigning a weight to each vocabulary in the document using the term frequency-
inverse document frequency calculations (TF-IDF). Table 4 shows the results of calculating the term frequency and 
TF-IDF. 

TABLE 2 
RAW DATA OF REVIEW PRODUCT AND ANNOTATION MANUALY FOR TRAINING DATA 

Product Reviews Annotation 
!!!: Simply Horrible.If you need an explnation see the movie.If you don't agree, you deserve this tripe of a film. 1 
": It was okay. i dont like old movies though. i just wanted to see it because i liked the new version. The action was 
good. 

1 

" BUY THIS CD ": THIS IS " REALLY " THE BEST OF RANDY'S SONGS ... YOU WILL BE PLEASED !!!!!!! 
... I HAD BOUGHT OTHER CD'S .... I LIKE THIS ONE 

2 

"A Beautiful Love Story": A lovely romantic story. I was delighted to find this movie on DVD format available 
now here at Amazon.A romantic movie to watch again and again. 

2 

 

TABLE 3 
SCORING WITH VADER LEXICON 

Review Score Annotation 
 !: Apostrophe is a great second or first … 4,231 Positive 
' A CLASSIC DANZIG CD '' ! !: MANY PEOPLE … - 0,359 Negative 
- a googleplex rating: I dont even … 1,667 Positive 
I am sorry to burst the bubble but to see … 0,923 Positive 
- for purists only: The entire recording… 1,308 Positive 
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Following the annotation of the data, the next step is preprocessing, which involves several essential techniques. 

Table 5 shows that the initial text is in the form of raw data consisting of customer reviews of a product. Data cleaning 
is the first technique employed, which involves the removal of noise and all non-letter characters. The case of all 
letters is transformed to lowercase to ensure consistency. Subsequently, stop word removal is implemented to 
eliminate unimportant words from the document based on a predefined stop word list. The next step is stemming, 
which enables the identification of the root form of a word and replaces it with the correct grammatical structure in 
English. Finally, the tokenization process is carried out by breaking the documents into token pieces, achieved by 
separating sentences based on space characters. 

 

A. RO1: Determine the overall customer perception of a product or service in the utilized data source. 

Following the TF-IDF calculation, the subsequent step involves developing a classification model using a Support 
Vector Machine (SVM) algorithm. In this phase, the classification process is conducted using SVM. The distribution 
of the test and training data is performed by using Cross Validation with a fold value of 10. Based on the results of 
the classification using SVM, the composition is shown in Fig. 3. The findings showed that the majority of customer 
orientation is positive, with a percentage of 76%, while negative and neutral feedback constitute 22% and 2% 
respectively.  

 
Fig. 3 Customer Orientation Classification  

 

B. RO2: Understanding the consumer orientation based on top positive and negative sentences found from samples 
evaluated by the Vader lexicon and the SVM approach. 

Table 6 shows consumer reviews with the highest scores based on positive and negative annotation. The review is 
characterized as positive if the word scores are above 0, while they are classified as negative if the word scores are 
below 0. These outcomes provide valuable insights for service managers or product owners to evaluate their business 
processes. 

TABLE 4 
WORD VECTORS WITH TF-IDF 

No Annotation a able …. yours zappa zero 

1 Positive 0.0097 0.0 0.0 0.0 0.3448 0.0 
2 Positive 0.0295 0.0 0.0 0.0 0.0 0.0 
3 Negative 0.0120 0.0 0.0 0.1063 0.0 0.0 
4 Negative 0.0152 0.0896 0.0 0.0 0.0 0.0 
5 Negative 0.0139 0.0 0.0 0.0 0.0 0.0 

 

TABLE 5 
PREPROCESSING RESULT 

Preprocessing Stage Sample Result 

Initial text : 
": It was okay. i dont like old movies though. i just wanted to see it because i liked the new 
version. The action was good. 

Cleaning : 
It was okay i dont like old movies though i just wanted to see it because i liked the new version 
The action was good 

Tranform Case : 
it was okay i dont like old movies though i just wanted to see it because i liked the new version 
the action was good 

Stopword Removal : okay dont like old movies though just wanted see because liked new version action good 
Stemming : okay dont like old movies though just want see because like new version action good 
Tokenizing : okay, dont, like, old, movies, though, just, want, see, because, like, new, version, action, good 
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C. RO3: List words that are often conveyed by consumers to express their opinions. 

Fig. 4 illustrates common words that customers frequently use in their feedback about products. The word that 
occurs most frequently in the dataset is displayed with a larger font size to emphasize its significance. For instance, 
the word “Great” is the most commonly used term by customers to express positive feedback, followed by “Good”, 
“Album”, and others. Words such as “Sound” and “Give” are frequently used in negative feedback annotations. 

(a) 

 

(b) 

 

Fig. 4 The Word Most Commonly Used in Positive (a) and Negative (b) Perception 

D. RO4: Clustering consumers based on gender and city for each perception. 

The analysis also includes a categorization of consumers by gender and city. As showed in Fig. 5, a greater 
proportion of female consumers gave positive reviews compared to their male counterparts. The dataset includes 
reviews from different cities: California, Colorado, Kansas, Kentucky, and New York. Interestingly, consumers from 
New York contributed the highest number of positive reviews. 

 

Fig. 5 Clustering based on Gender and City for Each Perception 

TABLE 6 
TOP POSITIVE AND NEGATIVE SENTENCES 

Review Score Annotation Scoring String 

!!Thoroughly enjoyable!!: This book starred one of the most delicious heroes 
I've seen in ages! Lucas is heroic (in the very best sense of the word), sexy 

through and through, and downright easy to fall for. Watching two best friends 
discover their love for one another was a joy to read. Heartwarming, funny, 
charming, emotional, richly rewarding, and beautifully written. A keeper! 

10,949 Positive 

enjoyable (0.49) delicious (0.69) heroes (0.59)  
heroic (0.67) best (0.82) sexy (0.62) easy (0.49) best 

(0.82) friends (0.54) love (0.82)  joy (0.72) 
heartwarming (0.54) funny (0.49)  charming (0.72) 

emotional (0.15) richly (0.49)  rewarding (0.62) 
beautifully (0.69) 

!!!!!expired perfume!!!!!: I bought this 2 years or so ago, and I am STILL 
upset about it. it arrived and was a dark orange-ish color, and smelled rank and 
well just old. I would never ever buy from here again. I waited 15 years to have 

this fragrance because I could never afford it, only to be let down terribly. 
maybe they didnt know it was expired and had went bad..i dunno....in any case, 

bad bad experience. 

-2,718 Negative 
upset (-0.41) well (0.28) terribly (-0.67) bad (-0.64) 

bad (-0.64) bad (-0.64) 
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The study involved a comparison between classifications obtained through manual and automatic annotations using 
the Vader lexicon. Results presented in Table 7 and Fig. 6 show that Vader's annotation outperformed the manual 
aspect across several key metrics, including accuracy, precision, recall, and f-score. 

 

 
Fig. 6 Comparison Results Using the Vader Lexicon for Annotation 

 
Throughout the evaluation phase, several tests were conducted to assess the effectiveness of various techniques, 

including text preprocessing, factorization machines (FM), and term frequency-inverse document frequency (TF-IDF). 
To assess the performance of these techniques, SVM classification was implemented using both manual and individual 
data annotations with the Vader lexicon.  

IV. DISCUSSION 

This study focused on two primary objectives: detecting customer orientation towards a product or service and 
evaluating the performance of lexicon-based opinion analysis. However, due to the non-standardized nature of 
customer opinions expressed on social media or online platforms, the data required initial processing to enhance its 
structure. Several preprocessing techniques were employed, including data cleaning, case transformation, stop word 
removal, stemming, and tokenization. Afterward, dimensionality reduction was performed using FM and TF-IDF 
techniques. The classification stage employed the SVM algorithm due to its demonstrated high performance in 
previous studies [14]. Analysis through these stages showed that customer orientation tended to be positive with a 
value of 76%. 

In the second analysis, an automatic annotation process was conducted using the Vader lexicon. The results of this 
analysis showed that the performance of the lexicon was superior to that of the manual annotation process. 
Specifically, the accuracy value increased from 86% to 88.57%, representing a 2.57% improvement. This level of 
performance surpassed that of previous studies, which reported an increase from 70% to 88.57%. 

The proposed model demonstrated superior performance compared to the benchmark aspect [36], which achieved 
a maximum accuracy of 70%. In contrast, the experiment achieved an accuracy value of 88.57%. Fig. 7 shows that 
the proposed model outperforms the benchmark aspect in terms of accuracy. It is important to note that the data used 
in this study is substantially larger than that of the benchmark. In the benchmark study, annotations were determined 
based on the conversion of rating values. Numbers 4 & 5, 1 & 2, and 3 were considered positive, negative, and neutral 
annotations respectively. This approach had a weakness, as the rating value did not always reflect the actual sentiment 
expressed in the review. For instance, a review with a high rating may still contain negative feedback. This study 
employed the Vader lexicon for annotation, which assigns weights to individual words and determines the overall 

TABLE 7 
RESULTS OF TESTING THE USE OF VADER LEXICON FOR ANNOTATION 

Evaluation Manual Annotation (%) Vadel Lexicon Annotation (%) 
Accuracy 86 88,57 
Precision 86,08 89,71 

Recall 95,43 96,32 
F-Score 90,51 92,89 
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sentiment of the review. The assigned weights provide a score that determines whether the sentiment is positive, 
negative, or neutral. This method has been shown to increase accuracy. 

 

 
Fig. 7 Performance Comparison with Benchmark Study 

 
The study has shown limitations in the effectiveness of the Vader lexicon for annotation due to the incompleteness 

of word dictionaries and applied word weights. Although the word underwent normalization, not all normalized words 
are included in the lexicon. This makes some words that should have weighted values to produce an opinion not to be 
detected, resulting in no weighted value. For instance, the sentence "not good" conveys a negative sentiment, but the 
word "not" does not weigh the lexicon, while "good" has a high weight representing a positive opinion. In this case, 
the phrase "not good" is considered a positive opinion, despite its negative connotation. To achieve maximum results 
in the annotation stage, it is necessary to expand the lexicon dictionary by maximizing words starting with "not" to 
have a weight that tends to represent negative opinions. 

V. CONCLUSIONS 

The proposed study introduces a novel approach to customer orientation classification by combining two powerful 
techniques: Support Vector Machine (SVM) and Vader lexicons. The SVM algorithm's performance is enhanced by 
implementing dimensionality reduction techniques such as the FM and TF-IDF algorithms. The primary objective of 
this study is to determine customers' perceptions of products and services, which constitutes a significant contribution 
to the field. Data analysis results reveal frequently used positive and negative words, providing valuable insights into 
customer behavior. Moreover, this study contributes practical techniques for data extraction, including tokenization, 
stop word deletion, case transformation, and stemming. After experimentation, the Vader lexicon-SVM emerges as 
the most promising approach, achieving an impressive accuracy rate of 88.57%. Therefore, it can be concluded that 
this approach can effectively produce the best opinion analysis performance. 
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