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Abstract Heart murmurs are abnormal heartbeat patterns that could be indicative of a serious heart

condition, which can only be detected by trained specialists with the use of a stethoscope. However, it

is occasionally the case that those specialists are not available, resulting in the need for a machine-

automated system for murmur detection. Many methods might be used to produce such a system,

one of which is the utilization of transfer learning. A recent machine learning method that saw pop-

ularity due to the little time it needs for training and the boosted accuracy it produces. This paper aims

at testing the performance of transfer learning when detecting murmurs of the heart, by evaluating

three transfer learning models, namely, VGG16, VGG19, and ResNet50, trained on a database of

phonocardiogram (PCG) heartbeat recordings, i.e., PASCAL CHSC database. The data is cleansed,

processed, and converted into images using two signal representation methods; Spectrograms and

Mel Frequency Cepstral Coefficients (MFCCs). The paper compares the results of each model, using

metrics of accuracy and loss, where the use of Spectrograms proved to yield the best results with

83.95%, 83.95%, and 87.65%, classification accuracy for VGG16, VGG19, and ResNet50, respec-

tively. Based on the findings of the paper, it is evident that the Spectrogram-ResNet50 transfer learn-

ing pipeline could further facilitate the detection of heart murmurs with less time spent on training.
� 2022 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Alexandria

University This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).
1. Introduction

Cardiovascular diseases (CVDs) are the leading cause of death
globally. In 2016 alone 17.9 million people died of CVD, mak-
ing 31% of the overall number of fatalities [1]. More than 70%
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of all CVD deaths are in countries with low and middle
income. Most diseases of this type can be prevented, and early
detection of risk is vital to the process of prevention. Heart

murmur in many cases is an early indicator of CVDs. The
sound pattern that murmur makes is normally perceived by
doctors and physicians using a stethoscope in a process called

Cardiovascular auscultation [2].
Normal hearts make a very similar pattern resultant from

the closing and opening of heart valves, which can be observed

in healthy humans with no threatening heart conditions. Any
divergence from this pattern is called an abnormality, and mur-
mur is an example of that. Heart murmurs might not always be
harmful; nonetheless, they could be an indicator of several seri-

ous heart problems [3]. Trained doctors can easily pick up on
the sound of murmurs; however, it is not always the case that
an expert doctor is available, especially in rural areas suffering

from a shortage of specialist medical doctors.
In a newly introduced solution that utilizes machine learn-

ing, heartbeat signals are recorded in a digital form called

phonocardiogram (PCG) [4]. PCG sound signals are then pro-
cessed for feature extraction, which aids in the process of clas-
sification. There are many techniques applied when it comes to

feature extraction and many architectures designed for classifi-
cation. Each and every one of these yields different results
when it comes to accuracy and loss.

One of the many applications of machine learning for the

detection of murmur was by Yaseen et al. [5]. A sample of
1000 signals, 800 normal and 200 abnormal signals, was used,
with three different techniques of feature extraction, namely

Mel Frequency Cepstral Coefficients (MFCCs), Discrete
Wavelets Transform (DWT), and the combination of both.
Support vector machine (SVM), k-nearest neighbors (KNN),

and Deep Neural Network (DNN) are the machine learning
models used and compared in the paper. The highest accuracy
achieved was 97.9% when using SVM with both MFCCs and

DWT.
Ahmad et al. [6], used 283 sound samples, recorded at the

cardiology department of Ayub Teaching Hospital, Abbot-
tabad, Pakistan. The chosen ML models were SVM, and

KNN, with MFCCs as the main feature extraction method.
With the use of five-fold cross-validation and 20% data hold-
out as the cross-validation techniques. An accuracy of 92.6%

was achieved by the SVM model.
Another application was demonstrated in a study by Lubis

et al.[7]; using back-propagation neural networks for the detec-

tion of murmur. The data used was taken from The Pascal
Classifying Heart Sound database, namely dataset B, where
DCT, MFCC – and BFCC were used for feature extraction
and k-fold cross-validation as the main cross-validation tech-

nique. The study concluded that the use of MFCC yielded
an average cross-validated classification accuracy of 63.54%,
compared to modified MFCC with an average accuracy of

61.45%. These relatively low results are the results of the lim-
ited, noisy dataset.

A self-produced wireless electric stethoscope was produced

in a study conducted by Choi et al.[8], where a multi-SVM was
deployed for the classification process. The dataset used in this
study consisted of 489 cardiac sound signals, 196 of which were

normal, and 293 abnormal cases, all acquired from 34 patients.
As for the feature extraction methods used in the study, a two-
dimensional representation was produced by illustrating the
maximum peaks of the normalized AR-PSD curve on a
selected threshold value defining two morphological feature
values Fmax and Fwidth. The results in this study were depen-
dent on the threshold, as a THV of 10–90% gives an average

accuracy of 88.4%, and an average accuracy of 90% with
THVs of 10–50%.

Recently a new machine learning (ML) technique found its

way into the spotlight as a way of significantly increasing the
accuracy of ML models. This technique is called, transfer
learning; a way of transferring the weights of a pre-trained

model to a new model, thus increasing its accuracy. The mod-
els transferred typically need to be trained on a very wide data-
set and must be able to classify many classes as well to be
useful. Many of these models were developed, such as VGG,

ResNet, and Inception, and they are used to boost the perfor-
mance of ML models in all types of fields. Though there are no
studies on the performance of transfer learning for PCG clas-

sification, it has been used widely in the field of biomedicine.
Mahbod et al. [9] conducted a recent study that is a prime

example of that; using transfer learning for skin lesion classifi-

cation. The transferred models were EfficientNetB0, Effi-
cientNetB1, and SeReNeXt-50, which are pre-trained CNNs,
they were used individually and as multi-scale networks. They

were trained on the skin lesion classification challenge datasets,
provided by International Skin Imaging Collaboration (ISIC),
producing promising results with balanced multi-class accu-
racy of 86.2%.

Another instance for the use of transfer learning is in a
study by Steenkiste et al.[10], where transfer learning was used
to classify ECG from humans to horses. The study was con-

ducted on a self-produced eECG data set, and the MIT-BIH
arrhythmia dataset. Using wavelet transforms the authors
compared the performance of a parallel CNN architecture

with and without transfer learning where it recorded an accu-
racy of 92.6% without transfer learning and an accuracy of
97.1% with the use of transfer learning.

It can be noted that there are many factors that control the
performance of ML models on a general scale [11,12], and
there exist many performance-enhancing techniques to be
tested and studied [13]. Due to its proven success in aiding with

the training of small datasets and its capability to reduce the
training time, the use of transfer learning for the detection of
heart murmur is the main focus of this paper. Using the pub-

licly available PASCAL CHSC 2011 database [14], pre-trained
Convolutional neural networks (CNN) models, namely
VGG16, VGG19, and ResNet50, were tested in the study, with

the utilization of Spectrogram and MCFFs signal representa-

tion methods.
2. Materials and methods

As mentioned above, PCG recordings can be very useful in
detecting murmur in the human heart. They are represented
digitally by audio signals with different frequency range

depending on the method of recording and machine used, this
signal can be processed to aid with the task of detection. A
dataset should be acquired, the signals out to be cleaned from

noise and sampled at a specific frequency rate. The clean signal
is then ready for feature extraction, before being classified into
one of the specified classes using the chosen machine learning,

or to a certain extent, deep learning models after being devel-
oped, trained, and tested.



Heartbeat murmurs detection in phonocardiogram recordings via transfer learning 10997
2.1. Data acquisition

When it comes to PCG datasets, there are a few available
online for public use. One of these is the PASCAL CHSC
2011 database [14], which is used in this paper mainly owing

to the fact that it is inclusive of non-heartbeat audio tracks,
and tracks sampled without a professional setting, using an
IOS application. This is to test bring about the full potential
of transfer learning as it can give a relatively great performance

even with small and noisy datasets. The databased was
acquired from two sources: healthy non-patients from the gen-
eral public through the iStethoscope Pro iPhone app (Sec-

tion A), and from hospitals using DigiScope, a digital
stethoscope (Section B). The dataset consists of 5 categories:
Artifacts, which are non-heartbeat sounds, normal heartbeats,

murmur, extrasystole, and extrahls (normal heartbeats with
additional sounds) all in WAV format. The total number of
tracks in the dataset is 832, however, after cleaning unusable

tracks (audio that is less than 5 s, and unplayable tracks),
the number that was finally used in the present study is 404.

2.2. Feature extraction

Signal representation techniques are many in the field of signal
processing, and they are a very useful tool for the analysis of
signals. For the purpose of this study, they are used to extract

classifiable features. Primary examples of such techniques are
Spectrograms and Mel-frequency cepstral coefficients
(MFCCs), which are used in this study, primarily because of

their popularity and flexibility. Spectrograms are used in a
wide range of fields pertaining to signal analysis since it is a
basic and flexible method of signal visualization [15]. MFCCs,
on the other hand, are used widely in speech analysis due to

their quasi-logarithmic spacing which bears some resemblance
to the human auditory system [16]. MFCCs represent the
power spectrum of sound, transforming it using linear cosine

transform. Fig. 1 shows the derivation method for MFCCs.
A comparison between the audio signal, a spectrogram, and
MFCCs is illustrated in Fig. 2.

In the present investigation, the Librosa [17] python pack-
age was used to convert the audio signals to Spectrogram and
MFCC representations. The package was as well used for

noise cleansing and sampling as it is equipped with many avail-
able tools for this purpose. The minimum frequency used was
0, and the maximum was half of the sampling rate, which is
22050 Hz. The number of mel bins is 96 and the length of

the windowed signal padding with zeros is 2048 samples in
the spectrograms. As for MFCCs, 40 amplitudes of the Dis-
crete Cosine Transform (DCT) spectrums were used.

2.3. Classification

Recently, transfer learning was introduced as a way of storing

and transferring knowledge between machine learning models
Fig. 1 Flow of the derivat
for the goal of increasing the overall accuracy of the latter [18].
When ML models are trained, the weights and biases change
to reach the highest accuracy the model can achieve, the

weights are then saved to be used to make predictions [19].
In transfer learning, the weights of pre-trained Convolutional
Neural Networks (CNN) models are transferred to a new

model. The transferred models can be used solely, however,
it will yield bad results as the model will not acquire any
new knowledge. Therefore, some layers must be added for

training. Fig. 3 demonstrates the process of transfer learning.
Note that the model is separated from the classification layer
and the dataset input, before being moved frozen to the new
model.

In the present study, three models are compared: VGG 16
[20], a model developed at the University of Oxford, which
uses 16 layers of convolution and pooling, with multiple ker-

nels of size 3*3. VGG19, which is an improvement on the pre-
vious model with 19 layers instead of 16 [21]. Lastly,
ResNet50, short for Residual Networks, is a 50 layered model

that uses the concept of skipping layers, which allows the
model to skip layers at times, preventing overfitting, solving
the problem of vanishing gradient, and helping higher layers

perform as good as lower ones [22]. All these models were
trained on ImageNet [23], a dataset made for object detection
research containing more than 14 million images.

Python [24], a high-level general-purpose computer lan-

guage, was used to process the data, and develop the ML
model. The language was chosen for its flexibility, its libraries’
diversity, its easiness to use, and straightforwardness. Several

libraries and packages were used, such as Librosa as men-
tioned above, Numpy [25], a library for scientific computing,
Matplotlib [26], a visualization library used for graphing and

visualizing data, Pandas [27], a package that deals with CSV
files, Keras [28], a package that uses Tensorflow backend
[29], it facilitates the development of machine learning algo-

rithms and models, and lastly, Scikit-learn [30], which was used
for splitting data, and measuring accuracy. The development
of the model initiated with transferring the previously men-
tioned models, which were then connected to a 20% dropout

layer and a dense layer with 64 parameters, activated with a
SeLU activation function. Finally, the model is connected to
the classification dense layer activated with Softmax. Note that

the same structure was used for all models to produce a fair
comparison. After the development of the models, they were
trained on the datasets with an 80:20 training–testing splitting

ratio.

2.4. Performance evaluation

There are many metrics for the assessment of the performance

of an ML model. In this study ‘‘accuracy‘‘ and ‘‘loss” are the
metrics used to monitor the performance of the models. Accu-
racy in this context is a measure of the percentage of correct

predictions from the total number of data made by the model,
it is obtained by:
ion method for MFCC.



Fig. 2 Spectrogram (bottom left) and MFCC (bottom right) representation of the audio signal.

Fig. 3 Transfer Learning methodology.
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Accuracy ¼ Nc

Nt

where Nc is the number of correct predictions made by the
model, and Nt being the total number of true data.

As for loss, it is defined as the difference between the model
predictions and the original data. There are many loss func-
tions, the one discussed here is cross-entropy, since we have

5 different classes, and it can be defined as the sum of errors
made by the model during the process of training of testing
[31]. It is given by:
Losscross�entropy ¼
X

k¼1

X

l¼1

ypðk;lÞ logðpðk;lÞÞ
where yp is the classification choice, where it is 1 if the predic-

tion (k) is accurate for each class (l) and 0 if otherwise, and p is
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the probability of the prediction being accurate, that is to say,

it belongs to the class chosen.

3. Results and discussion

This paper uses the metrics of accuracy and loss mentioned
above to compare three transfer learning models and signal
visualization methods. Table 1, Fig. 4, and Fig. 5, demonstrate

the classification accuracy and the loss values obtained by the
model, where both training and testing sets are compared.
Aside from the performance metrics, Table 1 includes the num-
ber of epochs each of the models needed before achieving their

best performance and the amount of time it takes for each
epoch, added to show the speed of training that could be
achieved with transfer learning. The number of epochs was

determined by utilizing early stopping with a patience value
of 5 epochs. The three models are grouped by the used signal
representation method to best illustrate the results found by

the study.
Confusion matrix (also known as error matrix) is a visual-

ization tool for the assessment of supervised learning models

[32]. It maps out the predictions made by the model, where
the rows represent the actual class of the data, and the columns
the predicted class. It is normally produced so as to make the
analysis of models more comprehensive, telling where what

classes the model was best at predicting and what classes it
was most liable to make errors predicting. Fig. 6 depicts six
confusion matrices for all the models and feature extraction

methods on the test dataset.
Studies have been done on the performance of CNN mod-

els for the classification of PCG recordings; however, the use of

transfer learning remains unexplored. Thus, this study evalu-
ates the performance of such techniques with respect to the
pre-trained models and the method of feature extraction,
which are VGG16, VGG19, and ResNet50 models, and spec-

trogram and MFCCs feature extraction methods.
The performance of the suggested models can be observed

in Table 1, Fig. 4 and Fig. 5, where it can be noted that gener-

ally, the performance of the models when Spectrogram is used
to visually represent the signals is greater, compared to its
counterpart, MFCCs, which could be explained to be attribu-

ted to its sensitivity towards lower frequencies [33]. Observing
the models individually, we can note that ResNet50 seems to
be performing the best overall, with a classification accuracy

of 87.65%, in comparison to VGG16 and VGG19 which
scored similar results of 83.95% testing accuracy. As for the
cross-entropy loss, all models seem to have a similar range with
ResNet50 being slightly higher during testing.
Table 1 The resulted training and test accuracy (%) and loss for ea

Dataset Metric Feature extraction method

Spectrogram

VGG16 VGG19

Training Accuracy 82.35% 86.07%

Loss 0.8594 0.9126

Testing Accuracy 83.95% 83.95%

Loss 1.0204 0.9126

Run time No. epochs 35 55

Seconds per epoch 7 s 8 s
In Table 1 the run time of the models was recorded in terms
of epochs and the seconds per epochs. It can be observed that
ResNet50 is the fastest at training, running only for 12 epochs,

each taking only 6 s to complete when trained with Spectro-
gram, compared to VGG16 and VGG19 which took 35 and
55 epochs respectively, with a run time of 7 s and 8 s. It can

be noted that when training with MFCC data, the number
of epochs increases in the case of ResNet50 and VGG19 at
17 and 60 epochs, respectively, while VGG16 ran for only 33

epochs. This relatively small number of training epochs is
due to the use of per-trained data, which can save a large por-
tion of training time, a primary advantage of using transfer
learning.

It is important to note that the difference between the train-
ing and testing accuracy and loss was due to the limitation of
the database as it only has 404 audio tracks, which is visible in

the confusion matrices in Fig. 6. Most accurate predictions
were made by the class with the highest number of data (nor-
mal heartbeat), which indicates that the small number of train-

ing data was the cause behind the underperformance in testing
as the model is unable to generalize. However, the perfor-
mance is still relatively great in comparison with other studies

that used the same dataset, such as the one conducted by Lubis
et al [7] where the average classification accuracy was 63.54%.
It is deduced that transfer learning can be used to boost the
performance of noisy data, with less training time, however,

further studies performed on a larger dataset could possibly
yield better results.

4. Conclusion

To sum up, the present study tested the possibility of the use
of transfer learning for the detection of heart murmur using

PCG recordings. Using the PASCAL CHSC 2011 database,
the signals were processed and sampled, and visually repre-
sented using spectrogram and MFCCs. Three pre-trained

CNN models were used for classification namely VGG16,
VGG19, and ResNet50, and the results indicate that the
use of transfer learning for the task is not only possible but

gives relatively great performance for the detection of mur-
murs, with the Spectrogram-ResNet50 pipeline achieving a
classification accuracy of 87.65%. While the results were sig-
nificantly improved compared to previous work done on the

same dataset, there is still a large space for improvement; dif-
ferent machine learning techniques can be tested, such as
ensemble, and a larger dataset could provide a great boost

in performance in comparison to the limited one used in
the study.
ch feature extraction method, and each transfer learning model.

MFCCs

RESNET50 VGG16 VGG19 RESNET50

90.09% 81.11% 80.19% 90.04%

0.9060 0.8181 0.7969 0.7431

87.65% 75.31% 77.78% 80.25%

1.0825 0.9887 0.8472 1.0225

12 33 60 17

6 s 7 s 8 s 6 s



Fig. 4 The classification accuracy achieved by each model.

Fig. 5 The loss recorded by each model.
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Fig. 6 Confusion matrices for each model.
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