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ABSTRACT The growing number of digitally accessible text corpora and the accelerating development of 

NLP tools and methods (particularly the emergence of powerful large-scale language models) have 

allowed their widespread use in various classification tasks, including the vast field of sentiment analysis. 

However, these models must often be fine-tuned to perform this task efficiently. Therefore, we aimed 

to create a transformer-based fine-tuned model for the emotion and sentiment analysis of Hungarian 

political texts. The training data for the model were the manually annotated parliamentary speech texts 

from 2014 to 2018, which have the advantage of being rich in various emotions. The compiled corpus 

can be freely used for research purposes. In our work, we describe in detail the process of fine-tuning 

the Hungarian BERT model for sentiment and emotion classification, the performance achieved, and the 

typical classification errors, mainly due to a lack of recognition of pragmatic and other language use 

features by the fine-tuned models. 

INDEX TERMS fine-tuned BERT-model, huBERT, Emotion analysis, Sentiment analysis, political 

communication
I. INTRODUCTION 

The growing number of digitally accessible text corpora and 

the rapid development of NLP methods, particularly the 

emergence of powerful large-scale language models, have 

allowed their widespread use in various social science 

classification tasks. Among these, sentiment and emotion 

analysis is one of the most popular, which are related but 

different research topics. Sentiment analysis, or opinion 

mining, recognizes positive, negative, and neutral opinions 

in a text [1]. In contrast, emotion analysis identifies 

emotions (e.g. joy, anger, sadness) expressed in a text [2].  

As is reflected in the relevant literature [3]–[6], the 

expression of emotions is language-specific, so different 

analytical models require linguistic adaptation. The available 

tools for emotion analysis are mainly designed for English 

texts and require contextual adaptation to give reliable 

results - especially for morphologically rich languages like 

Hungarian. In Hungarian, grammatical information that in 

other languages (e.g. English) is expressed by prepositions is 

encoded in inflections, i.e. the meaning and grammatical 

function of words are changed by various additions, 

especially suffixes, so that a word can have many different 

forms due to the possible inversion and derivational 

morphemes. 

Recently studies of sentiment or emotion analysis of 

political texts have increased due to the large quantity of 

information available online and the development of natural 

language processing algorithms [7]–[15]. Political discourse 

cannot be reduced to a statement of facts, the tone of a text 

is just as important, often vital in decision-making and 

forming political judgment [15]. Automated sentiment 

scoring provides a way to measure the tone of political texts 

[7]. However, to be effective, the scoring must match the 

specific contexts of political language [13].  

Nowadays, more and more studies use texts as data to 

analyze emotions as part of political discourse, but only a 

few uses large language models (LLMs). As these are now 

available in several languages, they promise to improve the 
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analysis of large amounts of non-English texts significantly. 

Their fine-tuned versions are also well suited to emotion 

analysis tasks [16], focusing on determining which emotions 

can be identified in a text. This approach can be described 

as a document-, sentence-, or aspect-level classification, 

where the first two applications focus on the emotion of the 

whole document or sentence. With target-level 

classification, the exact relation to each emotion is more 

accurately identified as we can link emotion to specific 

objects (e.g., Named Entities).  

The paper’s main contributions are as follows: 

(1.) Using our manually annotated emotion corpus, we 

fine-tune the BERT-based models’ implementation for 

Hungarian (huBERT) for both sentiment and emotion 

classification.  

(2.) The analysis of the errors in the classification provides 

insight into the current capabilities and typical failures of 

the huBERT model and, to some extent, into the limits of 

what BERT-based models in general can learn. 

(3.) By making the models publicly available, we aim to 

make them accessible and usable for other researchers to 

classify sentiment and emotions with regard to Hungarian 

political texts. 

Our main goal is to extend the possibility of sentiment 

and emotion analysis to the political domain of Hungarian 

texts, which has not yet been investigated. The presented 

models are intended as basic resources that can contribute 

to the international discourse and help research in political 

and social science in general. They do this by adding to the 

analytical possibilities of political texts the opportunity to 

analyze the expressed sentiments and emotions. 

The study is structured as follows. Section II. briefly 

describes the most important approaches that can be used 

for sentiment and emotion analysis in the context of 

political texts. After that, section III. presents the main steps 

of the project that forms the basis of this article, from data 

collection to model training. Section IV. presents the results 

of the two fine-tuned models, while Section V. discusses the 

reasons behind their most typical classification errors. The 

paper is then closed with a short conclusion and a 

presentation of proposed future work. 

 
II. RELATED WORKS 

 1 
The text-as-data approach has increasingly been applied in 

political science over the past decade [17]–[21], and 

machine learning has been part of the toolkit for more than 

three decades [22], [23]. Its applications range from 

methodological work [24] to specific policy research use 

cases [25], [26]. These studies often employ supervised 

learning methods for classification tasks using support 

vector machines, random forest classifiers, logistic 

regression or Naïve Bayes [27]–[31]. However, a significant 

problem in social science research is that a large number and 

a wide range of resources are only available to analyze a few 

privileged languages (e.g. English and Chinese). In contrast, 

languages with few resources are more difficult to use in 

research due to the limited availability of research analysis 

tools [32]. 

A. TEXTUAL ANALYSIS OF POLITICAL COMMUNICATION 

Political communication encourages political action by 

eliciting emotional impact and propagating different ideas. 

As a result of the technical and social changes of the past 

decades, the number of participants in communication and 

the number of communication channels available has 

expanded considerably, which has also impacted the nature 

and intensity of political communication. Political actors 

respond to the growing expectations of their role by 

professionalizing their communication. Political speeches 

are well-designed actions that aim to inform as well as to 

persuade an audience. Parliament is a particularly 

important arena for such communication, where elected 

representatives discuss submitted bills and other matters of 

national importance.  

During parliamentary debates, various topics arise, 

arguments and counterarguments collide, and through 

them, a political agenda is formed that then thematizes 

public debates [33]. Research on the expression of emotions 

in political communication has been increasingly 

emphasized in recent years in international and Hungarian 

social science research [8], [34]–[38]. These studies 

primarily analyze the speeches of politicians in the media 

and on social media [39]–[41]. Analyzing the emotional 

charge of political and especially parliamentary speeches 

and their aspects with NLP tools is a novel idea [28], [29], 

especially in Hungarian. 

B. SENTIMENT AND EMOTION CLASSIFICATION 

Sentiment and emotion analysis is a significant research 

topic. However, “sentiment analysis” and “emotion 

analysis” are often used interchangeably. While sentiments 

and emotions are related, these two concepts have different 

meanings. Hence, we should distinguish between them. In 

this study, we use sentiment analysis only to determine 

whether the text expresses a positive, a negative, or a 

neutral opinion. Since sentiment words might not even 

indicate any real sentiment, or could bear several meanings, 

and the difficulty in detecting the manner of expression – 

like sarcasm, cynicism, or mockery – the analysis still holds 

its challenges [42]. 

By the task of emotion analysis, we mean emotion 

classification, which means both the task of detecting if a 

text conveys any emotion and the task of classifying a 

detected emotion in a text into a set of defined emotions. 

Emotion analysis is a more complex way of classifying 

opinions as we move beyond the general distribution by 
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studying the specific emotion of the texts, for instance, 

happiness, anger or fear.  

 

1) Dictionary methods 

Sentiment lexicons are compilations of so-called sentiment 

words or phrases, each word usually carrying a positive or 

negative tone [42]. Sentiment analysis based on dictionaries 

is much less costly than applying more complex machine 

learning methods. dictionaries can be sources of features in 

the machine-learning framework [9]. 

The dictionary uses the proportion of keywords in a text 

to rank the full text. However, lacking semantic context, 

they can misclassify text and are therefore not widely 

applicable. Although there are methods that enhance both 

generalizability and vocabulary coverage by using word 

embeddings to augment dictionaries [43], the performance 

of dictionary analysis remains limited, especially in complex 

tasks such as emotion categorization. 

Lexicon-based sentiment analysis usually begins with a 

list of words, but synonym detection may later be employed 

[44]. Much research is associated with social media data, 

such as tweets [45]–[49]. O’Connor et al. [50] examined the 

correlation between public opinion polls and tweet 

sentiment. No link was found to election results, but there 

was a connection to the approval of a president. In Russian, 

machine learning is usually the most successful approach, 

apart from the case of political news, where a lexicon-based 

methodology is better due to the variety of topics [51]. 

Koltsova et al. [52] created a lexicon to examine political 

sentiment in Russian social media, and it was most effective 

for negative and less extreme sentiments. In Arabic, the 

lexicon-based approach achieved 83% accuracy [53]. 

German sentiment dictionaries were validated for use in 

political science and found to be better at detecting positive 

emotions than negative ones [13]. Dilai et al. [54] compared 

US (2016) and Ukrainian (2014) presidential speeches with 

emotion detection, finding them to be subjective and mainly 

positive. More recent research has seen word embedding 

techniques used to generate or expand sentiment lexicons 

[55], [56]. Domain-specific embeddings are used with a label 

propagation framework to create domain-specific 

sentiment lexicons from seed words [57]. 

 
2) Supervised learning approaches 

Supervised learning is a common technique for solving 

sentiment and emotion classification problems [9], [42], 

[43]. Before the advent of BERT models, the algorithms 

traditionally used were Naïve Bayes, k-NN, decision trees 

and Support Vector Machines. Naïve Bayes is a simple set of 

probabilistic algorithms which is suitable for data sets with 

small sizes; it has two variants, Multinomial and Bernoulli 

[58], [59]. Logistic regression is an exponential or log-linear 

classifier which works by extracting weighted features, 

taking logs and combining them linearly [60]. Support Vector 

Machines (SVMs) are effective at traditional text 

categorization, outperforming Naïve Bayes [61]. SVMs have 

helpful attributes for text classification, such as the ability to 

work on a high number of features without overfitting, 

working with sparse matrices, a built-in kernel trick, and 

being able to use various domains without adaptation [61]. 

A significant advantage of supervised methods such as Naïve 

Bayes, k-NN, decision trees and SVMs over dictionaries is 

their improved performance and the fact that they provide 

clear statistics on the performance of the models.  

A disadvantage, however, is that such methods require a 

significant amount of manually labeled data for accurate 

predictions. In addition, with multi-class classification, there 

is often a problem of imbalance in the amount of data 

between classes. Models trained on small or skewed data 

sets can be optimized by unsupervised pre-training using 

pre-trained word embeddings that rely on large data sets 

[62], [63]. The so-called BERT models are unsupervised 

language models whose context-dependent 

representations have been generated using a remarkably 

large amount of text [64]. Thus, BERT helps to create 

context-specific embeddings by providing a pre-trained 

universal model. One of the main drawbacks of this method 

is the non-negligible computational resource requirements 

of the pre-training process. Before the advent of BERT 

models, the algorithms traditionally used were Naïve Bayes, 

k-NN, decision trees and Support Vector Machines [61]. 

There are many different studies which classify 

sentiment or emotion by supervised machine learning 

approaches in the political domain, for example, in social 

media, online news or the text of speeches [65]–[69]. As 

Attelveld et al. found, machine learning approaches 

perform significantly better than off-the-shelf sentiment 

analysis tools. Although these often do not achieve the level 

of validity expected of text analysis methods in general, the 

results of crowd coding can compete with the quality 

delivered by qualified coders, making them a cheaper and 

particularly transparent and repeatable alternative [69]. 

3) Transformer-based models 

In Natural Language Processing, Language Models 

determine the probability of word or word sequences by 

analyzing textual data and mainly by learning abstractions of 

syntactic and semantic rules. The model then applies these 

rules to solve linguistic-based problems (such as part of 

speech tagging) and to predict or generate new sentences 

accurately. This general language “knowledge” acquired on 

a large data set can then be used to solve downstream tasks, 

such as sequence labeling or named entity recognition [70].  

Considering that human languages follow a sequential 

structure (texts are composed of sentences, their 

constituent clauses - syntactic constituents, which are built 
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up by words or word combinations, and words are 

ultimately built of a sequence of characters in the written 

representation), the beginning of language modeling was 

marked by Recurrent Neural Network (RNN) architectures 

[71]. These were the first neural networks in which the 

states of individual neurons within a layer could interact. 

[72].  

As RNNs could suffer from “vanishing” or “exploding” 

gradients when handling longer sequences, an improved 

architecture for RNNs, the Long Short-Term Memory (LTSM) 

architecture [73] was developed to address this. Given that 

the entire history of the processed sequence was to be 

stored in a single state vector, this was not perfectly efficient 

in handling longer contexts. 

The dramatic surge in available computing power soon led 

to solutions based on deep-learning neural networks [74]. 

Focusing on the concept of “attention,” the first 

breakthrough transformer architecture was released in 

2017 [75]. The original transformer architecture was based 

on an encoder-decoder architecture. The former’s layers 

iteratively process the received sequential input (e.g., 

natural language text) and form encodings that contain 

information about which parts of the input are relevant to 

each other. The decoder layers work oppositely, taking all 

the encodings and storing the contextual information to 

form an output sequence. Such models (e.g., GPT-1 [76], and 

BERT [64]) were the first to achieve significant success in 

2018 in various NLP tasks, such as language modeling, 

sentiment analysis and question answering. 

This has led to the issue of transfer learning, where the 

aim is to encode knowledge accumulated while learning a 

particular task that is also suitable for solving others [70]. 

Several recent language models, such as XLNET [77], or 

RoBERTa [78], can be seen as such attempts. These SOTA 

language models have proven to be of pioneering 

importance in recent years for sentiment analysis tasks [16]. 

In the latest period, pre-trained language models have 

become state-of-the-art solutions for most NLP tasks. 

Models with hundreds of millions of tunable parameters, 

such as ELMo [79], GPT [76], BERT [64], or RoBERTa [78] 

have led to significant improvements in a number of 

(previously difficult) NLP tasks, such as question answering, 

machine translation, or, most relevantly for the current 

paper, sentiment or emotion analysis. 

Within sentiment analysis, BERT has mostly been used in 

aspect-based sentiment analysis [80]–[84], while few 

authors focused on emotion analysis[16], [85] in connection 

to a specific event, [86]–[89] or on improving the fine-tuning 

 
1 All replication materials are available at: 

https://osf.io/67zsf/?view_only=a23e5b6ba5ef443892a88
5a3f1d1d1e7 

performance of the BERT model by introducing semi-

supervised adversarial learning [90], [91]. 

III. OUR APPROACH 

This section first presents the emotion and sentiment corpus 

constructed from Hungarian political speeches and used for 

efficiency measurement and fine-tuning. We then describe 

the performance of huBERT(-base) in the sentiment and 

emotion classification tasks performed on it. This is followed 

by a description of the fine-tuning of huBERT and the 

evaluation of the resulting HunEmBERT models’ 

performance in both sentiment and emotion classification 

(from which HunEmBERT3 is applicable to sentiment, and 

HunEmBERT8 for emotion classification)1. Finally, the results 

are compared with the effectiveness of emotion 

classification previously achieved on the ISEAR dataset, 

considering the necessary limitations. 

 

 

FIGURE 1 .   A summary of the main steps in building the fine-tuned sentiment-, 

emotion classification models for Hungarian political texts ([35], Fig. 4. was partially 

adapted).  
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A. DATA SELECTION AND CORPUS STATISTICS 

Previously, there were only two dedicated corpora in the 

Hungarian language freely available for research purposes. 

In our project, we first built a language and domain-specific 

corpus to be used, among other things, to finetune different 

Large Language Models. 

To build an emotion and sentiment corpus (HunEmPoli) [92], 

we selected Hungarian parliamentary pre-agenda speeches 

delivered by Members of Parliament from 2014 to 2018. 

Transcripts of these speeches are publicly available at the 

official website of the Hungarian National Assembly 

(parlament.hu). During this period, a total of 1008 speeches 

were made, all of which are included in the corpus. This 

amounted to a total of 764008 tokens or 36475 sentences. 

The annotators were political science students, native 

Hungarian speakers with no prior experience in automated 

text analyses, so they were provided with a detailed 

annotation guideline. The inter-annotator agreement 

measured during corpus quality assurance is 0.7574 (Kappa), 

indicating strong agreement. 

 

Category Count Ratio Sentiment Count Ratio 
Neutral 351 1.85% Neutral 351 1.85% 
Fear 162 0.85%    

Sadness 

Anger 
4258 
643 

22.41% 

3.38% 
Negative 11180 58.84% 

Disgust 6117 32.19%    

Success 6602 34.74%    

Joy 441 2.32% Positive 7471 39.32% 
Trust 428 2.25%    

Sum 19002     

TABLE 1. Statistics of the filtered corpus (Count: number of sentences). 

Pre-agenda speeches are presented in the Hungarian 

legislature at the beginning of each parliamentary session. 

Frontbencher MPs and members of the government 

generally give them. The speaker is free to choose the topic 

of his or her speech, usually followed by a short debate. 

Although the texts of our corpus are spoken language 

data, their style is official, and it differs from the spoken 

language corpora available in Hungarian, which contain 

spontaneous speech and/or have an informal style [92]–

[94]. They contain many addressing terms and thanks (Dear 

 
2 https://huggingface.co/huspacy/hu_core_news_trf 
3 Since all starting character positions for annotated clauses were stored 

during the annotation, after getting the list of sentences, the containing 
sentence could already be determined automatically. 

House, Thank you for giving me the floor), and they use 

almost exclusively formal speech. However, the transcripts 

do not contain the hesitations, short breaks, or false 

beginnings typical of live speech. 

The collected pre-agenda speeches were originally 

annotated at the clause level. However, our goal was to train 

a model capable of classifying whole sentences into a 

sentiment or emotion category. For this reason, texts were 

first segmented into sentences automatically.  

For this purpose, we used the transformer-based 

pipeline2 developed for the HuSpaCy [95] natural language 

processing toolkit for Hungarian3. Then, the emotion labels 

that the sentence has been annotated with at the clause 

level are determined for each sentence. If two clauses in the 

same sentence got different emotion labels, the sentence 

got both. 

Several options were available for cases where a sentence 

had more than one label. The first option is to include 

“multiple instances” of the sentence in the training set, 

giving each label to match the original options. Model 

training could be considered a multiclass + multilabel 

problem; in this case, for example, using the OVR (One 

Versus Rest) approach, one model can be trained for each 

possible label, which can act as binary classifiers one by one. 

However, our main goal was to create a single model for 

sentiment and another for emotion classification in the 

political context, so we clarified the labels for such 

sentences. 

A trivial solution for specifying labels is to choose one of 

several (correct) options (e.g., randomly or leaving the 

decision to a master annotator). In practice, however, the 

models trained in the presence of such train examples (i.e., 

ones with more than one acceptable label) have performed 

relatively poorly during the preliminary investigations. The 

quality of predictions could be significantly improved by 

removing such ambiguous cases. To achieve this, we 

removed from the training data all sentences whose clauses 

were not exclusively annotated with a single label during the 

manual annotation.  With this filtering, about 52.09% of the 

original data were retained. Table 1 shows the important 

characteristics of the resulting data set. 

 
B. FINE-TUNING THE huBERT MODEL 

For this current experiment, huBERT [96], as the first 

implementation of the BERT-base for Hungarian, was used4. 

During the pre-training process, the Hungarian Institute of 

Computer Science and Automation Research (SZTAKI) used 

5 TPUs and a 256-core v3-256 TPU pod with 4 TiB memory 

4 https://huggingface.co/SZTAKI-HLT/hubert-base-cc 
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for two weeks under the TensorFlow Research Cloud 

program. The model was first trained on the smaller 110 

million words Hungarian Wikipedia corpus5, using which the 

training reaches peak performance on Masked Language 

Modelling (MLM) and Next Sentence Prediction (NSP) tasks 

between 300,000 and 400,000 steps. Since diacritics are 

distinctive in Hungarian, a cased version that waits for 

unprocessed text as input has been produced based on 

BERT’s original training code. 

During the pre-training, and similarly to English BERT, a 

30,000-token WordPiece dictionary and sequences with a 

maximum of 512 tokens were used [97]. There are two 

methods for using the mentioned pre-trained models for a 

given (more specific) task: feature-based and fine-tuning. A 

task-specific architecture is supplemented with a general 

language representation in the former. In contrast, the 

number of task-specific components is reduced in the latter, 

and the desired result is achieved by fine-tuning the pre-

trained parameters. BERT models (in general, and also 

huBERT) implement the fine-tuning approach, similar to the 

GPT language model [64], [98]. 

In essence, fine-tuning changes the model’s parameters 

to perform as efficiently as possible in solving the problem. 

In this context, the usual way of measuring performance is 

to evaluate the loss of function on both the training and the 

validation set. For this purpose, the original corpus was split 

in a standard way into 80% train, 10% validation and 10% 

test sets, from which the validation set was used for the 

fine-tuning process and the test set to evaluate the models’ 

final metrics in terms of Precision, Recall and F1. 

To achieve the best possible results, all layers of huBERT 

were set to be trainable instead of “freezing” them. For the 

fine-tuning process, we chose the Trainer API of the 

transformers’ library, which provides an easy-to-use high-

level abstraction to simplify all of the “boilerplate code” one 

typically has to write when making their training loops in 

deep learning. The original BERT paper [64] suggests a batch 

size of 16-32, 2-4 epochs, and a learning rate of 5e-5 - 2e-5 

as general values based on the experience of 11 NLP tasks 

tested there. We also chose hyperparameters within this 

range. The only exception was the choice of the learning 

rate, as preliminary tests suggested that the model tended 

to overfit quickly, so this was set at 5e-6. The batch size was 

set to 16. A maximum of 10 epochs was specified when the 

Trainer class was initialized, with an early stop possibility 

after 2 epochs of failure to improve the fine-tuned model 

performance. The evaluation metric was accuracy. The 

inputs to the model were (in a standard way) the “input IDs”, 

“token type IDs” and the attention masks (the latter of 

 
5 Available as a part of the Webcorpus2.0: 

https://hlt.bme.hu/en/resources/webcorpus2 

which were padded to 512 tokens). These were pre-

generated using huBERT's tokenizer. 

For both sentiment and emotion classification models, 

the same experimental setup was used, the difference being 

the number of labels to be predicted (3 for the former: 

positive, negative, and neutral, while for the latter 8 labels 

were possible: fear, anger, etc.). Accordingly, two versions 

of the training data were available, the first with sentences 

labeled purely by sentiment value and the second with 

emotion labels.  

C. TRAIN- AND VALIDATION LOSS 

In supervised machine learning, the main goal is to produce 

a model that learns from the training data and generalizes 

over features of never-before-seen instances.  

Solving this essentially results in an optimization problem 

called Structural Risk Minimization (SRM), which aims to 

train the most efficient model from a finite set of training 

data [99]. 

In this minimisation problem, the loss function is the 

component that helps determine the distance between the 

actual output of the model and the expected output, which 

can be used to modify the model to achieve better results 

[100]. 

 

Epoc

h 
Train loss Val. Loss 

1 0.3042 0.2396 
2 0.1676 0.2320 
3 0.0979 0.287 
4 0.0649 0.3545 
5 0.0436 0.365 

TABLE 2. Train and validation loss 3 (positive, negative sentiment + neutral) 

categories 

Epoc

h 
Train loss Val. 

Loss 
1 0.7864 0.6552 
2 0.4863 0.6461 
3 0.3158 0.7287 
4 0.1966 0.8283 
5 0.1292 0.945 

TABLE 3. Train and validation loss were measured when fine-tuning to 8 (7 emotions 

+ neutral) categories. 

By measuring the loss function values achieved on the 

training and validation sets, we can infer two typical 

problems of deep learning networks, underfitting and 

overfitting. In the former case, the loss of function shows a 

decreasing trend on both sets after the epochs used for 
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training—further training is required. In the latter case, after 

the initial decrease, the validation loss starts to increase 

while the value of the training loss continues to decrease; at 

this point, the model cannot effectively generalize on the 

new data anymore. 

We choose CategoricalCrossentropy as the loss of 

function and Adam (Adaptive Moment estimation) 

optimizer [101] with learning rate = 5e-6 (as mentioned 

before) and decay = 1e6 parameters from TensorFlow.Keras 

implementation. 

D. DETERMINING THE OPTIMAL EPOCH NUMBER 

In our case, Table 2 and Table 3 illustrate the measured loss 

values after the initial 5 epochs fine-tuning phase for the 

sentiment (3 categories) and emotion (8 categories) 

classification (the process was then terminated with an early 

stop). 

In both cases, it can be seen that the models perform best 

after 2 epochs of training. After that, the validation loss 

started to increase again, while the training loss decreased 

sharply as a clear sign of overfitting on train instances. 

After determining the optimal number of epochs, the final 

models were trained on this basis, and the results were 

evaluated on the test set. 

IV. RESULTS 

The fine-tuned model for sentiment classification achieved 

0.866 macro average and 0.9149 weighted average in terms 

of F-Score. The latter describes the model’s performance 

somewhat better, given that the "neutral" category with the 

lowest F-value (0.76) was significantly underrepresented in 

the corpus (the support here was only 35 sentences in the 

test set). 

The results show a more significant variance concerning 

the fine-tuned model for emotion classification. The 

measured metrics reflect that the most correctly classified 

categories (Success, Disgust and Sadness, which account for 

about 83.43% of the total data set, cf. Table 1) correlate with 

high item counts. 

In terms of Precision, sentences that belong to the Neutral 

and Anger category both achieved high Precision compared 

to categories with similar numerosity (0.85 and 0.78, 

respectively). Regarding recall, Joy achieved 0.63, similar to 

the result of Sadness (0.62), while the numerosity of the 

latter is almost 10 times bigger in the corpus. For this 8-

emotion category, the macro average F-Score was 0.64. In 

contrast, the weighted average (which, again, gives us a 

more realistic picture of the models’ expected performance 

in real scenarios given the category imbalance) was 0.7743. 

This result is comparable, for instance, with the 

performance of transformer-based language models (BERT, 

RoBERTa etc.) obtained in the ISEAR [102] dataset, at least 

for those categories that were present in the training set in 

sufficient numbers [103]. 

 

Category P R F1 
Neutral 0.8333 0.7143 0.7692 
Positive 0.8776 0.9198 0.8982 
Negative 0.9439 0.9177 0.9306 

Macro AVG 0.8849 0.8506 0.866 
Weighted AVG 0.9157 0.9148 0.9149 

TABLE 4. Best models’ metrics on sentiment categories (+neutral) – P: Precision, R: 

Recall, F1: F-Score 

 P R F1 

Neutral 0.85 0.4857 0.6181 
Fear 0.625 0.625 0.625 

Sadness 0.8535 0.6291 0.7243 
Anger 0.7857 0.3437 0.4782 

Disgust 0.7154 0.8790 0.7888 
Success 0.8579 0.8683 0.8631 

Joy 0.549 0.6363 0.5894 
Trust 0.4705 0.5581 0.5106 

Macro AVG 0.7134 0.6281 0.6497 
Weighted 

AVG 
0.791 0.7791 0.7743 

TABLE 5. Best models’ metrics on 8 categories (7 emotions + neutral) – P: Precision, 

R: Recall, F1: F-Score 

Here, the authors compared the results of BERT, RoBERTa, 

DistilBERT, and XLNet pre-trained transformer models in 

recognizing emotions from the ISEAR dataset. In the case of 

BERT, the used model was the base uncased version, which 

has an identical parameter number (110M) as the huBERT 

model has. The ISEAR dataset itself is a publicly available 

data collection constructed through cross-culture 

questionnaire studies from more than 30 countries, and it 

contains around 7600 sentences classified into seven 

distinct emotion labels: Joy, Anger, Sadness, Shame, Guilt, 

Surprise, and Fear in an almost perfectly balanced way. 

However, the used set of emotion labels is not always the 

same as the ones applied in the present research. 

 

 

ISEAR category F1 (BERT) 
Anger 0.57 
Disgust 0.67 
Fear 0.75 
Guilt 0.67 
Joy 0.88 
Sadness 0.78 
Shame 0.6 
AVG 0.7029 

TABLE 6. BERT models’ performance on ISEAR dataset (Data based on [1], 
Table 2) 
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Given the differences in the category systems, and the 

imbalance in the HunEmPoli corpus, the comparison makes 

most sense where HunEmPoli contained sufficient training 

data, and the category is present in the annotation systems 

of both corpora. The basis for comparison in this respect is, 

therefore, Sadness and Disgust. By comparing Table 5 and 

Table 6, it can be seen that the F-Score of Sadness (0.7243) 

somewhat underperformed the result obtained at ISEAR 

with the use of BERT-base. However, the F-Score of Disgust 

(0.7888) significantly outperformed it. 

Regarding the average F-Scores, the BERT-base model 

achieved a 0.7029 (macro) F1 on ISEAR, while huBERT 

obtained 0.6497 on HunEmPoli. Since ISEAR is (almost) 

perfectly balanced, here again, the weighted average is 

more interesting, as it gives a more accurate picture of the 

fine-tuned huBERT model’s performance. In the case of 

HunEmPoli, this was the value of 0.7743 mentioned earlier. 

This suggests that, despite the complicating factors, the 

trained model generalizes well when recognizing emotions 

applied in a political context if sufficient training data was 

available during the training. 

V. DISCUSSION 

To better understand the models’ typical errors, we used 

normalized confusion matrices for further evaluation and 

manually checked a subset of miscategorized sentences to 

find typical patterns that cause the majority of errors. 

Confusion matrices and ROC Curves are standard solutions 

for visualizing the errors of evaluated models in machine 

learning experiments, and they basically carry the same 

information [60]. By default, in the case of a confusion 

matrix, the y-axis of the matrix represents the accurate data 

labels. In contrast, the x-axis represents the labels predicted 

by the model, and the corresponding numbers are shown 

inside the matrix. A variant of this is when the matrix 

elements are normalized in some way. 

A. CONFUSION MATRICES 

 

To get the normalized version from the original matrix, 

each row element was divided by the sum of the entire row. 

Since each row here represents the total number of actual 

values for each class label, the final normalized matrix will 

show a percentage at every position (i.e., out of all true 

labels for a particular class, what was the % prediction of 

each class made by our model for that specific true label). 

Figures 2 and 3 show these results for the sentiment and 

emotion classification model. 

Concerning emotion classification, it can be seen that 

cases where the model does not correctly define the 

emotion typically gives an incorrect label of the same 

sentiment class. Fear, for instance, is most often confused 

with Sadness (19%), which also has a negative sentiment 

value, while Joy is confused with Success (36%), both of 

which belong to positive sentiment. Perhaps the most 

ambiguous category in the data seems to be Trust, mixed 

with a high proportion of positive (Success, 23%) and 

negative (Disgust, 14%) sentiment, while itself is positive. 

For neutral sentences, the model tends to falsely assign 

them to emotions with a positive sentiment value (most 

often to Success, in 23% of the cases). 

FIGURE 2. Normalized confusion matrix for sentiment classification 

 

FIGURE 3. Normalized confusion matrix for emotion classification 

 
B. MANUAL EVALUATION 

Another way to better understand the trained models’ 

typical errors is to check a random sample from sentences 

without the correct label. To do this, 200 randomly selected 

sentences were analyzed using manual validation. 

We found several reasons for misclassifying sentences, 

both in the case of sentiment and emotion classification. 
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1) SENTIMENT CLASSIFICATION 

Again, it is essential to note that the corpus was annotated 

initially for emotion categories, and the conversion to 

sentiment labels was done automatically afterwards.  

However, it is still possible to analyze errors at the 

sentiment classification level since errors within the positive 

or negative emotion classes do not occur at the sentiment 

level (the conversion masks them). These are discussed in 

detail in the next section. 

Concerning sentiment classification, some illustrative 

examples can be seen in Table 7, and the main reasons 

behind them can be summarized as follows: 

• Annotation errors: Human annotation is not 100% 

correct because annotators’ knowledge about the 

political context and background diversity might not be 

considered in the annotation process (Example 1). 

Given the current political context and the speaker’s 

identity, this case is a clear example of negative 

sentiment. 

• Use of irony: Irony, by its very nature, results in a 

speech situation in which the sentence is not meant in 

its literal sense, but in many cases, in the opposite. This 

is typically expressed only by prosody. Another 

common case is when the speaker assumes that the 

true meaning of the sentence can be inferred through 

shared contextual knowledge. Such cases can easily 

confuse the model, as illustrated in Examples 2-3. We 

observed that this was the most common source of 

errors. 

• Absence of context: in some cases, since the context is 

missed, the model could not interpret the message in 

its entirety and predict the label correctly. During 

labelling, annotators could select labels for each 

textual unit by considering the full text of the speech. 

Still, this information was unavailable to the model, 

which could also result in errors. In the case of Example 

4, the word ’auction’ can be both positive and negative, 

depending on which side of the process it is interpreted 

from. With regard to Example 5, it can be seen that the 

employment abroad associated with increased 

mobility is positive in itself but is mentioned in the 

specific text as a consequence of emigration due to 

deteriorating living conditions. 

• Unbalanced dataset: as the neutral sentences were 

significantly underrepresented compared to the 

others, this was also reflected in the predictions about 

the neutral sentences. The errors here were simply the 

result of misclassification, with no other specific 

(linguistic or annotation) cause. Example 6 illustrates a 

False Positive case from the neutral point of view, and 

Example 7 is a False Negative one. Note that only 4 

examples of the former occurred in the test data. 

 

 Example Predicted GS 

1 

Magyarországon a nok arra kellenek, 

hogy szüljenek, szüljék tele a világot. 

(Women in Hungary are needed to give 

birth, to give birth to the world.) 

Negative Positive 

2 

A Mészáros családnak például már 
remekül megy. 
(The Mészáros family, for example, 

is already doing well.) 

Positive Negative 

3 

Azt mondták, az önök végső célja az, 

hogy vasárnap senki ne dolgozzon. 

(You said your ultimate goal is that 

no one should work on Sunday.) 

Positive Negative 

4 
A mai napon elindultak a földárverések. 

 (Land auctions started today.) 
Positive Negative 

5 

Szeretném újra felhívni a magyar 
parlament képviselőinek figyelmét, 
hogy a tavaly év végi adatok alapján 
350 ezer magyar dolgozik az Európai 
Unió különböző országaiban. (Once 

again, I would like to draw the 

attention of the Members of the 

Hungarian Parliament to the fact 

that, according to the figures at the 

end of last year, 350,000 Hungarians 

are working in different countries of 

the European Union.) 

Negative Positive 

6 

Valószínűleg képviselőtársaim előtt is 
ismert, hogy a holnapi napon az 
Európai Parlament ismételten 
Magyarországgal fog foglalkozni, és 
ennek keretében ismételten immár a 
sokadik határozatot fogja 
Magyarországról elfogadni. (As my 
fellow Members are probably aware, 
tomorrow the European Parliament will 
once again be dealing with Hungary, 
and will once again be adopting its 
umpteenth resolution on Hungary.) 

Negative Neutral 

7 

Biciklik és esernyők lettek a jelképei az 
oktatás ügyének. (Bicycles and 
umbrellas have become symbols of the 
cause of education.) 

Neutral Positive 

TABLE 7. Examples illustrating typical error types in sentiment classification. 

Predicted: label predicted by the model. GS: Gold Standard - manually annotated 

label. 

2) EMOTION ANALYSIS 

We examined a same-sized random sample of misclassified 

sentences for emotion analysis and investigated them 

manually. The cases discussed below illustrate the inherent 

subjectivity and context-dependence characterizing 

emotion categories, making their automatic identification 

often difficult. Many problems are overlayered with those 

mentioned in the sentiment classification, so only those 
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unique to the set selected here are reported in detail. Again, 

some typical examples are illustrated in Table 8. 

 

• Conflicting meanings for a single label: the category 

"Trust" can often refer to both the presence and the 

absence of trust. This kind of contradictory nature is 

illustrated by the fact that, in the former case, the value 

of the sentiment could be positive, while in the latter 

case, it could be negative. The category also relies 

heavily on knowledge of the world and the information 

present in the text as a whole. In the case of Example 

1, the incorrect label ’Success’ was presumably 

calculated by the model based on the literal sentence 

meaning. 

• Sarcasm: This is similar to ignoring contextual meaning. 

In Table 8 Example 2, words with meanings that 

conventionally express or relate to recognition are 

usually found up to the last tag phrase. The sentence’s 

meaning is overwritten only by the last clause’s 

sarcastic tone, which reinterprets the whole sentence’s 

meaning. 

 

 Example Predicted GS 

1 

300 millió forintos éves vagyonosodás 
fölött progresszív adórendszert 
vezetünk be. 
(We introduce a progressive tax 
system for annual wealth above HUF 
300 million.) 

Success Trust 

2 

Önök nemcsak a Demokratikus Ifjúsági 
Világszövetségbol vagy a Minisztertanács 

Tájékoztatási Hivatalából ismerhetik jól, 

de önök 2009-ben még komoly 

kitüntetést adtak át Fodros István úrnak, 

a Magyar Köztársasági Érdemrend 

Lovagkeresztje kitüntetést adták át neki, 

minden bizonnyal a Buda-Cashben is 

végzett kiváló munkájának és üzleti 

tevékenységének az elismeréseként. 

(You may not only know him well from 

the World Youth Democratic Alliance or 

the Information Office of the Council of 

Ministers, but you also awarded Mr 

István Fodros a prestigious medal in 

2009, the Knight’s Cross of the Order of 

Merit of the Republic of Hungary, 

certainly in recognition of his excellent 

work and business activities in Buda-

Cash.) 

Fear Disgust 

TABLE 8. Examples illustrating typical error types in emotion classification. Predicted: 

label predicted by the model. GS: Gold Standard - manually annotated label. 

The above illustrates the problem (often discussed in the 

literature) that for the automatic recognition of both 

sentiment and emotion values, it is often not sufficient to 

consider the concrete text alone. In human communication, 

decoding such (often subtle) nuances of meaning inherently 

relies on other meta-information (e.g., pragmatic context, 

prosody, etc.). 

 

VI. CONCLUSION AND FUTURE WORK 

In the present study, we attempted to analyze sentiment 

and emotion in Hungarian political texts by fine-tuning the 

Hungarian variant of the BERT-base model (huBERT). To our 

knowledge, no such model has been previously established. 

Based on the results, we can conclude that the models 

performed at the SOTA level in sentiment analysis on the 

texts of the political domain and (taking into account the 

imbalance of the corpus) also produce acceptable results in 

emotion analysis. At the same time, we consider it 

important to note that, for example, the hyperparameters 

used during the fine-tuning of models are generally not 

considered optimal for sentiment or emotion analysis tasks. 

This is largely due to the highly task-dependent nature of the 

optimality of such parameters. 

A significant proportion of the errors encountered are due 

to a lack of detection of linguistic phenomena that are 

usually identified as a separate research issue (e.g., 

detection of irony or sarcasm). The present research is the 

first step towards establishing the sentiment and emotion 

analysis of political texts in Hungarian literature and 

contributing to international examples by evaluating 

Hungarian data. 

The models presented here are intended to be 

fundamental resources that support research in political 

science and other social sciences by extending the analytical 

possibilities of political texts with the dimension of 

sentiment and emotion analysis. In the case of Hungarian, 

this has not been a previously solved problem (given the 

different domains of the previous sentiment corpus).  

In this section, we also list the possible directions for 

further development that can be taken to illustrate the 

potential for further use of the fine-tuned BERT models 

presented. 

A. ASPECT BASED SENTIMENT- AND EMOTION ANALYSIS 

Sentiment and emotion analysis can be used to investigate 

the general polarity of a text or sentence and the emotions 

it conveys. Still, it is often insufficient to obtain practically 

useful data. The main reason behind this is that sentences 

often do not express just a single sentiment or emotion but 

many of them. For example, there are frequent cases where 

two clauses referring to two properties of an object have 

completely different sentiment values. Such cases are, by 

default, difficult to deal with in classical sentiment analysis 
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procedures, which cannot detect if negative and positive 

sentiment values do not refer to the same entity or the same 

aspect of a given entity. 

A potential solution can be using Aspect Based Sentiment 

Analysis (ABSA). In the most general approach, ABSA 

systems are designed to identify text aspects of sentiment 

and determine the sentiment value for each of them. An 

aspect can be any entity in the real world, such as personal 

names, companies (traditional targets of Named Entity 

Recognition – NER) or personal pronouns referring to them, 

any properties (of a product, for instance), etc. Therefore, 

using ABSA solutions, the main goal is to identify a sentiment 

value for a textual unit and find the appropriate entities to 

which this sentiment is connected [84], [104]. 

Although there are models already existing in Hungarian 

that can perform sentiment analysis at the aspect level 

[105], and aspect-level annotated sentiment corpora are 

also available [93], [106], we are currently not aware of any 

similar method that works in the political domain or can 

perform aspect-based emotion analysis tasks. 

 
B. TESTING ANOTHER HUNGARIAN OR MULTILINGUAL MODELS 

Although the huBERT model performs best for the 

sentiment analysis task in Hungarian [105], there are 

numerous other models trained exclusively on Hungarian 

(like HILBERT [107] or HIL-RoBERTa [108] and multilingual 

models which also included Hungarian texts in their training 

data (like XLM-RoBERTa base [109], or multilingual cased 

BERT-Base mBERT [64]) whose performance could be 

compared on the emotion analysis task as well. 

By testing these, we can determine which architecture 

performs best in the context of the political emotion analysis 

described in this paper. By evaluating the multilingual 

models, we can get an idea (with appropriate foreign 

language test data) of how well the models trained on 

Hungarian data suit the emotion analysis task in other 

languages. Similar experiments could also aim to develop 

NLP tools in languages that do not currently have rich 

resources in this area (e.g. Czech, Polish, etc.). In the case of 

multilingual solutions, our main goal would be to support 

(subject to the availability of suitable training data) 

resource-poor ('small') languages by improving the results 

obtained from their teaching data using Hungarian data. 

This will also bring us closer to whether transfer learning 

methods, tested in question-answering systems, for 

instance [110], are feasible for emotion analysis as well. 
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