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Introduction to the Workshop

The Linguistic Annotation Workshop (LAW) is organized annually by the Association for Computational
Linguistics’ Special Interest Group for Annotation (ACL SIGANN). It provides a forum to facilitate
the exchange and propagation of research results concerned with the annotation, manipulation, and
exploitation of corpora; work towards harmonisation and interoperability from the perspective of the
increasingly large number of tools and frameworks for annotated language resources; and work towards
a consensus on all issues crucial to the advancement of the field of corpus annotation. These proceedings
include papers that were presented at LAW XIII, held in conjunction with the annual meeting of the
Association for Computational Linguistics (ACL) in Florence, Italy, on August 1, 2019.

The series is now in its thirteenth year. The first workshop took place in 2007 at the ACL in Prague.
Since then, the LAW has been held every year, consistently drawing substantial participation (both in
terms of paper/poster submissions and participation in the actual workshop) providing evidence that the
LAW’s overall focus continues to be an important area of interest in the field.

This year’s LAW has received 52 submissions, out of which 28 papers have been accepted to be presented
at the workshop, 10 as talks and 18 as posters. In addition to oral and poster paper presentations, LAW
XIII also features an invited talk by Rebecca Passonneau and a discussion session.

Our thanks go to SIGANN, our organizing committee, for its continuing organization of the LAW
workshops, and to the ACL 2019 workshop chairs for their support. Also, we thank Jet Hoek, the LAW
XIII publications chair, for her invaluable help with these proceedings. Most of all, we would like to
thank all the authors for submitting their papers to the workshop, and our program committee members
for their dedication and their thoughtful reviews.

Special Theme: Marking of information quality in discourse

This special theme considers the marking of information quality in discourse, i.e., annotations that mark
how the speaker/writer expresses assessments. These assessments may be explicit and/or implicit in
discourse, and may reflect positions, beliefs, opinions, appraisals and/or assessments about written or
spoken propositions, for example, how a politician shows in discourse the degree of truthfulness in one
of his/her electoral promises, or how a reporter shows his/her degree of belief in what the politician
stated. This might include the annotation of devices such as hedges (“Donald claims that the crowd size,
if you can really trust him to measure it, was enormous.”), committed belief (“The winners of the contest
will be announced tomorrow.”) or attitudes (“It is with great sadness that we have learnt about the death
of 6 people in the accident.”).

Annemarie Friedrich and Deniz Zeyrek
Workshop chairs
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Crowdsourced Hedge Term Disambiguation

Morgan Ulinski and Julia Hirschberg
Department of Computer Science
Columbia University
New York, NY, USA
{mulinski, julia}@cs.columbia.edu

Abstract

We address the issue of acquiring quality an-
notations of hedging words and phrases, lin-
guistic phenomenona in which words, sounds,
or other constructions are used to express am-
biguity or uncertainty. Due to the limited
availability of existing corpora annotated for
hedging, linguists and other language scien-
tists have been constrained as to the extent
they can study this phenomenon. In this pa-
per, we introduce a new method of acquir-
ing hedging annotations via crowdsourcing,
based on reformulating the task of labeling
hedges as a simple word sense disambiguation
task. We also introduce a new hedging corpus
we have constructed by applying this method,
a collection of forum posts annotated using
Amazon Mechanical Turk. We found that the
crowdsourced judgments we obtained had an
inter-annotator agreement of 92.89% (Fleiss’
Kappa=0.751) and, when comparing a sub-
set of these annotations to an expert-annotated
gold standard, an accuracy of 96.65%.

1 Introduction

Hedging refers to the use of words, sounds, or
constructions that add ambiguity or uncertainty to
spoken or written language. Hedging can indicate
a speaker’s lack of commitment to what they are
saying or an attempt to distance themselves from
the proposition they are communicating. Identi-
fying hedging behavior in conversational speech
and text can also reveal information about social
and power relations between conversants. Addi-
tionally, since hedging can be indicative of a lack
of speaker commitment, identifying hedging is of
interest to the information extraction community,
to determine the extent to which statements have
been believed by the writer or speaker.

A major challenge in identifying hedges is that
many hedge words and phrases are ambiguous.

1

For example, in (1a), appear is used as a hedge
word, but not in (1b).

(1) a. The problem appears to be a bug in the
software.

b. A man suddenly appeared in the door-
way.

Currently there are few corpora annotated for
hedging, and these are available in a limited num-
ber of genres. In particular, there is currently no
corpus of informal language annotated with hedge
behavior. Acquiring expert annotations on text in
other genres can be time consuming and may be
cost prohibitive, which is an impediment to ex-
ploring how hedging can help with applications
based on text in other genres. To address these
issues, we have developed a method of acquir-
ing hedge annotations through crowdsourcing, by
framing the hedge identification task as a simple
word sense disambiguation problem. In this pa-
per, we describe this method and also our use of
Amazon Mechanical Turk to construct a corpus of
forum posts labeled with hedge information.

In Section 2, we discuss related work. In Sec-
tion 3, we describe how we constructed our dic-
tionary of hedge terms and created the hedge and
non-hedge definitions for each. Section 4 de-
scribes the crowdsourcing task in more detail and
discusses the resulting corpus. We conclude in
Section 5.

2 Related Work

Currently, there is limited material available for
studying hedging. The CoNLL-2010 shared task
on learning to detect hedges (Farkas et al., 2010)
used the BioScope corpus (Vincze et al., 2008) of
biomedical abstracts and articles and a Wikipedia
corpus annotated for “weasel words”. Because
of the domain-specific nature of these corpora,
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they can be difficult to apply to other text genres,
such as social media or blogs. Additionally, the
Wikipedia definition of a weasel word is slightly
different than that of a hedge. Weasel words in-
clude language referring to personal opinions and
subjectivity (e.g. excellent, best) in addition to un-
certainty and lack of speaker commitment. Thus,
it may be difficult to use the Wikipedia corpus to
study hedging as a phenomenon that is distinct
from subjectivity. Both the BioScope corpus and
the Wikipedia corpus were annotated by experts
and/or trained linguists; as with any annotation
task, acquiring new expert-annotated data can be
time- and cost-prohibitive. Our work differs from
these in that we annotate a corpus of documents
containing more informal language —a collection
of forum posts. Additionally, rather than relying
on the availability of trained linguists to annotate
the corpus, our work explores how we can use
crowdsourcing to obtain hedge annotations.

To facilitate annotation by non-experts, we
frame the annotation task as a word sense dis-
ambiguation problem rather than asking directly
about hedging. Note that there is a precedent for
reformulating hedge detection in this way: as a
follow-up to the CoNLL-2010 hedge classifica-
tion task, Velldal (2011) described a new approach
to classification in which hedge detection was
viewed as a simple disambiguation task, restricted
to words that have previously been observed as
hedge cues. Velldal transformed the CoNLL data
for the binary classification task by defining the
dictionary of potential hedge terms as any tokens
that appeared as hedge cues in the training data; all
unlabeled instances of these terms were assumed
to be non-hedge usages. A classifier trained using
this approach was found to outperform the sys-
tems presented at CoNLL-2010, which relied on
standard methods of token-by-token or sentence-
level classification. Our work extends the word
sense disambiguation approach to the problem of
obtaining hedging annotations on new corpora.

Crowdsourcing has been successfully used in
the past for collecting annotations for word sense
disambiguation. Chklovski and Mihalcea (2002)
had users select the WordNet sense that most
closely matched the definition of a word as used
in a given sentence. Likewise, Akkaya et al.
(2010) used Amazon Mechanical Turk (AMT) to
annotate Subjectivity Word Sense Disambigua-
tion (SWSD), a coarse-grained word sense disam-

Relational Hedges

according to, appear, arguably, assume, believe,
consider, could, doubt, estimate, expect, feel,
find, guess, hear, I mean, I would say, imag-
ine, impression, in my mind, in my opinion, in
my understanding, in my view, know, likely,
look like, looks like, may, maybe, might, my
thinking, my understanding, necessarily, per-
haps, possibly, presumably, probably, read, say,
seem, seemingly, should, sound like, sounds
like, speculate, suggest, suppose, sure, tend,
think, understand, unlikely, unsure
Propositional Hedges

a bit, a bunch, a couple, a few, a little, a whole
bunch, about, allegedly, among others, and all
that, and so forth, and so on, and suchlike, ap-
parently, approximately, around, at least, basic,
basically, completely, et cetera, etc, fair, fairly,
for the most part, frequently, general, gener-
ally, in a way, in part, in some ways, kind of,
kinda, largely, like, mainly, more or less, most,
mostly, much, occasionally, often, partial, par-
tially, partly, possible, practically, pretty, pretty
much, probable, rarely, rather, really, relatively,
rough, roughly, seldom, several, something or
other, sort of, to a certain extent, to some ex-
tent, totally, usually, virtually

Table 1: List of (potential) hedge words and phrases

biguation task. In a much easier task, Snow et al.
(2008) had users select from among three different
senses of the word president. Our work follows
these examples by presenting hedging and non-
hedging definitions and asking users to choose be-
tween them.

3 Hedging Dictionary

We compiled a dictionary of 117 potential hedge
words and phrases. We began with the hedge
terms identified during the CoNLL-2010 shared
task (Farkas et al., 2010), along with synonyms
of these terms. This list was further expanded
and edited through consultation with the LDC and
other linguists, to ensure representation of hedge
terms from more informal text.

The full list of hedge words and phrases in our
dictionary is shown in Table 1. This hedging
dictionary is divided into relational and proposi-
tional hedges. As described in Prokofieva and
Hirschberg (2014), relational hedges have to do



Hedge Term | Hedge Definition Non-Hedge Definition
about e almost; approximately (“There are e on the subject of; concerning (“We
about 10 million packages in transit need to talk about Mark.”)
right now.”) e located in a particular area (“He is
about the house.”)
e on the verge of (“He was about to
leave.”)
practically e virtually; almost; nearly (“Their e in a practical manner; realistically;
provisions were practically gone.” “It sensibly (“Practically speaking, the
has rained practically every day.”) plan is not very promising.” “He
purchased as many items as he could
practically afford.”)
suppose e to believe or assume as true (“It is e to be expected or designed; to be
generally supposed that his death was required or permitted (“The machine
an accident.”) is supposed to make noise.” “I’'m
o to think or hold as an opinion (“I supposed to call if I'm going to be
suppose the package will arrive next late.”)
week.”)
think e to have an opinion, belief, or idea e to use one’s mind actively to form
about someone or something (“I think ideas (“Think carefully before you
it’s an important issue.” “John doesn’t begin.” “I didn’t think of the solution
think he will win the election.”) in time.”)
e to have as a plan or intention (“I e to direct one’s mind toward something
thought that I would go.”) or someone (“I was thinking about
you.”)

Table 2: Example definitions from our hedging dictionary

with the speaker’s relation to the propositional
content, while propositional hedges are those that
introduce uncertainty into the propositional con-
tent itself. The examples in (2) demonstrate rela-
tional and propositional hedges.

(2) a. I think the ball is blue.
b. The ball is sort of blue.

In (2a), think is a relational hedge. In (2b), sort of
is a propositional hedge.

For each hedge term in our dictionary, we cre-
ated definitions for the hedging and non-hedging
usages of the term, including examples for each
case. We attempted to keep these definitions as
simple as possible while still providing enough
direction for workers completing the AMT task.
These definitions were revised as we tested the
AMT task with real-world users and received feed-
back pointing out ambiguities or other problems
with the definitions. We did find that some words
were too complicated or that the differences in
senses was too nuanced to reduce definitions to
short hedge and non-hedge definitions: in par-

ticular, hear, read, and say were identified as
such. For example, the sentences in (3) differ only
slightly, but hear is being used a hedge in the first
and not in the second:

(3) a. Iheard that there was an arrest.
b. Iheard about the arrest.

For these words, it might be more effective to de-
velop a separate AMT task that provides a more
comprehensive set of definitions and examples
rather than trying to reduce them to a simple bi-
nary choice. Another option would be to ask AMT
workers more directly about how the speaker is us-
ing a term: e.g. whether the usage reflects uncer-
tainty or lack of commitment to a proposition.
Table 2 shows some examples of hedging and
non-hedging definitions. The complete dictionary
of hedge terms, definitions, and examples is avail-
able from the authors upon request. Note that for
34 entries in our dictionary, the non-hedge defi-
nition is simply “Other”. These are cases where
the word or phrase is generally unambiguous ex-
cept for extremely rare instances (generally, typos



-

word as it is used in that sentence.

. Read the sentence and answer the question based on the selected word.
2. Select the definition and example pair that most closely matches the meaning of the selected

3. If one of the answers is 'Other’, select it only if the alternative option doesn't apply at all.

4, Please answer carefully. Each HIT may contain one or more questions to which we know the
correct answer; if you answer these incorrectly, we will reject the HIT. If you have questions
or feel your work was rejected unfairly, please contact us.

Figure 1: Instructions for Amazon Mechanical Turk Task

to me.

4. It seems a bit silly now but I was fairly young when we met and this seemed to so important

Is the meaning of the word fairly closer to:

¢ justly or honestly, impartially ("The judge decided fairly.")

» to quite a high degree ("I was fairly certain she had nothing to do with it.")
» somewhat ("This judgment passed down fairly recently.")

Figure 2: Example of AMT word sense disambiguation task

or other errors).

4 Corpus Annotation

We began with a collection of discussion forum
posts from the 2014 Deft Committed Belief Cor-
pora (Release No. LDC2014E55, LDC2014E106,
and LDC2014E125). These posts were originally
collected for the DARPA BOLT program and were
selected according to a variety of criteria, includ-
ing that the posts should contain primarily infor-
mal discussion and that the main focus of the
threads should be discussion of dynamic events or
personal anecdotes (Garland et al., 2012).

We located all instances of the hedges from our
dictionary in these corpora and presented each of
these instances as a potential hedge to workers
on AMT. The hedge term was shown as a high-
lighted word or phrase within a sentence; below
this sentence, we displayed definitions and exam-
ples of the hedging and non-hedging uses of the
term. We asked workers which definition they felt
most closely matched the meaning of the word
highlighted in the sentence. To avoid bias based
on the placement of the choices, we varied the or-
der in which the hedging and non-hedging defi-
nitions appeared. Each Human Intelligence Task
(HIT) asked for judgments on 10 sentences, with
one being a gold-standard check judgment. If the
worker failed to answer the check judgment cor-
rectly, we discarded their data and republished the

Number of values

0.0 01 0.2 03 04 05 06 0.7 0.8 09 1.0
# hedge usages / # total usages

Figure 3: Distribution of proportion of hedge usages
out of all occurrences of each term.

HIT. We obtained 5 judgments for every potential
hedge word and picked the majority vote as the
label for that instance. Figure 1 shows the instruc-
tions given to workers. An example of the task for
the word fairly is shown in Figure 2.

The resulting corpus has a total of 20,683 an-
notated potential hedge terms, although the data
set is very unbalanced, with some hedge terms ap-
pearing many more times than others. For exam-
ple, about appears 2,124 times but in some ways,
et cetera, and to a certain extent each appear only
once. The number of hedge usages vs. non-hedge
usages for each term also varied. Figure 3 shows
the distribution of the proportion of times a term
was used a hedge out of all occurrences of that
term. Overall agreement among the AMT workers
was 92.89%, with Fleiss’ Kappa equal to 0.751.
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Figure 4: Plot of agreement vs. proportion of hedge
usages out of total occurrences for each term.

The agreement varied depending on the hedge
term. Figure 4 shows a scatterplot of the agree-
ment percentage vs. how often each term is used
a hedge. As one might expect, the general trend
shows that agreement is higher for terms that are
almost always used as hedges (or as non-hedges)
than for the more ambiguous terms.

To get a sense of the quality of the crowd-
sourced judgments, we annotated a subset of the
corpus ourselves. This subset was constructed by
randomly selecting two instances for each hedge
term. Each instance received two judgments, one
by each of the two authors of this paper. As
one would expect, inter-annotator agreement was
higher, 94.73% overall, with Cohen’s Kappa equal
to 0.857. For most hedge terms, agreement was
100%; however, 11 hedge terms had an agree-
ment of 50%. We adjudicated the questions for
which we disagreed to create a single gold stan-
dard answer. We then compared our gold standard
answers for this subset to the majority vote judg-
ments obtained from AMT workers for the same
questions. The crowdsourced majority vote judg-
ment differed from the gold standard on only 7
questions, for an overall accuracy of 96.65%.

5 Summary

We have described a new method of using crowd-
sourcing to annotate a corpus with hedging infor-
mation, by framing the hedge detection task as
a word sense disambiguation problem. We have
used this method to annotate a corpus of forum
posts, which we hope to make generally available
through the LDC. We have shown that annotations
obtained using this method can in fact be very ac-
curate; when comparing the crowdsourced judg-
ments to an expert-annotated subset of the corpus,
we obtained an accuracy of 96.65%.
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Abstract

We build a reference for the task of Open In-
formation Extraction, on five documents. We
tentatively resolve a number of issues that
arise, including coreference and granularity,
and we take steps toward addressing infer-
ence, a significant problem. We seek to bet-
ter pinpoint the requirements for the task. We
produce our annotation guidelines specifying
what is correct to extract and what is not.
In turn, we use this reference to score exist-
ing Open IE systems. We address the non-
trivial problem of evaluating the extractions
produced by systems against the reference tu-
ples, and share our evaluation script. Among
seven compared extractors, we find the MinlE
system to perform best.

1 Introduction

Open Information Extraction systems, starting
with TextRunner (Yates et al., 2007), seek to ex-
tract all relational tuples expressed in text, without
being bound to an anticipated list of predicates.
Such systems have been used recently for rela-
tion extraction (Soderland et al., 2013), question-
answering (Fader et al., 2014), and for building
domain-targeted knowledge bases (Mishra et al.,
2017), among others.

Subsequent extractors (ReVerb, Ollie, ClauslE,
OpenlE 4, etc.) have sought to improve yield and
precision, i.e. the number of facts extracted from
a given corpus, and the proportion of those facts
that is deemed correct.

Nonetheless, the task definition is underspeci-
fied, and, to the best of our knowledge, there is
no gold standard. Most evaluations require some-
what subjective and inconsistent judgment calls to
be made about extracted tuples being acceptable
or not. The most recent automatic benchmark of
Stanovsky and Dagan (2016) has some shortcom-
ings that we propose to tackle here, regarding the
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theory underlining the task definition as well as the
evaluation procedure.

We manually performed the task of Open Infor-
mation Extraction on 5 short documents, elaborat-
ing tentative guidelines for the task, and resulting
in a ground truth reference of 347 tuples. We eval-
uate against our benchmark the available OIE en-
gines up to MinlE, with a fine-grained token-level
evaluation. We distribute our resource and annota-
tion guidelines, along with the evaluation script.!

2 Related Work

For their evaluation, typically, developers of Open
IE systems pool the output of various systems on a
given corpus. They label a sample of produced tu-
ples as correct or incorrect, with the general guide-
line that an extraction is correct if it is implied by
the sentence. Thus, Mausam et al. (2012) write:
“Two annotators tagged the extractions as correct
if the sentence asserted or implied that the relation
was true.” Del Corro and Gemulla (2013) pro-
pose: “We also asked labelers to be liberal with
respect to coreference or entity resolution; e.g., a
proposition such as (‘he’ ; ‘has’ ; ‘office’), or any
unlemmatized version thereof, is treated as cor-
rect.” Saha et al. (2017): “We sample a random
testset of 2,000 sentences [...] Two annotators
with NLP experience annotate each extraction for
correctness.” Gashteovski et al. (2017): “A triple
is labeled as correct if it is entailed by its corre-
sponding clause.” Then, precision and yield are
used as performance metrics. Without a reference,
recall is naturally impossible to measure.

We define a reference a priori. This allows
for automatic scoring of systems’ outputs, which
greatly diminishes subjectivity from the process of
labelling facts “for correctness”. Above all, it is
meant to help researchers agree on what the task

"https://github.com/rali-udem/WiRe57
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precisely entails. Therefore, it allows to measure a
true recall (albeit on a small corpus).

The complexity of our guidelines is indica-
tive of all that is swept under the carpet when
“annotating for correctness”. As a matter of
fact, when closely examining other references for
OIE, many extracted tuples eventually labelled as
“good” have more or less important issues. Some
really dubious cases are hard to gauge and their
labelling is ultimately subjective. To showcase the
devilishly difficult judgment calls that this implies,
compare the following two extractions. *“‘The op-
portunity is significant and I hope we can take the
opportunity to move forward,’ he said referring to
his coming trip to Britain.” yields (his ; has ; com-
ing trip), and “[...], the companies included CNN,
but not its parent, AOL Time Warner” yields (its ;
has ; parent). Are the extractions implied by the
sentence ? In (Del Corro and Gemulla, 2013), the
annotator approved the latter, and rejected the for-
mer. The extraction (he ; said ; The opportunity is
significant referring to his coming trip to Britain)
was also deemed correct, despite the composed
second argument.

Some other tasks for which OIE output is used,
such as Open QA (Fader et al., 2014), TAC-KBP
(Soderland et al., 2013), or textual similarity and
reading comprehension as in (Stanovsky et al.,
2015) — could in principle be used to compare ex-
tractors’ performance, but only give a very coarse-
grained signal, mostly unaffected by the tuning of
systems.

A promising method is that explored by Mishra
et al. (2017) for the Aristo KB.2 Aristo is a
science-focused KB extracted from a high-quality
7M-sentence corpus. The authors preprocessed
a smaller, similarly science-related, independent
corpus of 1.2M sentences, into a "Reference KB"
of 4147 facts, validated by Turkers. Assuming
that these 4147 facts are representative of the sci-
ence domain as a whole, they measured compre-
hensiveness (recall) over this domain by measur-
ing coverage on the Reference KB.

2.1 ORE benchmark

Mesquita et al. (2013) compare more or less deep
‘parsers’, including the OIE systems Ollie and Re-
Verb, on the germane task of Open Relation Ex-
traction (ORE), between named entities. They
build a benchmark of 662 binary relations over

http://data.allenai.org/tuple—kb/

1100 sentences from 3 sources (the Web, the New
York Times and the Penn Treebank). They label an
additional 222 NYT sentences with as many n-ary
relations, and 12,000 with automatic annotations.

Besides the named entity arguments, their an-
notations consist of one mandatory trigger word
(indicating the relation), surrounded by a window
of allowed tokens. To compare OIE with ORE
systems, they have to replace the target entities
by salient arguments (Asia and Europe) which are
easy to recognize. They discuss some of the chal-
lenges that arise from divergent annotation styles
and evaluation methods.

While the tasks are similar, restraining argu-
ments to be named entities limits IE to captur-
ing only the most salient relations expressed in
the text. Allowing for any NP to be an argument,
we extract 6 facts per sentence on average in the
benchmark presented here, compared to 0.6 in the
ORE dataset. We also annotate some relations
that do not have a trigger in the sentence (such as
(Paris ; [is in] ; France) from “Chilly Gonzales
lived in Paris, France”).

2.2 QA-SRL OIE benchmark

Stanovsky and Dagan (2016) build a large bench-
mark for OIE, by automatically processing the
QA-SRL dataset (He et al., 2015). Precisely, for
each predicate annotated in QA-SRL, they gener-
ate one tuple expressing each element of the Carte-
sian product of answers to the questions about this
predicate.

For instance, QA-SRL lists five questions asked
about the sentence “Investors are appealing to the
SEC not to limit their access to information about
stock purchases and sales by corporate insiders” :
“who are appealing to something ?”, “who are
someone appealing to ?”, “what are someone
appealing 7, “what might not limit something ?”
and “what might not someone limit 7, with one
answer per question. This generates the reference
tuples (Investors ; appealing ; not to limit their
access to information about stock purchases and
sales by corporate insiders ; to the SEC) and (the
SEC ; might not limit ; their access to informa-
tion about stock purchases and sales by corporate
insiders).

Their dataset is comprised of 10,359 tuples over
3200 sentences (from the Wall Street Journal and
Wikipedia), and is available for download.?

‘http://u.cs.biu.ac.il/~nlp/resources/



While this work makes a big step in the right
direction, there are a few important issues with this
benchmark.

First, a major strength of the dataset is its in-
tended and partly achieved completeness, but we
do not find it to be a suitably comprehensive
reference against which to measure systems’ re-
call. This might be because the QA-SRL dataset
doesn’t lend itself well to exhaustiveness in the
realm of Open IE, partly because it is restricted
to explicit predicates. For instance, the sentence
“However, Paul Johanson, Monsanto’s director of
plant sciences, said the company’s chemical spray
overcomes these problems and is ‘gentle on the
female organ’.” contains two predicates, gener-
ating the extractions (Paul Johanson ; said ; the
company’s chemical spray overcomes these prob-
lems and is “gentle on the female organ.”) and
(the company’s chemical spray ; overcomes ; these
problems). Yet, that omits the (in our view useful)
extractions (the company’s chemical spray ; is ;
“gentle on the female organ”), and (Paul Johan-
son ; is ; Monsanto’s director of plant sciences).

Another issue is that some words not found in
the original sentence were quietly added by the
SRL-to-QA process, retained in the QA-to-OIE
transformation, and become part of the reference.
In the example above, it is unclear how the sec-
ond predicate “might not limit” is extracted from
the sentence. At the very least, the fact that these
words are foreign to the original sentence should
be made explicit. Further, although in this partic-
ular case adding the modal is a good way of ex-
pressing the information, its repeated use by QA-
SRL to produce questions waters down the ex-
pressed facts in the end. For instance, the uninfor-
mative triple (a manufacturer ; might get ; some-
thing) is generated from the sentence “...and if
a manufacturer is clearly trying to get something
out of it ...”, with the same added “might”.

Last, the scoring procedure is not robust. Using
the code made available by the authors*, we were
able to get top results with a dummy extractor.

This is because the scorer doesn’t penalize ex-
tractions for being too long, nor for misplacing
parts of the relation in the object slot or vice versa.
Therefore, if wows...w, is an input sentence, a

downloads/
‘nttps://github.com/gabrielStanovsky/
oie-benchmark — the scoring function was updated

since its description in the article. We believe the published
function suffers from similar issues.
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Figure 1: Performance metrics must take span preci-
sion into account. The 25-line long Munchkin script
returns variations of the full sentence (with decreas-
ing confidence) and is not penalized by the evaluation
script of the latest benchmark (Stanovsky and Dagan,
2016). Its superior performance is artificially inflated.

trivial system that "extracts" (wo;w1;wa...wy,),
(wo; wiws; ws...wy, ), etc., will be given an un-
fairly great score. We implemented that program
(dubbed Munchkin) which predictably performed
well above other genuine extraction systems, as
pictured in Figure 1.

2.3 RelVis benchmarking toolkit

Schneider et al. (2017) evaluate four systems
(ClauslE, OpenlE 4, Stanford Open IE and Pred-
Patt) against the two datasets mentioned above.’
They use two methods to match predicted and ref-
erence tuples : “containment” and “relaxed con-
tainment”. These methods mean that the predicted
tuple must include the reference tuple, and that
inclusion must happen for each argument, in the
non-relaxed case. In the relaxed case, the bound-
aries between parts of a tuple are ignored. Like
that of Stanovsky and Dagan (2016), this scoring
procedure doesn’t penalize systems for returning
overlong spans.

2.4 Scoring

To compare facts with a reference, most authors
require matching tuples to have the same num-
ber of arguments and to share the grammatical
head words of each part, e.g. Angeli and Man-
ning (2013) and the article of Stanovsky and Da-

STheir code is announced but not available as of this writ-
ing—https://github.com/schmaR/relvis



gan (2016). In their updated GitHub repository,
Stanovsky and Dagan (2016) instead use lexical
match : more than half of the words of a predicted
tuple must match the reference for it to be correct.

In contrast with these works and (Schneider
et al., 2017), our scorer penalizes verbosity by
measuring precision at the token level. We penal-
ize the omission of parts of a reference tuple by
gradually diminishing recall (at the token level),
instead of a sharp all-or-nothing criterion.

Mesquita et al. (2013) annotate relations as one
mandatory target plus some optional complemen-
tary words, and treat arguments (named entities)
in an ad-hoc fashion for OIE systems.

3 WiRe57

Open IE bears some similarity to the task of Se-
mantic Role Labelling, as explored in (Christensen
etal., 2011; Mesquita et al., 2013), and as demon-
strated by SRLIE, a component of OpenlE 4.

In effect extracted tuples are akin to simplified
PropBank® or FrameNet’ frames, and our annota-
tions were inspired by those projects. Still, with a
focus on extracting new relations at scale, optional
arguments such as Propbank’s modifiers (ArgM)
are discouraged in OIE. Another major difference
is the vocabulary of predicates being open to any
relational phrase, rather than belonging to a closed
curated list such as VerbNet. Within reason, OIE
seeks to extract rich and precise relations phrases.

Phenomenon N %
All tuples 343 100
Anaphora 196 57
Contains inferred words 186 54
Hallucinated parts 135 39
Binary relations 254 74
n-ary, n =3 72 21
n-ary, n =4 16 5
n-ary,n =135 1 03

Inferred words 347/2597 134

Table 1:
WiRe57.

Frequencies of various phenomena in

3.1 Annotation process

A small corpus of 57 sentences taken from the be-
ginning of 5 documents in English was used as the

®sropbank.github.io — (Kingsbury and Palmer,
2002)

"framenet.icsi.berkeley.edu — (Ruppenhofer
et al., 2005)

source text from which to extract tuples. Three
documents are Wikipedia articles (Chilly Gonza-
les, the EM algorithm, and Tokyo) and two are
newswire articles (taken from Reuters, hence the
Wi-Re name).

Two annotators (authors of this paper) first in-
dependently extracted tuples from the documents,
based on a first version of the annotation guide-
lines which quickly proved insufficient to reach
any significant agreement. The two sets of an-
notations were then merged, and the guidelines
rectified along the way in order to resolve the is-
sues that arose. After merging, a quick test on
a few additional sentences from a different doc-
ument showed a much improved agreement, more
than half of extractions matching exactly and the
remaining missing a few details. The guidelines
are detailed in the next sections.

3.2 Anneotation principles

In keeping with past literature, our guiding princi-
ples for the annotation were as follows.

The first, obvious purpose of extracted informa-
tion is to be informative. Fader et al. (2011) men-
tion how extracting (Faust ; made ; a deal) in-
stead of the correct (Faust ; made a deal with ; the
devil) would be pointless. Further, anaphoric men-
tions being so ubiquitous and being void of mean-
ing outside the context of their original sentence,
we resolve anaphora in our extractions.

Moreover and following (Stanovsky and Dagan,
2016), extracted tuples should each be minimal,
in the sense that they should convey the smallest
standalone piece of information, though that piece
must be completely expressed. Thus, some facts
must be extracted as n-ary relations.® The MinIE
system in particular addresses this issue and “min-
imizes its extractions by identifying and removing
parts that are considered overly specific”.

The annotation shall be exhaustive, in the sense
of capturing as much of the information expressed
in the text as possible. This is to measure absolute
recall for a system, a notoriously difficult evalua-
tion metric for Open IE.

This in turn raises the issue of inference: some
information is merely suggested by the text, rather
than explicitly expressed, and should not be anno-
tated. Light inference, in the form of reformula-
tion, is helpful to make use of the information ex-

8Some systems — namely CSD-IE (Bast and Haussmann,
2013) and NestIE (Bhutani et al., 2016) — explore nesting
extractions, but we didn’t adopt this strategy.



tracted, but full-fledged inference should be pro-
cessed by a dedicated program, and is not part of
the Open IE task. Because the concept of “light
inference” is subjective, we propose in the guide-
lines a few examples and counterexamples that de-
lineate the limits between the two classes.

Other authors mention this issue. From (Wu
and Weld, 2010) : “The extractor should produce
one triple for every relation stated explicitly in the
text, but is not required to infer implicit facts.”
Stanovsky and Dagan (2016) say: “an Open IE ex-
tractor should produce the tuple (John; managed
to open; the door) but is not required to produce
the extraction (John, opened; the door)”. In our
resource we do also annotate (John; [opened]; the
door), marking the reworded relation as inferred
(which in turn makes it optional to find when scor-

ing).

His parents are Ashkenazi Jews who had to flee from Hungary during

World War Il
Extract the tuples

REVERB

His parems} are [Ashkenazi Jews‘O,TG

Ashkenazi Jews | had to flee from 0‘58

OLLIE

Ashkenazi Jews | had during | |World War 11| 0,78
INI

His
parents‘ are IAshkenazi Jewsl

Ashkenazi Jews | had to flee from Hungary during | | World War Il

=
m

|

Ashkenazi Jews | had to flee from |Hungary

OPENIE
\ﬁs_parems] are IAshkenazi Jew:
Figure 2: Example output of evaluated OIE systems,
on sentence CH 7. This cropped screenshot is of a in-

house web application that allows us to submit any sen-
tence for tuple extraction and to visualize the results.

3.3 Annotation guidelines’

Extracted tuples should reflect all meaningful rela-
tionships found in the source text. Typically, this
means that there are multiple tuples for a given
sentence. A number of times, two arguments are
connected in a sentence but the relation that links
them is implicit (e.g. Paris, France ; the North
Atlantic Treaty Organization (NATO) ; the Nature
paper or the Turing paper, etc.). In this case, we

We share at https://github.com/rali-udem/
WiRe57 our annotation guidelines. We present its major
points here.
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Sentence CH 7 — “His parents are Ashkenazi Jews who had
to flee from Hungary during World War I1.”

Annotations

— (His/(Chilly Gonzales’s) parents ; are ; Ashkenazi Jews)

— (His/(Chilly Gonzales’s) parents ; are ; Jews)

— (His/(Chilly Gonzales’s) parents ; had to flee from ;
Hungary ; during World War II)

— (His/(Chilly Gonzales’s) parents ; [fled] from ; Hungary ;

during World War II)
— ([Chilly Gonzales] ; [has] ; parents)

Sentence EM 5 - “They pointed out that the method had been
‘proposed many times in special circumstances’ by earlier
authors.”

Annotations
— (They/(Arthur Dempster, Nan Laird, and Donald Rubin) ;
pointed out that ;
(the method)/(The EM algorithm) had been "proposed
many times in special circumstances" by earlier authors)
— ((the method)/(The EM algorithm) ; had been proposed by;
earlier authors ; in special circumstances) [attributed]
— (earlier authors ; proposed ; (the method)/(The EM
algorithm) ; in special circumstances) [attributed]

Sentence FI 2 — “A police statement did not name the man in
the boot, but in effect indicated the traveler was State Secre-
tary Samuli Virtanen, who is also the deputy to Foreign Min-
ister Timo Soini.”

Annotations
— (A police/(Finnish police) statement ; did not name ;
(the man in the boot)/(Samuli Virtanen))
— ((the man in the boot)/(Samuli Virtanen) ; was ;
Samuli Virtanen) [attributed]
— ((the traveler)/(Samuli Virtanen) ; was ; Samuli Virtanen)
[attributed]
— (Samuli Virtanen ; [is] ; State Secretary)
— (Samuli Virtanen ; is ; the deputy to Foreign Minister
Timo Soini)
— (Samuli Virtanen ; is ; [a] deputy)
— (Timo Soini ; [is] ; Foreign Minister)
— (Timo Soini ; [has] ; [a] deputy)

Sentence CE 4 — “The International Monetary Fund, for ex-
ample, saw 2017 global growth at 3.4 percent with advanced
economies advancing 1.8 percent.”

Annotations
— (The International Monetary Fund ; saw ; 2017 global
growth ; at 3.4 percent)

— (The International Monetary Fund ; saw ; advanced

economies ; advancing 1.8 percent ; [in] 2017)
— (2017 global growth ; [was] ; 3.4 percent)
— (advanced economies ; [advanced] ; 1.8 percent ;

[in] 2017) [attributed]

Figure 3: Sample annotations from WiRe57, from four
of the documents. Reformulated words are enclosed
in [brackets] and coreference information is indicated
with forward slashes and parentheses.

annotate a somewhat arbitrary relationship (such
as is in, stands for, published in and published
by respectively), the tokens of which are thus in-
ferred. This is the case for 39% of our tuples.

Some OIE systems similarly attempt to halluci-



nate some or part of relations. Notably, ClausIE
wrongly extracts (New Delhi ; is ; India), and
MinlE gets right (Paris ; is in ; France). Ollie
adds some “be” auxiliaries to otherwise nominal
relations, as in Barack Obama, former president of
the United States, [... ], which OpenlE 4 also in-
fers. Yet, we acknowledge that most work in Open
IE rely on explicit predicate tokens as in (Mesquita
et al., 2013), and don’t try to elicit relations fur-
ther. At scoring time, systems are not penalized
for not finding inferred words, or not finding in-
ferred relations. If the whole predicate of a tuple
is inferred, a predicted tuple is scored on its token
overlap with the arguments only.

We suggest “platinum” annotations, including
inferred words, to be a very high standard for
extractors, while the gold standard for the task,
recall-wise, is based only on words found in the
original sentences.

Noun phrases can be rich in elements of infor-
mation. To solve the problem of finding the gran-
ularity level to use when including argument NPs,
we extract two tuples, one as generic as possible
and the other as specific as possible, for the same
relation. Adjectives and other elements of mean-
ing that can be easily separated from the noun
phrase to create other tuples are so split. Only ele-
ments that cannot be separated become part of the
most specific noun phrase.

For instance, the sentence “Solo Piano is a
great album of classical piano compositions”
would yield 3 tuples : the split adjective (Solo Pi-
ano ; is ; great), the generic (Solo Piano ; is ; [an]
album) and the specific (Solo Piano ; is ; [an] al-
bum of classical piano compositions).

When predicates contain nouns or other ele-
ments (e.g. Tokyo is the capital of Japan.), we
annotate the richer relationship (Tokyo ; is the cap-
ital of ; Japan) rather than the more basic (Tokyo ;
is ; the capital of Japan). This allows tuple re-
lations to be more meaningful, and more easily
compared, clustered, and aggregated with other re-
lations. This also is in line with ReVerb.

Like ClauslE and other extractors since, we split
conjunctions : “Andrea lived in both Poland and
Italy” yields both (Andrea ; lived in ; Poland) and
(Andrea ; lived in ; Italy).

3.4 Resource

A sample of annotations is pictured in Figure 3.
The occurring frequency of various phenomena is
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presented in Table 1. Our resource is comprised
of 343 relational facts (or tuples), three quarters of
them binary relations. One in five have three argu-
ments, sometimes “two objects” as in (This perfor-
mance ; has made ; some economists ; optimistic)
or more frequently a complement as in (His par-
ents ; had to flee ; from Hungary ; during World
War II). Five percent of them have four arguments
or more : for instance (Tokyo ; ranked ; third ; in
the International Financial Centres Development
IndexEdit ; twice) and (The International Mone-
tary Fund ; saw ; advanced economies ; advanc-
ing 1.8 percent ; [in] 2017).

We found (and resolved) anaphoric phrases in
more than half the tuples, as in (Emperor Meiji ;
moved ; his/(Emperor Meiji's) seat ; to (the
city)/Tokyo ; from the old capital of Kyoto ; in
1868). The released dataset contains the raw and
anaphora-resolved argument spans.

When solely extracting words from the sentence
would not yield clear factual tuples, we reworded
or adapted the text into more explicit statements.
In this case, we explicitly marked the changed (or
added) words as inferred (they are bracketed in
Figure 3). For instance in sentence CE 4, the rela-
tion “[advanced]” was reformulated from the sen-
tence word “advancing”, and the word [in] was
added before “2017”. In the resource, each token
is accompanied by its index in the sentence if it
comes from it, or the “inferred” mark. Inferred
words represent 13% of the lot but affect 54% of
the tuples.

3.5 Inter-annotator agreement

#tokens 12 1R 2R
Sentence 1 24 844 90.6 93.8
Sentence 2 19 9877 98.7 100
Sentence 3 33 78.0 909 856
Average 852 928 919

Table 2: Inter-annotator agreement. Percentage of
agreement on the labelling of each sentence token as
belonging to 4 classes. Each annotator’s original pro-
duction differs only slightly from the agreed-on result
(columns 1<+R and 2<+R), and the disagreement be-
tween both annotators is slightly larger (column 14+2).
The average is computed token-wise.

As mentioned in section 3.1, a qualitatively
high agreement was reached after the merging of
preliminary annotations and deliberation over the
guidelines’ items. After the guidelines were fully



settled, three additional sentences from one of the
documents were annotated by two annotators (1
and 2) in order to quantitatively measure inter-
annotator agreement. Afterward, annotation dis-
crepancies were resolved in cases of disagreement
to produce a merged reference (R). Here, we re-
port the agreement between the two original anno-
tations (1<>2), and between each original annota-
tion and the merged reference (1<+R and 2++R).

Comparing triples can become quite tricky for
many reasons, including missing complements,
overlapping spans, etc. We therefore resorted to
another scheme, where we reframe the annotation
task as taking each annotated token and classify-
ing it as either belonging or not belonging to each
of 4 classes (subject, relation, object, or comple-
mentary argument). These classifications can be
trivially derived from the triples produced before-
hand. For instance, a triple (¢ to; t3;t4 t5) implies
that the annotator classified tokens ¢; and ¢ as be-
longing to the subject class. It then becomes pos-
sible to measure an agreement percentage on the
full binary labelling grid (obtained automatically
from the long-form annotations). We believe the
resulting figures (shown in Table 2) aptly reflect
the level of overall agreement between the anno-
tators, despite the minimal sample size. We mea-
sure an overall inter-annotator agreement (1<>2)
of 85.2% for the three sentences.

Qualitatively, one annotator steered close to the
sentence syntax, sometimes missing some of the
meaning obscured by long-winded formulations.
The other annotator tended to be overly specific,
including some non-essential complements, and
making longer-ranged inferences that fall out of
the scope of this task. Some possessive and pas-
sive constructions were also overlooked.

4 Evaluation of Existing Systems

4.1 Scorer

An important step when measuring extractors’
performances is the scoring process. Matching a
system’s output to a reference is not trivial. As
detailed in Section 2.2, because it didn’t penal-
ize overlong extractions, we could game the ba-
sic evaluation method of the QA-SRL OIE bench-
mark with a trivial extractor.

Our scorer computes precision and recall of a
system’s predicted tuples at the token level. Pre-
cision is, briefly put, the proportion of extracted
words that are found in the reference. Recall is

the proportion of reference words found in the sys-
tems’ predictions.

More formally, let G = {g1, g2, ..., gn} be the
gold tuples, and Ty = {t1,t2,...,t,} asystem’s
extractions. We denote the parts of a tuple ¢ =
(#0572 .0) = (¢P%)re[1,6), Where pp is
the first argument, po is the relation, etc., up to
pg the fifth argument when it exists (no reference
tuple contains more than 5 arguments). Let t/' N g”
be the subset of words shared by parts ! and g5
where parts are considered as bags of words. The
length of a tuple is the sum of lengths of its parts,
b [ta] = [0 |02 2 - = 3 825,

A predicted tuple ¢; may match a reference tuple
g; from the same sentence if they share at least one
word from each of the relation, first and second
arguments, that is iff (wg, , Wy, we, ) exist such that
wi € g§t Nt we € g7 Nt7and wy € g7° N T2

For all tuple pairs that may match, we have the
matching scores:

N gP k
precision(t;, g;) = M

|t
tre b
recall(t;, gj) = M
|95
2
=2
p+r

We match predicted tuples with reference ones
by greedily removing from the potential match
pool the pair with maximum F} score, until no
remaining tuples match. Let m(.) be the match-
ing function such that ¢; matches with g,,,(;) (and
conversely t,,(;) matches g;), assuming that [¢; N
Im(i)l = 0 if there is no match for ;.

Hence, the overall performance metrics of an
extractor are its token-weighted precision and re-
call over all tuples, i.e.

n

Z (Zk |t€k N gﬁ@)‘)

7

recision,,, =
R 7
N
p p
Z (Zk [ty O gjk‘)
recallsys = J ~
Ej |95
2 De e
Flsys _ Dsys T'sys '
Dsys + Tsys

To avoid penalizing systems for not finding
them, neither the words annotated as inferred, nor



Extractions Matches m]?t(jli(t:s rlzlraetihgz lzfgtillll:sf Prec. Recall Fl1
ReVerb (Fader et al., 2011) 79 54 13 .83 17 569 121 .200
Ollie (Mausam et al., 2012) 145 74 8 .73 .81 347 175 239
ClauslE (Del Corro and Gemulla, 2013) 223 121 24 74 .84 401 298 .342
Stanford (Angeli et al., 2015) 371 99 2 .79 .65 210 188 .198
OpenlE 4 (Mausam, 2016) 101 74 5 .68 .84 501 182 .267
PropS (Stanovsky et al., 2016) 184 69 0 .59 80 | .222 162 .187
MinlE (Gashteovski et al., 2017) 252 134 10 75 .83 400 323 .358

Table 3: Performance of available OpenlE systems (in chronological order) on our reference. Precision and recall
are computed at the token level. Systems with lower precision of matches are penalized for producing overlong
tuples. High precision and recall of matches overall show that our matching function (one shared word in each of
the first three parts) works correctly. Inferred words are required for exact matches.

the coreference information are used in this evalu-
ation (g; is the non-resolved version of the tuple,
and inferred words are not included in recall de-
nominators). Future work can look into evaluating
OIE systems that mean to resolve anaphoras.

4.2 Results

In order to experiment with the 7 systems used in
this paper, we bundled them as a web service. A
client application need only submit a sentence and
a list of OIE system names to perform extraction.
All tuples are in turn served as uniform JSON ob-
jects, no matter the OIE system used. This facili-
tates the development of clients, shielded from the
various tuple formats, coding languages, and other
quirks of the OIE systems. It also allowed us to vi-
sualize the tuples using a web application (see Fig-
ure 2). Moreover, because the various extractors
run as servers, they load their respective resources
only once, when the service is launched, and are
then always quick to respond to a given extraction
task (a few seconds). Otherwise, the user would
have had to wait a few minutes for the resources
to load each time when querying the extractors.

While creating such a framework is a signif-
icant effort, it ultimately saved us a lot of time
when writing the clients. It also provided a com-
mon frame of reference for all collaborators in our
lab. Typically, we used the default configuration
for each OIE system, but we tweaked the avail-
able flags in order to favor exhaustiveness, when
such flags were present and properly documented.
When additional information did not fit into a tra-
ditional tuple (argl; rel; arg2), e.g. MinlE’s quan-
tities, we resorted to simple schemes to faithfully
cast that information into a tuple.

Table 3 details the performance of available OIE
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systems against our reference. MinlE produces a
large number of correct tuples, and performs best,
especially recall-wise. The conservative choices
made by ReVerb achieve a relatively high preci-
sion, though it lacks in comprehensiveness. Ollie
improves recall over ReVerb, and Open IE 4 im-
proves precision over Ollie. Stanford Open IE pro-
duces a very large number of tuples, hindering its
precision (it is possible that limiting its verbose-
ness through configuration would improve this).

5 Conclusion

In this paper, we set out to create additional re-
sources useful to researchers in Open Information
Extraction. We distribute these resources freely.

Primarily, we provide a manually crafted, tenta-
tive reference for the task. It consists of 343 man-
ually extracted facts, including some implicit re-
lations, over 57 sentences. A quarter of them are
n-ary relations and coreference information is in-
cluded in over half of them. We believe that such
a benchmark is valuable because it offers a com-
mon frame of reference allowing OIE systems to
be tested and compared fairly, a task we carried
out on 7 OIE systems. This also entailed the cre-
ation of a scoring algorithm and program, which
we release along with the data. We assess the Re-
Verb, Ollie, ClauslE, Stanford Open IE, OpenlE 4,
PropS, and MinlE systems against our reference,
using a fine-grained token-level scorer. We find
the MinlE system to perform best.

Naturally, such an annotation effort requires
one to attempt to “pin down” the task of OIE
by confronting real-life data. We provide guide-
lines that propose such a definition. While by
no means definitive or exhaustive, these guide-
lines have at least the merit of being sufficiently



clear to yield an annotated dataset with a rea-
sonable inter-annotator agreement. At the same
time, we believe they are not too overwrought,
and rather invite further contributions by other re-
searchers. The thorniest issues are the fine line
between useful reformulation of information to a
canonical form and ill-advised inference, and how
to trim and annotate complex noun-phrase argu-
ments. These difficulties can affect the manual an-
notation process, and, interestingly, are also likely
to arise when building OIE systems, which is the
ultimate goal in this research field after all.
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Abstract

The perspective of being able to crowd-source
coherence relations bears the promise of ac-
quiring annotations for new texts quickly,
which could then increase the size and vari-
ety of discourse-annotated corpora. It would
also open the avenue to answering new re-
search questions: Collecting annotations from
a larger number of individuals per instance
would allow to investigate the distribution of
inferred relations, and to study individual dif-
ferences in coherence relation interpretation.

However, annotating coherence relations with
untrained workers is not trivial. We here pro-
pose a novel two-step annotation procedure,
which extends an earlier method by Scholman
and Demberg (2017a). In our approach, coher-
ence relation labels are inferred from connec-
tives that workers insert into the text.

We show that the proposed method leads to
replicable coherence annotations, and analyse
the agreement between the obtained relation
labels and annotations from PDTB and RST-
DT on the same texts.

1 Introduction

Implicit coherence relations are connections be-
tween text segments that are not overtly marked.
Annotating implicit coherence relations using
crowd-sourcing is methodologically challenging,
because assigning coherence relation labels as
used in popular discourse frameworks like the
Penn Discourse Treebank style (PDTB, Prasad
et al., 2008, 2018) or the Rhetorical Structure The-
ory (RST, Mann and Thompson, 1988; Carlson
et al., 2003) requires linguistic knowledge and
substantial training. It is thus not possible to ob-
tain high quality annotations of coherence relation
labels from untrained crowd workers (Kawahara
et al., 2014; Kishimoto et al., 2018).

A more promising method for obtaining dis-
course annotations through crowd-sourcing is to
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ask workers to insert discourse connectives (Ro-
hde et al., 2016; Scholman and Demberg, 2017a).
However, this method so far has only been used in
settings where it was sufficient to give workers a
small set of connectives to choose from, and not in
broad-coverage coherence relation annotation. For
example, Rohde et al. (2016) focused on identify-
ing cases where several coherence relations may
hold between two segments. They provided par-
ticipants with relations that were already marked
with a discourse adverbial, and asked them to ad-
ditionally insert a conjunction out of a list of six
highly frequent connectives (and, but, so, because,
before, or).

Highly frequent connectives are often ambigu-
ous, for instance, the insertion of but does not al-
low us to infer whether the relation is a contrast or
a concession relation. When we want to do fine-
grained relation annotation, providing only gen-
eral connectives is thus not sufficient. Scholman
and Demberg (2017a) addressed this problem by
restricting the types of relations that could occur
in their experiment. They selected six types of co-
herence relations from the overlapping part of the
PDTB2.0 and RST-DT corpora, and re-annotated
them using crowd-sourced annotators. Workers in
this study could choose from a list of connectives
which distinguish unambiguously between the six
relation types of interest. For example, instead of
the connective but, they provided a choice between
nevertheless and by contrast.

However, for annotating text more generally, we
need to provide connectives that can capture all
types of relations, and on top of that make sure
that the insertions can help us to disambiguate be-
tween coherence relations. This poses the problem
that the list of connectives that participants should
choose from would be come unwieldily large — it’s
unlikely that participants would be very capable of
choosing one connective to insert from a list of 50

Proceedings of the 13th Linguistic Annotation Workshop, pages 16-25
Florence, Italy, August 1, 2019. (©2019 Association for Computational Linguistics



connectives.

In this work, we therefore propose a new an-
notation procedure which builds on the method of
Scholman and Demberg (2017a). Our contribu-
tions in this paper consist of:

e a novel two-step procedure for eliciting
discourse connective insertions from naive
workers;

a demonstration that the generalized method
is comparable in reliability of annotations to
the original more restricted crowd-sourcing
method proposed by (Scholman and Dem-
berg, 2017a);

a “connective bank” consisting of 800 entries
including traditional connectives as well as
variations of connectives and alternative lex-
icalizations;

an analysis comparing the obtained coher-
ence labels to labels from professionally an-
notated discourse treebanks. Our analysis
shows that crowd-sourcing captures a mix-
ture of characteristics from PDTB 3.0 and
RST-DT annotations.

The data collected in this study, including the
crowdsourced annotations of 447 implicit dis-
course relations and a connective bank of 800 con-
nective phrases, is freely available for the commu-
nity.!

2 Background

Crowd-sourcing is an increasing popular alterna-
tive to professional annotation of linguistic mate-
rials because of time efficiency. However, classi-
fication of discourse relations is not a trivial task.
This is especially true for implicit relations, where
explicit connectives are missing. Detailed guide-
lines and extensive training are used in traditional
annotation by experts.

Kawahara et al. (2014) presented a first at-
tempt to crowd-source discourse relation annota-
tion. The workers first decided whether text spans
were connected by a relation, and then assigned
one out of seven sense labels in case a relation was
identified. The proposal is appealing in terms of
time efficiency, but the quality is questionable be-
cause evaluation was not carried out. Kishimoto

'https://git.sfb1102.uni-saarland.

de/francesyung/2-step-crowdsourced-
discourse—annotation
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et al. (2018) later re-annotated a portion of the re-
lations by trained annotators, and found that the
quality of the annotation from crowd-sourcing was
not satisfactory. They argued that the naive work-
ers did not completely understand the definition of
relation senses and the task was too demanding.

Following the success of analyzing multiple
coherence interpretation based on connective in-
sertions by crowd workers (Rohde et al., 2016),
Scholman and Demberg (2017a) proposed to use
a connective insertion task as a more intuitive al-
ternative to the annotation of coherence relation
labels, when working with untrained annotators.

In their experiment, workers are asked to “drag-
and-drop” one out of eight unambiguous connec-
tives into the blank between two text spans to
express the discourse relation holding between
them.?

Scholman and Demberg (2017a) evaluated the
annotation method by re-annotating a portion of
the WSJ text for which professional coherence re-
lation annotations (PDTB, RST-DT) are also avail-
able. The majority of the crowd-sourced labels
converged with the label of PDTB, showing that
the method is reliable, at least in this simplified
setting where the set of possible discourse rela-
tions is limited and given.

Furthermore, replicability and robustness of the
crowd-sourced annotation was demonstrated by
replicating the crowd-sourced annotation on the
same coherence relations without providing the
participants with extra contexts. The resulting
connective distributions of the two experiments
closely agreed with each other, showing that the
annotation is replicable even when contexts are ab-
sent.

However, the method used by Scholman and
Demberg (2017a) also presents some shortcom-
ings: firstly, it doesn’t easily scale up to distin-
guish between the full set of coherence relations
that can occur in a text, and secondly, prompting
workers to choose among a set of given connec-
tives might affect their interpretation of the co-
herence relation®. For example, workers might
have refrained from inserting an unambiguous but
rather heavy-handed connective like “as an illus-
tration” if the text doesn’t sound “natural” after

>The connectives are because, as a result, in addition,
even though, nevertheless, by contrast, as an illustration and
more specifically.

3Although workers were also allowed to type other
phrases, such manual inputs were rare.



inserting the connective.

We here propose a two-step design which al-
lows the workers to mark each relation by a free
insertion step followed by a customized disam-
biguation step.

3 Method

3.1 Annotation task design

In the first step, workers are shown a short text
passage containing a blank between two text seg-
ments. They are asked to type in a connective that
they think best expresses the relation between the
textual arguments. They are also given the option
to type nothing if they think no phrase possibly fits
between the segments.

We expected that freely inserted connectives
chosen by workers might often be ambiguous,
such that we would not be able to infer a specific
coherence relation label from these free insertions.
We therefore include a second step, where partic-
ipants are presented with a list of at most 10 con-
nectives that disambiguate the connective phrase
they chose to insert in the first step. The selection
of the connectives is determined dynamically from
their choice in the first step. They are then asked
to drag and drop the phrase that best expresses the
relation holding between the text segments. They
can choose the none of these option if they think
none of the given options fit.

For example, the worker had typed however in
the first step, and this connective can mark ARG1-
AS-DENIER, ARG2-AS-DENIER, and CONTRAST,
the connectives even though, despite this and on
the contrary will be given as a choice to the worker
in the second step. If the first free insertion is al-
ready an unambiguous connective, the second step
is skipped, and the worker proceeds to the next
task.

In order to allow us to determine what connec-
tives should be shown in the second step, we con-
structed a connective bank containing a collection
of connective phrases and their (multiple) senses.
We also created a list of unambiguous connective
phrases for each of the coherence relations that we
distinguish.

In some cases, the insertion in the first step did
not match any of the entries in our connective bank
(see Section 3.2). This might happen because of
typos, insertions that are not actually connective
phrases, or which are new connective phrases that
are not yet contained in our connective bank. We
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observed during the development of our method
that this happens particularly frequently in cases
where none of the frequent connectives seem to
fit the text well. We therefore created a list of
ten connectives that typically fit such cases well.
This default list is presented to workers when we
do not recognize their insertion from the first step,
or if they typed nothing. This list of default con-
nectives includes accordingly, actually, as you can
see, essentially, evidently, in other words, in sum-
mary, on top of that, specifically, and fo provide
some background information.

3.2 Connective bank

Based on existing discourse resources, we con-
structed a bank of discourse connecting phrases
and manually annotated the possible senses of
each phrase. The set of labels is adapted from the
sense hierarchy of PDTB3; it is shown in Table 2*.

We tested the coverage of the connective bank
in a number of pretests with a separate group of
crowd workers, using materials from PDTB, as
well as transcripts of TED talks, in order to cap-
ture the possible connectives used by the naive
workers. The free insertions collected from the
pretests were manually classified as to whether
they are connective phrases. The identified con-
nectives are furthermore labelled with discourse
senses and added to the connective bank.

The final version of our connective bank con-
tains 800 entries, which include typical discourse
connectives (e.g. because), variation of connec-
tives (e.g. largely because), combination of con-
nectives (e.g. and because) and “alternative lexi-
calization” (e.g. the reason is that).> The bank can
be expanded with the new free insertions collected
after each round of annotation.

The list given in Step 2 contains connectives
that mark the relation senses that we want to dis-
tinguish as unambiguously as possible. We deter-
mined these connectives with the help of Knott
(1996)’s connective hierarchy. The complete list
is shown in Table 2.

“We cover each Level-3 sense in PDTB 3.0, except the 4
speech-act relations, because the speech-act relations are rare
and cannot be distinguished with their non-speech-act ver-
sions by means of the inserted connective. In addition, we
included two extra relations: PRESENTATIONAL and BACK-
GROUND

SWe also find a lot of frequent typos among the inser-
tions in the first step, such as “becuase”. These typos are also
stored as variants in the connective bank, but are not counted
towards the 800 entries.



3.3 Aggregation of annotation

From each worker, we thus typically collect one
freely inserted label and one forced choice label.
In order to determine the coherence relation label,
we retrieve the potential relation senses of both the
freely inserted and the forced choice connectives
from the connective bank, and calculate the inter-
section of the relation senses they can mark. The
exact algorithm is shown in the Appendix.

Each worker assigns either a single or multiple
senses to a relation. If the intersection set con-
tains one sense, the relation is resolved to a sin-
gle unambiguous sense. If the worker chooses an
ambiguous phrase in the first step and “none of
these” in the second step, then the relation is an-
notated with the multiple senses of the ambiguous
phrase.®

It can however happen that participants type
a phrase we do not know (and cannot interpret,
e.g. because it is not a connective), or choose to
insert nothing in the first step, and then choose
none of these in the second step. In these cases,
which are rare (3% of the annotation), we remove
the data from further analysis.

The multiple annotations collected from multi-
ple workers for each item are aggregated to a sense
distribution per item. If a worker assigned more
than one sense to the item, the count is equally
split among the multiple senses.

We conducted two annotation experiments to
evaluate the methodology and reliability of the
proposed method.

4 Experiment 1

The objective of this experiment is to confirm
the proposed task design and compare it with the
forced-choice design proposed by Scholman and
Demberg (2017a).

4.1 Materials

Experiment 1 used the same set of items as in
Scholman and Demberg (2017a). These are 234
items of six types of explicit and implicit relations
chosen from the PDTB’, which are also annotated
in RST-DT.

In the PDTB, each of these items consists of
two consecutive text segments connected by a dis-

Scholman and Demberg (2017a) allowed insertion of
multiple connectives, but they found that workers seldom do
s0, possibly due to increased workload.

"We used the same items but the updated sense labels
from PDTB3.
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course connective, which is either present in the
original text (explicit relation) or inserted by the
PDTB annotators (implicit relation).
An example of each is shown below.

1. Some automotive programs have been de-

layed, while they haven’t been canceled.
[wsj_0628: explicit relation= ARG1-AS-
DENIER]

2. The explosions began when a seal blew out.
As a result, dozens of workers were injured.
[wsj_1320: implicit relation= RESULT]

In the experiment, workers see the text segments
and are asked to insert a connective phrase.

For the CAUSE, CONJUNCTION, CONCESSION
and CONTRAST relations that are contained in this
experiment, both PDTB and RST-DT annotations
agreed with one another. The INSTANTIATION and
LEVEL-OF-DETAIL items were however selected
such that RST-DT annotations do not always agree
with PDTB annotations (see Scholman and Dem-
berg (2017a) for more details). Therefore, these
two types of relations are expected to be more am-
biguous. The number of instances per relation is
given in the subgraph titles in Figure 2. The items
are divided into 12 sense-balanced batches.

Following the experimental design in (Schol-
man and Demberg, 2017a), we conducted two ver-
sions of this experiment — one with context and
the other without, where context is defined by the
window of two sentences before and one sentence
after the text spans linked by the coherence rela-
tion.

4.2 Procedure

Each set of items was divided into 12 batches, and
each batch of 17-20 questions was annotated by 12
workers.

In total, 380 workers were recruited and each
of them completed one or more batches, but never
the same batch in two conditions. Workers who
inserted less than three different phrases in step
one, or selected “none of these” in step two in
more than 60% of their responses were screened
and their annotations were examined and, if nec-
essary, replaced by annotations of newly recruited
workers.

The task was implemented by LingoTurk (Pusse
et al.,, 2016) and the workers were recruited
through Prolific.® They were awarded with 2.2

8https://prolific.ac



British pounds on average for each batch of an-
notation.

4.3 Results

We first analyzed the free and forced insertions
collected in each step of the two-step approach,
and then compared the annotations with those of
Scholman and Demberg (2017a).

The results showed that the proposed two-step
free-choice annotation method successfully scaled
the connective insertion task to a procedure for
crowd-sourcing discourse annotation.

4.3.1 Connective insertion in Steps 1 and 2

First we tested whether the proposed method
worked as it was intended. On one hand, if work-
ers mostly inserted an unambiguous connective in
the first step, the second step would not be nec-
essary. On the other hand, if the workers often
inserted ambiguous connectives in the first step
but failed to choose any connectives in the second
step, the 2-step operation failed in labeling the re-
lation with a precise sense.

The experiment results demonstrated that the
proposed method is flexible and useful. Table 1
shows the proportion of connectives inserted by
the workers in each step of the experiment.

— free insertion

@ unamb| ambiguous [unknown | nothing
21 23% 64% 9% 4%
o | skip customized default

@ unamb, unamb. | amb. || unamb. | amb. | none
P 123% | 58% | 6% 6% | 4% | 3%

Table 1: Proportions of insertion normalized per step.
The proportion of the unambiguous connective in
Step 1 is carried over to Step 2.

In the first step, workers freely typed a connec-
tives between the two text segments. Most (87%)
of the connectives were identified in our connec-
tive bank, and the majority (64%) of them were
ambiguous.

Table 2 lists the most common connective
phrases the workers typed in Step 1. Naive work-
ers tended to insert common connectives that are
usually ambiguous, such as and, as and but. The
unambiguous connecting phrases, such as simul-
taneously, are uncommon expressions that people
do not intuitively produce.
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most common

connective for

relation sense free insertion | disambiguation
to be labelled in Step 1 in Step 2
CAUSE
reason because for the reason
that
result and as a result
negative result” - that’s why it is
impossible that
reason-belief because considering that
result-belief SO so I think
CONCESSION
argl-as-denier but even though
arg2-as-denier however despite this,
CONTRAST
contrast however on the contrary
CONJUNCTION
conjunction and in addition
in conjunction
with this
INSTANTIATION

argl-as-instance™

arg2-as-instan.

for example

this example
illustrates that
as an example

LEVEL-OF-DETAIL

argl-as-detail actually in general
arg2-as-detail specifically in more detail,
specifically
OTHERS
synchronous as simultaneously
precedence and afterwards
succession previously previously
argl-as-cond. in this case in this case
arg2-as-cond. where if
argl-as-neg.cond.” - if not
arg2-as-neg.cond.” - unless
argl-as-goal through for that purpose
arg2-as-goal in order to in order to
argl-as-manner by doing so by doing so
arg2-as-manner by by means of
argl-as-subst - rather than,
instead of
arg2-as-subst but instead
disjunction™ - and/or
equivalence nothing in other words,
that is to say
argl-as-except.” - other than that
arg2-as-except. but except
similarity as in a similar
manner
background nothing to provide some
background
information
presentational nothing as you can see

Table 2: The list of 33 discourse relations to be anno-
tated by the two-step connective insertion task and the
most common phrase workers typed in Step 1 alongside
the unambiguous connective defined in the connective
bank for the identification of relation in Step 2. Rela-
tions marked by * (6 in total) are defined but never an-
notated by the workers. BACKGROUND and PRESEN-
TATIONAL are two additional senses that are not from
the PDTB3 taxonomy.



However, people were still able to use these un-
common expressions when they were prompted
to do so in the second step. The majority of
the ambiguous connectives in the first step were
disambiguated to a single sense in the second
step. For example, however was readily dis-
tinguished between the ARG2-AS-DENIER and
CONTRAST senses; and and was disambiguated
between PRECEDENCE, RESULT and CONJUNC-
TION.

A manual check of the responses inserted as
free text revealed that 9% of the insertions in this
first step were not actually connectives. This is
not surprising, given that untrained workers may
not know the concept of discourse connectives and
could insert non-connective phrases depending on
context, such as unfortunately, or they think. Also,
workers preferred not to insert any phrases in 4%
of the instances. This is also expected because
some discourse relations, e.g. CONJUNCTIONS,
are often implicit.

Nonetheless, workers were able to choose a
connective from the default options suggested to
them for most of the unknown/nothing cases. This
shows that our default list of connectives success-
fully helped the untrained workers to express dis-
course relations that were not obvious to them.

Overall, the two-step approach resolved the
workers’ insertions to a single label in 87% of the
cases and 27 types of sense labels were collected
(See Table 2). This is encouraging because un-
trained workers would not have been able to carry
out such fine-grained classification in one step.

4.3.2 Comparison between forced and free
insertions

Next, we compared the methodology of the pro-
posed two-step free-choice task with the one-
step forced-choice task of Scholman and Demberg
(2017a). We wanted to see if workers’ identifica-
tion of the discourse relation was biased to the set
of options available to them and whether contexts
were necessary for workers to infer the relations.

The overall distributions of the annotated senses
under different annotation conditions are shown in
Figure 1.

It can be seen that the relative distribution of
the senses was maintained across different ap-
proaches, suggesting that the 2-step setup success-
fully replicates the results obtained from the force-
choice method. However, the distributions were
statistically different across the two methods be-
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cause 12% of the annotated sense did not belong
to the 6 original classes of relations. This is ex-
pected because the workers were free to assign any
relations instead of from a predefined list.

[[] others [[] concession [ contrast [ level-of-detail

] cause [0 conjunction [] instantiation

100%-

80%-

60%-

40%-

20%-

Percentage of labels

0%-

free
no context

free
context

forced
no context

forced
context

Figure 1: Label distribution per annotation condition of
the S&D set

Another finding was that the distributions be-
tween the no context and context conditions were
similar. Pearson’s x? tests showed a significant
difference in the distribution of senses between
the two conditions for the original CAUSE (p =
.0478) and LEVEL-OF-DETAIL (p = .0159) items
but no significant difference for the other items
(CONCESSION: p = .991, CONJUNCTION: p =
.258, CONTRAST: p .975, INSTANTIATION:
p = .232).

This result partially replicates the finding in
Scholman and Demberg (2017a) that contexts of-
fer limited help in this set of items.

4.3.3 Comparison with reference annotation

To assess the quality of the annotations collected
by the proposed method, we compared the col-
lected labels with the original expert label per
item.

We selected the majority label of each item
based on the aggregated distribution for compar-
ison. If an item had more than one majority label,
one of them was selected randomly.”

Figure 2 shows the distribution of the crowd-
sourced labels, grouped by their original PDTB
label. Only the results under the context condi-
tions are shown because the results under the with-
out context condition are similar. It can be seen
that the distribution mostly replicated the distribu-
tion obtained in Scholman and Demberg (2017a),

"We also tried aggregation by an annotation model
(Dawid and Skene, 1979; Passonneau and Carpenter, 2014),
but the predicted labels were mostly the same as the majority
label.
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Figure 2: (Experiment 1 results) Distribution of majority sense of the items annotated by the 2 steps approach
in comparison with the forced choice approach under the context condition. Results are grouped by the original
PDTB relation (titles of subgraphs). The item count of each group of relations are bracketed.

except for the INSTANTIATION items. For these
items, workers tended to choose CONJUNCTION
rather than INSTANTIATION in the two-step task
comparing to the forced choice task.

It is known that INSTANTIATION relations
have an additive function and thus often coexist
with CONJUNCTIONS (Scholman and Demberg,
2017b). However, the labelling of CONJUNCTION
could have been suppressed in the forced choice
setting, because the single connective that was
provided for CONJUNCTIONS was in addition, and
this phrase may not fit in certain contexts.

Comparing with PDTB annotation, it can be
observed that the distributions converged and di-
verged following the manipulation on the agree-
ment between PDTB and RSTDT.

For example, the crowd-sourced labels con-
verged on the CAUSE sense for the CAUSE items,
which were selected if they had high cross-
framework agreement. On the other hand, the
crowd-sourced labels diverged to a number of
senses for the LEVEL-OF-DETAIL items, which
were selected if they had low cross-framework
agreement.

In addition, CONTRAST items were often an-
notated as CONCESSION, which is not surprising
because the two types of relations are easily con-
fused even for expert annotators. In fact, the over-
all sense distribution of CONTRAST and CONCES-
SION reversed when the sense labels were updated
from PDTB2 to PDTB3.

In sum, the results of Experiment 1 validated
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the flexibility and potential of the two-step design
and showed that it can be used to obtain similarly
reliable annotation as in the oracle forced-choice
setting. We conducted another experiment to eval-
uate the performance of the approach in practical
annotation.

5 Experiment 2

The items used in Experiment 1 were chosen such
that RST-DT annotations for the same text spans
were comparable to the PDTB annotations (for
CONTRAST, CONCESSION, CAUSE AND CON-
JUNCTION). This means that the items were not
entirely representative of a real-life annotation set-
ting (i.e., the relations might have been easier to
annotate). We therefore conducted another exper-
iment using items that were selected without this
constraint.

51

We selected a set of 215 items from the over-
lapping section of PDTB and RST-DT. We only
chose relations where the argument spans were the
same in PDTB and RST-DT and the second argu-
ment immediately follows the first argument. For
comparability to the previous experiment, we re-
stricted the selection to the same six sense classes.
Items already tested in Experiment 1 were ex-
cluded. The distribution of relation labels in this
new set provides a reference of the natural distri-
bution of these six types of coherence relations.
The items were randomly divided to 12 batches

Materials
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Figure 3: (Experiment 2 results) Distribution of all sense labels (2 step all labels) and the majority sense (2 step
majority) of the items annotated by the 2 steps approach under the context condition in comparison with annotation
of RSTDT (RST). Results are grouped by the original PDTB relation (titles of subgraphs). The item count of each

group of relations are bracketed.

(instead of being sense-balanced). This resembles
a situation in which the proposed method is ap-
plied to annotate new items. The rest of the exper-
imental set up was the same as in Experiment 1.

5.2 Results

Figure 3 shows the distribution of all the crowd-
sourced labels as well as the majority labels col-
lected for each group of relations as annotated in
PDTB. Distribution of the RST-DT labels are also
shown for comparison. The relation definitions of
PDTB and RST-DT do not directly map with each
other. In order to compare the annotations of both
resources with the crowdsourced labels, we con-
verted the RST labels to PDTB labels according
to the Unifying Dimensions interlingua (Demberg
etal., 2017).

The results showed that the distributions of the
crowd-sourced labels overlapped with both PDTB
and RST-DT annotations, except for INSTANTIA-
TIONS (see discussion). The annotations of PDTB
and RST-DT largely differ for this more represen-
tative selection.

Table 3 shows the agreement of the crowd-
sourced labels with PDTB, compared with the
agreement between the PDTB and RST-DT labels.
It can be seen that the labels crowdsourced by
the proposed method had higher overall agreement
with PDTB comparing with RST-DT labels.

This experiment showed that expert annotation
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2 steps RST-DT
PDTB3 Prec. Recall | Prec. Recall
cause 44 71 .58 34
concession A48 52 .67 .06
conjunction A7 A7 .39 .83
contrast .63 .38 33 .08
instantiation .0 .0 .56 47
level-of-detail | .46 23 44 .09
overall 44 44 40 .40

Table 3: Agreement of the majority crowd-sourced and
RST-DT labels with the PDTB3 labels and the label
distribution of the random set.

of discourse relations cannot be represented by a
single label and the annotation crowdsourced by
the two-step method captured the characteristics
of both resources.

6 Discussion

The results demonstrated that the multiple read-
ings of discourse relations were reproduced across
the two annotation conditions, even though there
was not always agreement with professional an-
notations. While Scholman and Demberg (2017a)
had already reported the reproduction of label dis-
tributions under the with and without context con-
ditions, we found that the distributions are also re-
produced when free insertion of connectives is al-



lowed. This is stronger evidence that the limited
labels collected by traditional annotations might
not be sufficient to reflect the multiple reading of
discourse relations, while a distribution of labels
collected by multiple annotation is more informa-
tive.

However, we also identified potential problems:
our naive workers seem to have under-labelled
INSTANTIATION relations, especially in Experi-
ment 2. On top of the fact that INSTANTIATIONS
are difficult in general, a closer look shows that
these items mostly contain quotations, and it is
difficult to distinguish whether the relation is be-
tween the previous argument and the content of
the quote, or the fact that someone said something.
This could be the source of confusion for the
crowd workers, which deserves to be addressed
more specifically in future research.

Another challenge is the causal preference bias
(Sanders, 2005). Although we expected that
over-interpretation would be reduced in the free
insertion approach compared with forced selec-
tion from an available list, we observed an over-
interpretation of CAUSE relations. CAUSE rela-
tions may be over-labelled because readers readily
infer causality during text processing: Scholman
(2019) shows that readers infer causal relations
readily when not processing the text very deeply.
Since the materials we used came from outdated
news journal texts from the US, they were likely to
be hard to understand for the workers who mostly
come from the UK, and the causality bias could
hence be particularly prominent in our study. A
future study on a different text type would be in-
formative in this respect.

In terms of methodology, we also plan to ex-
tend the method to make better use of the con-
nectives provided during the free insertion step.
For example, if a worker types and in the first
step and chooses so in the second step, the cur-
rent algorithm would simply combine the two in-
sertions to a CAUSE relation by taking the inter-
section of senses. However, there is a chance that
the forced choice was prompted by the given op-
tions, and that the inference of the relation was
thus strengthened by the task. A more dynamic
approach should take into account the pragmatic
choice of and over other alternatives, in order to
determine whether the worker inferred a causal re-
lation in the first place.

Lastly, the current method assumes that all dis-
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course relations can be made explicit — in our ex-
periments, we only used items where a connec-
tive phrase originally existed or can possibly be in-
serted. However, it is not always possible to insert
a connective. For example, there are no explicit
markers for ENTITY RELATIONS. Furthermore,
there is also the possibility that the two consec-
utive segments are unrelated. The current method
has to be extended to identify these cases for prac-
tical annotations.

7 Conclusion

We propose a two-step procedure to convert the
challenging task of fine-grained implicit discourse
relation annotation to an intuitive task that naive
crowd workers can manage. The method can be
directly applied to annotate coherence relations in
other languages, and crowdsourcing is a time effi-
cient alternative. On top of the discourse annota-
tion, the methodology also allows creation of large
connective banks in other languages.

The results from the current studies also in-
dicate that the discourse relation annotations are
more representative when they can be character-
ized by sense distributions. Automatic discourse
relation classification is a bottleneck task, and re-
sources annotated with sense distributions allow
more informative evaluation by ranking.

We plan to carry out large scale annotation us-
ing the two-step approach to build discourse anno-
tated resources in a variety of data.
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A Appendix: Algorithm for the
combination of inserted connectives

for each insertion pair do
if free insertion € connective bank then
R1 + sense(s) of free insertion
else
manual check
if free insertion is connective then
added to connective bank
manual sense annotation
R1 + sense(s) of free insertion
else
Rl + 0
end if
end if
if forced insertion = none of these then
R2+ 0
else
R2 + sense(s) of forced insertion
end if
S+ RINR2
end for
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Abstract

Pairs of sentences, phrases, or other text pieces
can hold semantic relations such as paraphras-
ing, textual entailment, contradiction, speci-
ficity, and semantic similarity. These relations
are usually studied in isolation and no dataset
exists where they can be compared empiri-
cally. Here we present a corpus annotated with
these relations and the analysis of these results.
The corpus contains 520 sentence pairs, anno-
tated with these relations. We measure the an-
notation reliability of each individual relation
and we examine their interactions and correla-
tions. Among the unexpected results revealed
by our analysis is that the traditionally consid-
ered direct relationship between paraphrasing
and bi-directional entailment does not hold in
our data.

1 Introduction

Meaning relations refer to the way in which two
sentences can be connected, e.g. if they express
approximately the same content, they are consid-
ered paraphrases. Other meaning relations we fo-
cus on here are textual entailment and contradic-
tion! (Dagan et al., 2005), and specificity.

Meaning relations have applications in many
NLP tasks, e.g. recognition of textual entailment
is used for summarization (Lloret et al., 2008) or
machine translation evaluation (Pad¢ et al., 2009),
and paraphrase identification is used in summa-
rization (Harabagiu and Lacatusu, 2010).

The complex nature of the meaning relations
makes it difficult to come up with a precise and
widely accepted definition for each of them. Also,
there is a difference between theoretical defini-
tions and definitions adopted in practical tasks. In
this paper, we follow the approach taken in pre-

"Mostly, contradiction is regarded as one of the relations
within an entailment annotation.
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vious annotation tasks and we give the annotators
generic and practically oriented instructions.

Paraphrases are differently worded texts with
approximately the same content (Bhagat and
Hovy, 2013; De Beaugrande and Dressler, 1981).
The relation is symmetric. In the following exam-
ple, (a) and (b) are paraphrases.

(a) Education is equal for all children.
(b) All children get the same education.

Textual Entailment is a directional relation be-
tween pieces of text in which the information of
the Text entails the information of the Hypothesis
(Dagan et al., 2005). In the following example,
Text (t) entails Hypothesis (h):

(t) All children get the same education.
(h) Education exists.

Specificity is a relation between phrases in
which one phrase is more precise and the other
more vague. Specificity is mostly regarded be-
tween noun phrases (Cruse, 1977; Eng, 1991;
Farkas, 2002). However, there has also been work
on specificity on the sentence level (Louis and
Nenkova, 2012). In the following example, (c) is
more specific than (d) as it gives information on
who does not get good education:

(c) Girls do not get good education.
(d) Some children do not get good education.

Semantic Similarity between texts is not a
meaning relation in itself, but rather a gradation
of meaning similarity. It has often been used
as a proxy for the other relations in applications
such as summarization (Lloret et al., 2008), pla-
giarism detection (Alzahrani and Salim, 2010; Bér
et al.,, 2012), machine translation (Padé et al.,
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2009), question answering (Harabagiu and Hickl,
2006), and natural language generation (Agirre
et al., 2013). We use it in this paper to quan-
tify the strength of relationship on a continuous
scale. Given two linguistic expressions, seman-
tic text similarity measures the degree of semantic
equivalence (Agirre et al., 2013). For example, (a)
and (b) have a semantic similarity score of 5 (on a
scale from 0-5 as used in the SemEval STS task)
(Agirre et al., 2013, 2014).

Interaction between Relations Despite the in-
teractions and close connection of these meaning
relations, to our knowledge, there exists neither an
empirical analysis of the connection between them
nor a corpus enabling it. We bridge this gap by
creating and analyzing a corpus of sentence pairs
annotated with all discussed meaning relations.
Our analysis finds that previously made as-
sumptions on some relations (e.g. paraphras-
ing being bi-directional entailment (Madnani and
Dorr, 2010; Androutsopoulos and Malakasiotis,
2010; Sukhareva et al., 2016)) are not necessar-
ily right in a practical setting. Furthermore, we
explore the interactions of the meaning relation of
specificity, which has not been extensively studied
from an empirical point of view. We find that it
can be found in pairs on all levels of semantic re-
latedness and does not correlate with entailment.

2 Related Work

To our knowledge, there is no other work where
the discussed meaning relations have been anno-
tated separately on the same data, enabling an un-
biased analysis of the interactions between them.
There are corpora annotated with multiple seman-
tic phenomena, including meaning relations.

2.1 Interactions between relations

There has been some work on the interaction be-
tween some of the discussed meaning relations,
especially on the relation between entailment and
paraphrasing, and also on how semantic similarity
is connected to the other relations.

Interaction between entailment and para-
phrases According to Madnani and Dorr
(2010);  Androutsopoulos and Malakasiotis
(2010), bi-directional entailment can be seen as
paraphrasing. Furthermore, according to Androut-
sopoulos and Malakasiotis (2010) both entailment
and paraphrasing are intended to capture human
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intuition.  Kovatchev et al. (2018) emphasize
the similarity between linguistic phenomena
underlying paraphrasing and entailment. There
has been practical work on using paraphrasing
to solve entailment (Bosma and Callison-Burch,
2006).

Interaction between entailment and specificity
Specificity was involved in rules for the recogni-
tion of textual entailment (Bobrow et al., 2007).

Interaction with semantic similarity Cer et al.
(2017) argue that to find paraphrases or entail-
ment, some level of semantic similarity must be
given. Furthermore, Cer et al. (2017) state that
although semantic similarity includes both entail-
ment and paraphrasing, it is different, as it has
a gradation and not a binary measure of the se-
mantic overlap. Based on their corpus, Marelli
et al. (2014) state that paraphrases, entailment, and
contradiction have a high similarity score; para-
phrases having the highest and contradiction the
lowest of them. There also was practical work
using the interaction between semantic similarity
and entailment: Yokote et al. (2011) and Castillo
and Cardenas (2010) used semantic similarity to
solve entailment.

2.2 Corpora with multiple semantic layers

There are several works describing the creation,
annotation, and subsequent analysis of corpora
with multiple parallel phenomena.

MASC The annotation of corpora with mul-
tiple phenomena in parallel has been most no-
tably explored within the Manually Annotated
Sub-Corpus (MASC) project’? — It is a large-
scale, multi-genre corpus manually annotated
with multiple semantic layers, including Word-
Net senses(Miller, 1998), Penn Treebank Syntax
(Marcus et al., 1993), and opinions. The multiple
layers enable analyses between several phenom-
ena.

SICK is a corpus of around 10,000 sentence
pairs that were annotated with semantic similarity
and entailment in parallel (Marelli et al., 2014). As
it is the corpus that is the most similar to our work,
we will compare some of our annotation decisions
and results with theirs.

Sukhareva et al. (2016) annotated subclasses
of entailment, including paraphrase, forward, re-
vert, and null on propositions extracted from doc-

*http://www.anc.org/MASC/About.html



Getting a high educational degree is important for finding
a good job, especially in big cities.

In many countries, girls are less likely to get a good school
education.

Going to school socializes kids through constant interac-
tion with others.

One important part of modern education is technology, if
not the most important.

Modern assistants such Cortana, Alexa, or Siri make our
everyday life easier by giving quicker access to informa-
tion.

New technologies lead to asocial behavior by e.g. depriv-
ing us from face-to-face social interaction.

Being able to use modern technologies is obligatory for
finding a good job.

Self-driving cars are safer than humans as they don’t
drink.

Machines are good in strategic games such as chess and
Go.

Machines are good in communicating with people.

Learning a second language is beneficial in life.

Speaking more than one language helps in finding a good
job.

Christian clergymen learn Latin to read the bible.

Table 1: List of given source sentences

uments on educational topics that were paired ac-
cording to semantic overlap. Hence, they implic-
itly regarded paraphrases as a kind of entailment.

3 Corpus Creation

To analyze the interactions between semantic rela-
tions, a corpus annotated with all relations in par-
allel is needed. Hence, we develop a new corpus-
creation methodology which ensures all relations
of interest to be present. First, we create a pool
of potentially related sentences. Second, based on
the pool of sentences, we create sentence pairs that
contain all relations of interest with sufficient fre-
quency. This contrasts existing corpora on mean-
ing relations that are tailored towards one relation
only. Finally, we take a portion of the corpus and
annotate all relations via crowdsourcing. This part
of our methodology differs significantly from the
approach taken in the SICK corpus (Marelli et al.,
2014). They don’t create new corpora, but rather
re-annotate pre-existing corpora, which does not
allow them to control for the overall similarity be-
tween the pairs.
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3.1 Sentence Pool

In the first step, the authors create 13 sentences,
henceforth source sentences, shown in Table 1.
The sentences are on three topics: education, tech-
nology, and language. We choose sentences that
can be understood by a competent speaker with-
out any domain-specific knowledge and which due
to their complexity potentially give rise to a va-
riety of lexically differing sentences in the next
step. Then, a group of 15 people, further on called
sentence generators, is asked to generate true and
false sentences that vary lexically from the source
sentence.> Overall, 780 sentences are generated.
The 13 source sentences are not considered in the
further procedure.

For creating the true sentences, we ask each
sentence generator to create two sentences that are
true and for the false sentences, two sentences that
are false given one source sentence. This way of
generating a sentence pool is similar to that of the
textual entailment SNLI corpus (Bowman et al.,
2015), where the generators were asked to create
true and false captions for given images. The fol-
lowing are exemplary true and false sentences cre-
ated from one source sentence.

Source: Getting a high educational degree is

important for finding a good job, es-
pecially in big cities.

True: Good education helps to get a good
job.

False: There are no good or bad jobs.

3.2 Pair Generation

We combine individual sentences from the sen-
tence pool into pairs, as meaning relations are
present between pairs and not individual sen-
tences. To obtain a corpus that contains all dis-
cussed meaning relation with sufficient frequency,
we use four pair combinations: 1) a pair of two
sentences that are true given the same source sen-
tence — true-true; 2) a pair of two sentences that
are false given the same source sentence — false-
false; 3) a pair of one sentence that is true and one
sentence that is false given the same source sen-
tence — true-false; 4) a pair of randomly matched
sentences from the whole sentence pool and all
source sentences — random.

3The full instructions given to the sentence generators is
included with the corpus data.



From the 780 sentences in the sentence pool,
we created a corpus of 11,310 pairs, with a pair
distribution as follows: 5,655 (50%) true-true;
2,262 (20%) false-false, 2,262 (20%) true-false,
and 1,131 (10%) random. We include all possible
5,655 true-true combinations of 30 true sentences
for each of the 13 source sentences. For false-
false, true-false, and random we downsample the
full set of pairs to obtain the desired number, keep-
ing an equal number of samples per source sen-
tence. We chose this distribution because we are
mainly interested in paraphrases and entailment,
as well as their relation to specificity. We hypoth-
esize that pairs of sentences that are both true have
the highest potential to contain these relations.

From the 11,310 pairs, we randomly selected
520 (5%) for annotation, with the same 50-20-
20-10 distribution as the full corpus. We select
an equal number of pairs from each source sen-
tence. We hypothesize that length strongly corre-
lates with specificity, as there is potentially more
information in a longer sentence that in a shorter
one. Hence, for half of the pairs, we made sure
that the difference in length between the two sen-
tences is not more than 1 token.

3.3 Relation Annotation

We annotate all the relations in the corpus of 520
sentence pairs using Amazon Turk. We select 10
crowdworkers per task, as this gives us the possi-
bility to measure how well the tasks has been un-
derstood overall, but especially how easy or dif-
ficult individual pairs are in the annotation of a
specific relation. In the SICK corpus, the same
platform and number of annotators were used.

We chose to annotate the relations separately to
avoid biasing the crowdworkers who might learn
heuristic shortcuts when seeing the same relations
together too often. We launched the tasks consec-
utively to have the annotations as independent as
possible. This differs from the SICK corpus an-
notation setting, where entailment, contradiction,
and semantic similarity were annotated together.

The complex nature of the meaning relations
makes it difficult to come up with a precise and
widely accepted definition and annotation instruc-
tions for each of them. This problem has already
been emphasized in previous annotation tasks and
theoretical settings (Bhagat and Hovy, 2013). The
standard approach in most of the existing para-
phrasing and entailment datasets is to use a more
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generic and less strict definitions. For example,
pairs annotated as “paraphrases” in MRPC (Dolan
et al., 2004) can have “obvious differences in in-
formation content”. This “relatively loose defini-
tion of semantic equivalence” is adopted in most
empirically oriented paraphrasing corpora.

We take the same approach towards the task
of annotating semantic relations: we provide the
annotators with simplified guidelines, as well as
with few positive and negative examples. In this
way, we believe that annotation is more generic,
reproducible, and applicable to any kind of data.
It also relies more on the intuitions of a compe-
tent speaker than on understanding complex lin-
guistic concepts. Prior to the full annotation, we
performed several pilot studies on a sample of the
corpus in order to improve instructions and exam-
ples given to the annotators. In the following, we
will shortly outline the instructions for each task.

Paraphrasing In Paraphrasing (PP), we ask
the crowdworkers whether the two sentences have
approximately the same meaning or not, which
is similar to the definition of Bhagat and Hovy
(2013) and De Beaugrande and Dressler (1981).

Textual Entailment In Textual Entailment
(TE), we ask whether the first sentence makes the
second sentence true. Similar to RTE Tasks (Da-
gan et al., 2005) - (Bentivogli et al., 2011), we only
annotate for forward entailment (FTE). Hence, we
use the pairs twice: in the order we ask for all other
tasks and in reversed order, to get the entailment
for both directions. Backward Entailment is re-
ferred to as BTE. If a pair contains only backward
or forward entailment, it is uni-directional (UTE).
If a pair contains both forward and backward en-
tailment, it is bi-directional (BiTE). Our annota-
tion instructions and the way we interpret direc-
tionality is similar to other crowdworking tasks for
textual entailment (Marelli et al., 2014; Bowman
et al., 2015).

Contradiction In Contradiction (Cont), we ask
the annotators whether the sentences contradict
each other. Here, our instructions are different
from the typical approach in RTE (Dagan et al.,
2005), where contradiction is often understood as
the absence of entailment.

Specificity In Specificity (Spec), we ask
whether the first sentence is more specific than the
second. To annotate specificity in a comparative
way is new *. Like in textual entailment, we pose

“Louis and Nenkova (2012) labelled individual sentences



the task only in one direction. If the originally first
sentence is more specific, it is forward specificity
(FSpec), whereas if the originally second sentence
is more specific than the first, it is backward speci-
ficity (BSpec).

Semantic Similarity For semantic similarity
(Sim), we do not only ask whether the pair is re-
lated, but rate the similarity on a scale 0-5. Unlike
previous studies (Agirre et al., 2014), we decided
not to provide explicit definitions for every point
on the scale.

Annotation Quality To ensure the quality of
the annotations, we include 10 control pairs,
which are hand-picked and slightly modified pairs
from the original corpus, in each task.> We discard
workers who perform bad on the control pairs. ©

3.4 Final Corpus

For each sentence pair, we get 10 annotations for
each relation, namely paraphrasing, entailment,
contradiction, specificity, and semantic similarity.
Each sentence pair is assigned a binary label for
each relation, except for similarity. We decide
that if the majority (at least 60% of the annota-
tors) voted for a relation, it gets the label for this
relation.

Table 8 shows exemplary annotation outputs of
sentence pairs taken from our corpus. For in-
stance, sentence pair #4 contains two relations:
forward entailment and forward specificity. This
means that it has uni-directional entailment and
the first sentence is more specific than the second.
The semantic similarity of this pair is 2.7.

Inter-annotator agreement We evaluate the
agreement on each task separately. For seman-
tic similarity, we determine the average similar-
ity score and the standard deviation for each pair.
We also calculate the Pearson correlation between
each annotator and the average score for their
pairs. We report the average correlation, as sug-
gested by SemEval (Agirre et al., 2014) and SICK.

For all nominal classification tasks we deter-
mine the majority vote and calculate the % of
agreement between the annotators. This is the
same measure used in the SICK corpus. Follow-

as specific, general, or cannot decide.

SThe control pairs are also available online at
https://github.com/MeDarina/meaning_
relations_interaction

%0Only 2 annotators were discarded across all tasks. To
have an equal number of annotations for each task, we re-
annotated these cases with other crowdworkers.
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ing the approach used with semantic similarity, we
also calculated Cohen’s kappa between each an-
notator and the majority vote for their pairs. We
report the average kappa for each task.’

Table 2 shows the overall inter-annotator agree-
ment for the binary tasks. We report: 1) the av-
erage %-agreement for the whole corpus; 2) the
average  score; 3) the average %-agreement for
the pairs where the majority label is “yes”; 4) the
average %-agreement for the pairs where the ma-
jority label is “no”; 5) the average % agreement
between the annotators and the expert-provided
“control labels” on the control questions.

| % | & | %v | %X | control |
PP 87 | .67 | .83 .90 .98
TE 83 | .61 | .75 .89 .89
Cont 94 | 71 | .84 .95 .95
Spec .80 | .56 | .81 .82 .89

Table 2: Inter-annotator agreement for binary relations
v/denotes a relation being there
Xdenotes a relation not being there

The overall agreement for all tasks is between
.80 - .94, which is quite good given the difficulty of
the tasks. Contradiction has the highest agreement
with .94. It is followed by the paraphrase relation,
which has an agreement of .87. The agreements of
the entailment and specificity relations are slightly
lower, which reflects that the tasks are more com-
plex. SICK report agreement of .84 on entailment,
which is consistent with our result.

The agreement is higher on the control ques-
tions than on the rest of the corpus. We consider
it the upper boundary of agreement. The agree-
ment on the individual binary classes shows that,
except for the specificity relation, annotators have
a higher agreement on the absence of relation.

|| 50% | 60% | 70% | 80% | 90% | 100% |

PP 11 12 13 .20 24 .20
TE 17 .19 17 .16 .19 .10
Cont || .04 .07 18 23 23 25
Spec || .22 18 21 13 13 12

Table 3: Distribution of Inter-annotator agreement

Table 3 shows the distribution of agreement for
the different relations. We take all pairs for which
at least 50% of the annotators found the relation

"We are aware that x does not fit the restrictions of our
task very well and also that it is usually not averaged. How-
ever, we wanted to report a chance corrected measure, which
is non-trivial in a crowd-sourcing setting, where each pair is
annotated by a different set of annotators.



and shows what percentage of these pairs have
inter-annotator agreement of 50%, 60%, 70%,
80%, 90%, and 100%. We can observe that, with
the exception of contradiction, the distribution of
agreement is relatively equal. For our initial cor-
pus analysis, we discarded the pairs with 50%
agreement and we only considered pairs where the
majority (60% or more) of the annotators voted
for the relation. However, the choice of agreement
threshold an empirical question and the threshold
can be adjusted based on particular objectives and
research needs.

The average standard deviation for semantic
similarity is 1.05. SICK report average deviation
of .76, which is comparable to our result, consider-
ing that they use a 5 point scale (1-5), and we use a
6 point one (0-5). Pearson’s r between annotators
and the average similarity score is 0.69 which is
statistically significant at @ = 0.05.

Distribution of meaning relations Table 4
shows that all meaning relations are represented
in our dataset. We have 160 paraphrase pairs, 195
textual entailment pairs, 68 contradiction pairs,
and 381 specificity pairs. There is only a small
number of contradictions, but this was already an-
ticipated by the different pairings. The distribution
is similar to Marelli et al. (2014) in that the set
is slightly leaning towards entailment®. Further-
more, the distribution of uni- and bi-directional
entailment with our and the SICK corpus are sim-
ilar: they are nearly equally represented.’

Distribution of meaning relations with different
generation pairings Table 4 shows the distribu-
tion of meaning relations and the average simi-
larity score in the differently generated sentence
pairings. In the true/true pairs, we have the high-
est percentage of paraphrase (49%), entailment
(60%), and specificity (79%). In the false/false
pairs, all relations of interest are present: para-
phrases (27%), entailment (36%), and specificity
(72%). Unlike in true/true pairs, false/false ones
include contradictions (10%). True/false pairs
contain the highest percentage of contradiction
(85%). There were also few entailment and para-
phrase relations in true/false pairs. In the random

8 As opposed to contradiction. However, as contradiction
and entailment were annotated exclusively, it is not directly
comparable.

°In SICK 53% of the entailment is uni-directional and
46% are bi-directional, whereas we have 44% uni-directional
and 55% bi-directional.
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| all | T/T| F/F | T/F | rand

PP | 31% | 49% | 27% | 2% | 6%
TE | 38% | 60% | 36% | 2% | 2%
Cont. | 13% | 0% | 10% | 56% | 0%
Spec | 73% | 79% | 72% | 66% | 63%
@Sim | 2.27 | 290 | 239 | 132 | 0.77

Table 4: Distribution of meaning relations within dif-
ferent pair generation patterns

pairs, there were only few relations of any kind.
The proportion of specificity is high in all pairs.

This different distribution of phenomena based
on the source sentences can be used in further cor-
pus creation when determining the best way to
combine sentences in pairs. In our corpus, the bal-
anced distribution of phenomena we obtain justi-
fies our pairing choice of 50-20-20-10.

Lexical overlap within sentence pairs As dis-
cussed by Joao et al. (2007), a potential flaw of
most existing relation corpora is the high lexical
overlap between the pairs. They show that simple
lexical overlap metrics pose a competitive baseline
for paraphrase identification. Due to our creation
procedure, we reduce this problem. In Table 5, we
quantified it by calculating unigram and bigram
BLEU score between the two texts in each pair
for our corpus, MRPC and SNLI, which are the
two most used corpora for paraphrasing and tex-
tual entailment. The BLEU score is much lower
for our corpus that for MRPC and SNLI.

| MRPC | SNLI | Our corpus
61 24 18
50 12 6

unigram
bigram

Table 5: Comparison of BLEU scores between the sen-
tence pairs in different corpora

Relations and Negation Our corpus also con-
tains multiple instances of relations that involve
negations and also double negations. Those ex-
amples could pose difficulties to automatic sys-
tems and could be of interest to researchers that
study the interaction between inference and nega-
tion. Pairs #1, #2, and #9 in Table 8 are examples
for pairs containing negation in our corpus.

4 Interactions between relations

We analyze the interactions between the relations
in our corpus in two ways. First, we calculate the



correlation between the binary relations and the in-
teraction between them and similarity. Second, we
analyze the overlap between the different binary
relations and discuss interesting examples.

4.1 Correlations between relations

We calculate correlations between the binary rela-
tions using the Pearson correlation. For the corre-
lations of the binary relations with semantic sim-
ilarity, we discuss the average similarity and the
similarity score scales of each binary relation.

4.1.1 Correlation of binary meaning relations

In Table 6, we show the Pearson correlation be-
tween the meaning relations. For entailment, we
show the correlation for uni-directional (UTE), bi-
directional (BTE), and any-directional (TE).

Paraphrases and any-directional entailment are
highly similar with a correlation of .75. Para-
phrases have a much higher correlation with
bi-directional entailment (.70) than with uni-
directional entailment (.20). Prototypical exam-
ples of pairs that are both paraphrases and textual
entailment are pairs #1 and #2 in Table 8. Fur-
thermore, both paraphrases and entailment have a
negative correlation with contradiction, which is
expected and confirms the quality of our data.

Specificity does not have any strong correlation
with any of the other relations, showing that it is
independent of those in our corpus.

| TE UTE BiTE Cont Spec | @ Sim
PP 5 .20 70 -25 -.01 3.77
TE .57 .66 -30 -.01 3.59
UTE -23 -17  -.04 3.21
BiTE -.20 -.01 3.89
Cont -.09 1.45
Spec 2.27

Table 6: Correlation between all relations

4.1.2 Binary relations and semantic
similarity

We look at the average similarity for each relation
(see Table 6) and show boxplots between relation
labels and similarity ratings (see Figure 1). Table 6
shows that bi-directional entailment has the high-
est average similarity, followed by paraphrasing,
while contradiction has the lowest.

Figure 1 shows plots of the semantic similar-
ity for all pairs where each relation is present
and all pairs where it is absent. The paraphrase
pairs have much higher similarity scores than the
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Figure 1: Similarity scores of sentences annotated with
different relations

non-paraphrase pairs. The same observation can
be made for entailment. The contradiction pairs
have a low similarity score, whereas the non-
contradiction pairs do not have a clear tendency
with respect to similarity score. In contrast to the
other relations, pairs with and without specificity
do not have any consistent similarity score.

4.2 Overlap of relation labels

Table 7 shows the overlap between the different bi-
nary labels. Unlike Pearson correlation, the over-
lap is asymmetric - the % of paraphrases that are
also entailment (UTE in PP) is different from the
% of entailment pairs that are also paraphrases (PP
in UTE). Using the overlap measure, we can iden-
tify interesting interactions between phenomena
and take a closer look at some examples.

| PP UTE BiTE Contra Spec
In PP 28% 64 % 0 73%
In UTE 52 % - 0 73%
In BiTE 94 % - 0 72%
In Contra 0 0 0 63 %
In Spec 30% 17% 21 % 11 %

Table 7: Distribution of overlap within relations

4.2.1 Entailment and paraphrasing overlap

In a more theoretical setting, bi-directional en-
tailment is often defined as being paraphrases
(Madnani and Dorr, 2010; Androutsopoulos and
Malakasiotis, 2010; Sukhareva et al., 2016). This



# Sentence 1 Sentence 2 H PP FTE BTE Cont FSpec BSpec Sim

1 The importance of technol- | Technology is not manda- || v v 2.8
ogy in modern education is | tory to improve education
overrated.

2 Machines cannot interact | No machine can communi- || v/ v v 4.9
with humans. cate with a person.

3 The modern assistants make | Today’s information flow is v v 1.9
finding data slower. greatly facilitated by digital

assistants.

4 The bible is in Hebrew. Bible is not in Latin. v v 2.7

5 All around the world, girls | Girls get a good school edu- || v/ v 4.7
have higher chance of get- | cation everywhere.
ting a good school educa-
tion.

6 Reading the Bible requires | The Bible is written in v v v 3.6
studying Latin. Latin.

7 Speaking more than one | Languages are beneficial in || v/ v/ v v 44
language can be useful. life.

8 You can find a good job | People who speak more v 23
if you only speak one lan- | than one language could
guage. only land pretty bad jobs.

9 All Christian priests need to | Christian clergymen don’t v 0.9
study Persian, as the Bible | read the bible.
is written in Ancient Greek.

10 | School makes students anti- | School usually prevents || vV v v v 39
social. children from socializing

properly.

Table 8: Annotations of sentence pairs on all meaning relations taken from our corpus

implies that paraphrases equal bi-directional en-
tailment. In our corpus, we can see that only
64% of the paraphrases are also annotated as bi-
directional entailment. An example of a pair that is
annotated both as paraphrase and as bi-directional
entailment is pair #10 in Table 8. However, in the
corpus we also found that 28 % of the paraphrases
are only uni-directional entailment, while in 8%
annotators did not find any entailment. An ex-
ample of a pair where our annotators found para-
phrasing, but not entailment is sentence pair #5 in
Table 8. The agreement on the paraphrasing for
this pair was 80%, the agreement on (lack of) for-
ward and backward entailment was 80% and 70%
respectively. Although the information in both
sentences is nearly identical, there is no entail-
ment, as “having a higher chance of getting smth”
does not entail “getting smth” and vice versa.

If we look at the opposite direction of the over-
lap, we can see that 52% of the uni-directional and
94% of the bi-directional entailment pairs are also
paraphrases. This finding confirms the statement
that bi-directional entailment is paraphrasing (but
not vice versa).

There is also a small portion (6%) of bi-
directional entailments that were not annotated as
paraphrases. An example of this is pair #6 in Ta-
ble 8. Although both sentences make each other
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true, they do not have the same content.

Neither paraphrasing nor entailment had any
overlap with contradiction, which further verifies
our annotation scheme and quality.

These findings are partly due to the more “re-
laxed” definition of paraphrasing adopted here.
Our definition is consistent with other authors that
work on paraphrasing and the task of paraphrase
identification, so we argue that our findings are
valid with respect to the practical applications of
paraphrasing and entailment and their interactions.

4.2.2 Overlap with specificity

Specificity has a nearly equal overlap within all the
other relations. In the pairs annotated with para-
phrase or entailment, 73% are also annotated with
specificity. The high number of pairs that are in
a paraphrase relation, but also have a difference
in specificity is interesting, as it seems more nat-
ural for paraphrases to be on the same specificity
level. One example of this is pair #7 in Table 8.
Although they are paraphrases (with 100% agree-
ment), the first one is more specific, as it 1) speci-
fies the ability of speaking a language and 2) says
“more than one language”.

There are also 27% of uni-directional entail-
ment relation pairs that are not in any specificity
relation. One example of this is pair #8 in Table 8.



Although the pair contains uni-directional entail-
ment (backward entailment), none of the sentences
is more specific than the other.

If we look at the other direction of the overlap,
we can observe that in 62% of the cases involving
difference in specificity, there is no uni-directional
nor bi-directional entailment. An example of such
a relation pair is pair #9 in Table 8. The two sen-
tences are on the same topic and thus can be com-
pared on their specificity. The first sentence is
clearly more specific, as it gives information on
what needs to be learned and where the Bible was
written, whereas the second one just gives an in-
formation on what Christian clergymen do. These
findings indicate that entailment is not specificity.

4.3 Discussion

Our methodology for generating text pairs has
proven successful in creating a corpus that con-
tains all relations of interest. By selecting differ-
ent sentence pairings, we have obtained a balance
between the relations that best suit our needs.

The inter-annotator agreement was good for all
relations. The resulting corpus can be used to
study individual relations and their interactions. It
should be emphasized that our findings strongly
depend on our decisions concerning the annota-
tions setup, the guidelines in particular. When ex-
amining the interactions between the different re-
lations, we found several interesting tendencies.

Findings on the interaction between entailment
and paraphrases We showed that paraphrases
and any-directional entailment had a high corre-
lation, high overlap, and a similarly high seman-
tic similarity. Almost all bi-directional entailment
pairs are paraphrases. However, only 64% of the
paraphrases are bi-directional entailment, indicat-
ing that paraphrasing is the more general phenom-
ena, at least in practical tasks.

Findings on specificity With respect to speci-
ficity, we found that it does not correlate with other
relations, showing that it is independent of those
in our corpus. It also shows no clear trend on the
similarity scale and no correlation with the differ-
ence in word length between the sentences. This
indicates that specificity cannot be automatically
predicted using the other meaning relations and re-
quires further study.

In the examples that we discuss, we focus on
interesting cases, which are complicated and un-
expected (ex.: paraphrases that are not entailment
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or entailment pairs that do not differ in specificity).
However, the full corpus also contains many con-
ventional and non-controversial examples.

5 Conclusion and Further Work

In this paper, we made an empirical, corpus-based
study on interactions between various semantic re-
lations. We provided empirical evidence that sup-
ports or rejects previously hypothesized connec-
tions in practical settings. We release a new cor-
pus that contains all relations of interest and the
corpus creation methodology to the community.
The corpus can be used to further study relation
interactions or as a more challenging dataset for
detecting the different relations automatically .

Some of our most important findings are:

1) there is a strong correlation between para-
phrasing and entailment and most paraphrases in-
clude at least uni-directional entailment;

2) paraphrases and bi-directional entailment are
not equivalent in practical settings;

3) specificity relation does not correlate
strongly with the other relations and requires fur-
ther study;

4) contradictions (in our dataset) are perceived
as dis-similar.

As a future work, we plan to: 1) study the speci-
ficity relation in a different setting; 2) use a lin-
guistic annotation to determine more fine-grained
distinctions between the relations; 3) and anno-
tate the rest of the 11,000 sentences in a semi-
automated way.
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Abstract

We present the first open-source graphical an-
notation tool for combinatory categorial gram-
mar (CCG), and the first set of detailed guide-
lines for syntactic annotation with CCG, for
four languages: English, German, Italian,
and Dutch. We also release a parallel pi-
lot CCG treebank based on these guidelines,
with 4x100 adjudicated sentences, 10K single-
annotator fully corrected sentences, and 82K
single-annotator partially corrected sentences.

1 Introduction

Combinatory Categorial Grammar (CCG; Steed-
man, 2000) is a grammar formalism distinguished
by its transparent syntax-semantics interface and
its elegant handling of coordination. It is a popu-
lar tool in semantic parsing, and treebank creation
efforts have been made for Turkish (Cakici, 2005),
German (Hockenmaier, 2006), English (Hocken-
maier and Steedman, 2007), Italian (Bos et al.,
2009), Chinese (Tse and Curran, 2010), Arabic
(Boxwell and Brew, 2010), Japanese (Uematsu
et al., 2013), and Hindi (Ambati et al., 2018).
However, all of these treebanks were not directly
annotated according to the CCG formalism, but
automatically converted from phrase structure or
dependency treebanks, which is an error-prone
process. Direct annotation in CCG has so far
mostly been limited to small datasets for seed-
ing or testing semantic parsers (e.g., Artzi et al.,
2015), and no graphical annotation interface is
available to support such efforts, making the an-
notation process difficult to scale. The only excep-
tions we are aware of are the Groningen Meaning
Bank (Bos et al., 2017) and the Parallel Meaning
Bank (Abzianidze et al., 2017), two annotation ef-
forts which use a graphical user interface for anno-
tating sentences with CCG derivations and other
annotation layers, and which have produced CCG

l.abzianidze@rug.nl
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treebanks for English, German, Italian, and Dutch.
However, these efforts are focused on semantics
and have not released explicit guidelines for syn-
tactic annotation. Their annotation tool is limited
in that annotators only have control over lexical
categories, not larger constituents. Even though
CCG is a lexicalized formalism, where most de-
cisions can be made on the lexical level, there is
no full control over attachment phenomena in the
lexicon. Moreover, these annotation tools are not
open-source and cannot easily be deployed to sup-
port other annotation efforts.

In this paper, we present an open-source,
lightweight, easy-to-use graphical annotation tool
that employs a statistical parser to create initial
CCQG derivations for sentences, and allows anno-
tators to correct these annotations via lexical cate-
gory constraints and span constraints. Together,
these constraints make it possible to effect (al-
most) all annotation decisions consistent with the
principles of CCG. We also present a pilot study
for multilingual CCG annotation, in which a par-
allel corpus of 4x100 sentences (in English, Ger-
man, Italian, and Dutch) was annotated by two an-
notators per sentence, a detailed annotation man-
ual was created, and adjudication was performed
to create a final version. We publicly release
the manual, the annotation tool, and the adjudi-
cated data. Our release also includes an additional
> 10K derivations, each manually corrected by
a single annotator, and an additional > 82 K sen-
tences, each partially corrected by a single anno-
tator.

2 An Annotation Tool for CCG

Our annotation tool CCGweb! is Web-based, im-
plemented in Python, PHP, and JavaScript, and
should be easy to deploy on any recent Linux dis-

'https://github.com/texttheater/ccgweb

Proceedings of the 13th Linguistic Annotation Workshop, pages 37—42
Florence, Italy, August 1, 2019. (©2019 Association for Computational Linguistics



I want him to
NP ((S[AcNNP)AS[to\NP)/NP NP

(S[CINNP)/(S[to]\NP) =0
S[to\NP

SIdeMNP
S[dcI\NP
s[dcl]

s[del]

(S[tol\NP)/(S[bI\NP)

%0

go

there

(S[BI\NPIPP I (S\NP)VS\NP)  S[dcIns[dcl]

<9

Figure 1: Correcting a lexical category.

1 want to be a

NP (S[dcDNP)/(S[to\NP)  (S[to]\NP)/(S[E]\NP)

(SIEI\NP)/NP  NP/N

NP

SIbINP
SIbI\NP
S[to]\NP
SidcNP
S[dcl)

s[dcl]

millionaire  like my dad
N ((S\NPIS\NP))/NP  NP/(N/PP) N/PP  S[dcIDS[dcl]
s 50

0 NP >

=% (SANPIMSNP) >0

Figure 2: Correcting attachments by selecting a span that need to form a constituent.

tribution. It has two main views: the home page
shows the list of sentences an annotator is assigned
to annotate. Those already done are marked as
“marked correct”. Clicking on a sentence takes
the annotator to the sentence view. Annotators can
also enter arbitrary sentences to annotate, e.g., for
experimenting or for producing illustrations.

Dynamic Annotation Annotation follows an
approach called dynamic annotation (Oepen et al.,
2002) or human-aided machine annotation (Bos
et al., 2017), in which sentences are automatically
analyzed, annotators impose constraints to rule
out undesired analyses, sentences are then reana-
lyzed subject to the constraints, and the process is
repeated until only the desired analysis remains.
The current system is backed by the EasyCCG
parser (Lewis and Steedman, 2014), slightly mod-
ified to allow for incorporating constraints, and
other CCG parsers could be plugged in with simi-
lar modifications.

What You See Is What You Get Derivations
are rendered in the same graphical format that is
used in the literature, representing nodes as hori-
zontal lines placed underneath their children. An-
notators directly interact with this graphical repre-
sentation when annotating, following the WYSI-
WYG (what you see is what you get) principle.

Lexical Category Constraints As an example
of editing, consider Figure 1. Suppose that the
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parser has analyzed there as an adjunct with cat-
egory (S\ NP)\(S\ NP), but we wish to analyze
it as an argument to the verb go with category PP.
As a result, the category of the verb also has to
change, viz. from S[b]\ NP to (S[b]\ NP)/PP.
To do this, the annotator clicks on the category and
changes it, as shown in the figure. When they hit
enter or click somewhere else, the sentence is au-
tomatically parsed again in the background, this
time with the lexical category constraint that go
has category (S[b]\ NP)/PP. In many cases, the
parser will directly find the desired parse, with
there being a PP, and the annotator only has to
check it, not make another edit.

Span Constraints Although constraining lexi-
cal categories is often enough to determine the
entire CCG derivation (cf. Bangalore and Joshi,
1999; Lewis and Steedman, 2014), this is not al-
ways the case. For example, consider the sentence
I want to be a millionaire like my dad. Assuming
that like my dad is a verb phrase modifier (category
(S\NP)\(S \ NP)), it could attach to either to be
or want, giving very different meanings (cf. Zim-
mer, 2013). We therefore implemented one other
type of edit operation/constraint: span constraints.
By simply clicking and dragging across a span of
tokens as shown in Figure 2, annotators can con-
strain this span to be a constituent in the resulting
parse.



Sentence

deu ™ || Kann ich etwas zu Essen bekommen?

Parse

auto annotatori annotator2 annotator3 Jjudge

reportissue | reset HTML | LaTeX

Kann ich etwas zu Essen bekommen ?
(SIql/(SIb\NP)/NP - NP M (S[to\NP)/(SIbI\NP)  {Sfblplne  (slofineiie  S[gl\s(q)

slal/(s[el\wP) >0 {slealinpiing >

NN *

NP *
slb)\we )
slal >0

slal <0

Figure 3: The judge user sees all annotators’ versions
and a diff view where categories with disagreements
are struck through and spans with disagreements are
dotted.

Additional Features Our tool offers annotators
some additional convenient features. When unsure
about some annotation decision, they can click the
“report issue” button to open a discussion thread in
an external forum, such as a GitHub issue tracker.
To erase all constraints and restart annotation from
the parser’s original analysis, an annotator can
click the “reset” button. And the buttons “HTML”
and “LaTeX” provide code that can be copied and
pasted to use the current derivation as an illustra-
tion on a web page or in a paper.

Adjudication Support Once two or more anno-
tators have annotated a sentence, disagreements
need to be discovered, and a final, authoritative
version has to be created. Our tool supports this
adjudication process through the special user ac-
count judge. This user can see the derivations of
other annotators in a tabbed interface as shown in
Figure 3. In order to enable the judge to easily
spot disagreements, categories that annotators dis-
agree on are struck through, and constituents that
annotators disagree on are dashed.

3 A Quadrilingual Pilot CCG Treebank

To test the viability of creating multilingual CCG
treebanks by direct annotation, we conducted an
annotation experiment on 110 short sentences
from the Tatoeba corpus (Tatoeba, 2019), each in
four translations (English, German, Italian, and
Dutch). The main annotation guideline was to
copy the annotation style of CCGrebank (Honni-
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bal et al., 2010), a CCG treebank adapted from
CCGbank (Hockenmaier and Steedman, 2007),
which is in turn based on the Penn Treebank (Mar-
cus et al., 1993). Since CCGrebank only covers
English and lacks some constructions observed in
our corpus, an annotation manual with more spe-
cific instructions was needed. We initially an-
notated ten sentences in four languages and dis-
cussed disagreements. The results were recorded
in an initial annotation manual, and the initial an-
notations were discarded. Each of the remain-
ing 4x100 sentences was then annotated indepen-
dently by at least two of the authors.

Table 1 (upper part) shows the number of non-
overlapping category and span constraints that
each annotator created on average per sentence be-
fore marking the sentence as correct. Annotated
sentences were manually classified by the first au-
thor into four classes: (0) sentences without any
disagreements, (1) sentences with only trivial vio-
lations of the annotation guidelines (e.g., concern-
ing attachment of punctuation or underspecifying
modifier features), (2) sentences with only appar-
ent oversights, such as giving a determiner a pro-
noun category, (3) sentences with more intricate
disagreements which required additional guide-
lines to resolve. Table 1 (upper part) shows the
distribution of disagreement classes, and Table 2
shows examples of class (3). The first author ad-
judicated all disagreements and updated the anno-
tation manual accordingly. We release the manual
and the full adjudicated dataset.”

To make the resource more useful (e.g., for
training parsers), we also include in the release
the syntactic CCG derivations created so far in the
Parallel Meaning Bank (Abzianidze et al., 2017).
These do not follow the annotation guidelines in
detail due to their focus on semantics, nor have
they been adjudicated, but instead corrected by a
single annotator. However, they are much greater
in number. For an even greater number, we also re-
lease partially corrected derivations, meaning that
the annotator made at least one change to the auto-
matically created derivation. Table 1 (lower part)
shows statistics of this additional data.

4 Conclusions and Future Work

We have presented the first open-source graphical
annotation tool for combinatory categorial gram-
mar. Its features include dynamic annotation via

https://ccgweb.phil.hhu.de/



English German Italian Dutch

adjudicated sentences 100 100 100 100
< length 6.8 8.1 6.6 7.5
O category constraints per annotator 1.8 2.7 2.6 2.5
& span constraints per annotator 1.1 1.1 1.2 1.1
by disagreement  (0) none 10 32 27 34
(1) trivial 45 17 16 12
(2) oversight 1 7 4 8
(3) intricate 44 44 53 46
single annotator, fully corrected 7182 1703 941 868
& length 6.4 5.7 54 59
single annotator, partially corrected 74769 4331 2652 1130
& length 8.6 7.4 6.9 74

Table 1: Corpus statistics and disagreements

Language Disagreement

English Argument or adjunct?
Take((s[b]\ NP)/ PP)/ NP .a taxipp /NP to the hotel .
Take(s[b]\ NP)/NP & taXI(s \ NP)\(S\ NP) to the hotel .

Clausal argument or adjunct?
Can | have somethingnp /(S[to]\ NP) tO(s[m]\ NP)/(S[b]\ NP) eats[b]\Np ?
Can | have somethlngN tO(s[to]\ NP)/(S[b]\ NP) eat(s[b]\Np)/ Np ?

Modification of copula or adjective?
My mother is always(s[adﬂ\Np)/<s[adj]\Np) busy .
My mother is always s\ np)\(s\ np) DUSY .

German Treatment of quoted speech
Sag s\ Np)/ NP NUT jan oder(y\ ny, N heiny .
Sag(sb)\ NP)/ Sfintj] NUF jas]intj] OFEr(S[intj]\ S[intj])/ S[intj] N€INS[intj] -

Analysis of wh-questions
Wers[wq]/<s[dcl]\ NP) hat(s[dcl]\ NP)/(S[pt]\ NP) diesen Brief geschrieben ?
Wers[wq]/(s[q]\ NP) hat(s[q]\ NP)/(S[pt]\ NP) diesen Brief geSChrleben ?

Scope of negation
Rufen Sie mich nichts /s)/(s /s) mehran !
Rufen Sie mich nichtg\ ¢ mehr an !

Italian Analysis of wh-questions
Ci potetesiq) (sip)\ np) lUtare ?spq)y siq
Ci potetesqcy/(sip)\ np) aiutare ?gpq) sy

Category ambiguity in parts of multiword expressions
Sono tre anni che Tom & andato(spe)\ NPy, PPy, NP Vian da Boston .
Sono tre anni che Tom & andato(sips)\ NP)/ PPy, PR Viapr da Boston .

di: preposition or complementizer?
Gli ho chiesto«s[pt]\ NP)\ NP)/ PP dipp /(S[b]\ NP) farlo .
Gli ho chiesto(sipi)\ xp)\ NP)/(sito)\ NP) digsito]\ Np)/(sip]\ np) farlo .

Dutch Argument or adjunct?
Een eekhoorntje verstopte(siac\ np), PPy, np ZiCh tussenpp , np de takken .
Een eekhoorntje verstopte sjac np), np Zich tussen s\ npy\(s\ npyy, np de takken .

Participles in attributive use
Windows is het meest(x , ny/ v/ n) gebruiktey , n besturingssysteem in de wereld .
Windows is het meest(n / n)/(s[pss)\ NP) g€bruikiesp.\ np besturingssysteem in de wereld .

met: nominal or verbal argument?
Hij is gestopt metpp ; np rokeny .
Hij is gestopt metpp ; sp)\ np rokeng ) xp -

Table 2: Examples of intricate disagreements
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lexical label constraints and span constraints, ad-
judication support, and various conveniences.

We have used this tool to create the first pub-
lished CCG resource that comes with an explicit
annotation manual for syntax and has been created
by direct annotation, rather than conversion from
a non-CCG treebank. It is multilingual, currently
including English, German, Italian, and Dutch,
and aims for cross-lingually consistent annotation
guidelines.

For future work, we envision more extensive
direct annotation of multilingual data with CCG
derivations, and putting them to use for evaluat-
ing unsupervised and distantly supervised CCG
parsers. We would also like to investigate the use
of our tool as an interactive aid in teaching CCG.
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Abstract

To date, corpus and computational linguis-
tic work on written language acquisition has
mostly dealt with second language learners
who have usually already mastered orthog-
raphy acquisition in their first language. In
this paper, we present the Litkey Corpus, a
richly-annotated longitudinal corpus of writ-
ten texts produced by primary school chil-
dren in Germany from grades 2 to 4. The
paper focuses on the (semi-)automatic anno-
tation procedure at various linguistic levels,
which include POS tags, features of the word-
internal structure (phonemes, syllables, mor-
phemes) and key orthographic features of the
target words as well as a categorization of
spelling errors. Comprehensive evaluations
show that high accuracy was achieved on all
levels, making the Litkey Corpus a useful re-
source for corpus-based research on literacy
acquisition of German primary school children
and for developing NLP tools for educational
purposes. The corpus is freely available un-
der https://www.linguistics.rub.
de/litkeycorpus/.

1 Introduction'

Language acquisition in modern societies not only
concerns learning to understand and produce oral
utterances but also how to read and write. Be-
coming literate in a language is a complex pro-
cess, and it usually takes years of instruction for
learners to master the stylistics of standard written
language. At the beginning, learners (of alphabet-
ical languages) first have to learn how to spell the
words of their language. This is a non-trivial task
because the mapping between spoken sounds and
written characters is rarely one-to-one.

Most computational and corpus-based work
on written language acquisition has been on L2

! All URLs provided in this article were checked on May
31st, 2019.
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data, in particular data from adult learners, e.g.
Reznicek et al. (2012). Usually these learners are
already literate in their first language so that the
concept of mapping sounds to characters, and vice
versa, is not new to them, and the focus of re-
search is on identifying (and correcting) grammat-
ical rather than spelling errors (cf., e.g., the shared
tasks on grammatical error correction, Ng et al.,
2013, 2014).

Considerably less research has been done on
data from children who, for the first time in their
life, learn to read and write—be it in their first lan-
guage or, for multilingual children, often in their
second language. For German, there are some
annotated corpora of primary school children’s
texts: the Osnabriicker Bildergeschichtenkorpus
by Thelen (2000, 2010), the Karlsruhe Children’s
Text Corpus (Berkling et al., 2014; Lavalley et al.,
2015), and the H1 and H2 Corpora by Berkling
(2016, 2018). All of these corpora provide a target
hypothesis for each erroneous spelling, specifying
the intended wordform as perceived by the anno-
tator. Except for the Osnabriicker Bildergeschich-
tenkorpus, the target forms also correct grammat-
ical errors, making it difficult to distinguish be-
tween spelling and grammatical competence of the
children.

This paper presents the annotation and evalua-
tion of the Litkey Corpus, a longitudinal corpus
of written texts in German from children in pri-
mary school between grades 2 to 4. The corpus in-
cludes a target hypothesis that corrects for spelling
errors only and is richly annotated with linguis-
tic information that relates to spelling and or-
thography. For example, the word-internal struc-
ture (phonemes, syllables and morphemes) and
key orthographic features of the target words are
provided as well as error tags characterizing the
spelling errors in the texts. The paper explains in
detail how the corpus was annotated and presents
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an evaluation of the annotation quality. For fur-
ther information about the composition of the cor-
pus, including rich metadata about the children
that provided the texts, see Laarmann-Quante et al.
(to appear(b)). The detailed annotation guidelines
can be found in Laarmann-Quante et al. (to ap-
pear(a)).

The paper is structured as follows. Sec. 2 pro-
vides a short introduction to relevant principles of
German orthography. Sec. 3 presents the annota-
tion layers, semi-automatic procedures and anno-
tation quality in detail, followed by a conclusion
in Sec. 4.

2 German Orthography

Following Eisenberg (2006), the basis of German
word spelling is formed by correspondences be-
tween phonemes and graphemes (PGC mappings)
such as /l/ <+ <I1>2. These default mappings are
frequently overwritten by (i) syllabic, (ii) morpho-
logical and/or (iii) morpho-syntactic principles.

(i) For example, the word fallen (['falon], ‘(to)
fall’) would be spelled *<falen> according to
the default PGC mappings (see Laarmann-Quante
et al., to appear(b), for a detailed description of
this example). However, one of the syllabic prin-
ciples requires that the letter that represents a sin-
gle consonant phoneme between a short stressed
and a reduced vowel is doubled, hence the correct
spelling is <fallen>.

(i) According to the principle of morpheme
constancy, the spelling of a reference form (which
is usually a disyllabic word form like fallen)
is retained in all other morphologically related
word forms. This is why also monosyllabic in-
flected forms such as <fallt> (['falt],‘(you.PL)
fall”), <fallt> (['felt], ‘(he/she/it) falls’), or the de-
rived noun <Fall> (['fal], ‘(the) fall’) are spelled
with <lI>. Another case of morpheme con-
stancy can be seen in the grapheme <> in
<fillt> : According to the PGC mappings, the
[e] would be spelled <e>, yielding *<fellt>.
The grapheme <> contains a visual clue to the
morphological relationship between <fillt> and
<fallen>/<fallt>/<Fall> in spite of its different
pronunciation.

(iii) Finally, a prominent morpho-syntactic
spelling principle is the capitalization of nuclei of

?Graphemes are marked with <>, phonemes with // and

phones with [ ]. Orthographically incorrect spellings are
marked with *.
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#Children 251 (8-11 years; grades 2—4;
63% multilingual)

#Elicitations (avg.) 7.7 4 2.1 texts/child

#Texts 1,922

#Tokens / #Types 212,505/ 6,364

Table 1: Basic information on the Litkey Corpus

noun phrases. This is why the noun <Fall> ‘(the)
fall’ is not spelled *<fall>.

3 Annotations and Annotation
Procedures

The Litkey Corpus is based on a set of texts
(manuscripts) collected by Frieg (2014) from
2010-2012. The texts were written by primary
school children, who were asked to write down
short picture stories, featuring Lea (a girl), Lars
(a boy), and Dodo (a dog). Table 1 presents basic
statistics on the subset of texts that is used in the
Litkey Corpus.

In the context of the Litkey project, the
manuscripts were manually transcribed and anno-
tated with a target hypothesis. To assess the qual-
ity of these steps, we measured inter-annotator
agreement (IAA) among four annotators on a set
of ten texts. Across all texts, IAA was high for
both the transcription (95.8%, Fleiss’ x = .98) and
the target forms (90.78%). For more details, see
Laarmann-Quante et al. (2017).

Based on the target forms, linguistic and error-
related information was annotated automatically.
This section presents details about the annotations
and annotation procedures.

3.1 POS tagging

While there are numerous POS taggers for Ger-
man, it is well known that performance of state-of-
the-art taggers on non-standard data is consider-
ably lower than on standard data, such as newspa-
per texts (e.g., Giesbrecht and Evert, 2009). Hence
we opted for training a specialized POS tagger,
which we would then apply to our data, using the
STTS tagset (Schiller et al., 1999). A sho