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#### Abstract

We consider a class of open quantum many-body Lindblad dynamics characterized by an all-to-all coupling Hamiltonian and by dissipation featuring collective 'state-dependent' rates. The latter encodes local incoherent transitions that depend on average properties of the system. This type of open quantum dynamics can be seen as a generalization of classical (mean-field) stochastic Markov dynamics, in which transitions depend on the instantaneous configuration of the system, to the quantum domain. We study the time evolution in the limit of infinitely large systems, and we demonstrate the exactness of the mean-field equations for the dynamics of average operators. We further derive the effective dynamical generator governing the time evolution of (quasi-) local operators. Our results allow for a rigorous and systematic investigation of the impact of quantum effects on paradigmatic classical models, such as quantum generalized Hopfield associative memories or (mean-field) kinetically-constrained models.


## 1. Introduction

Open quantum many-body systems constitute a fascinating subject of investigation [1, 2]. The interplay between coherent and dissipative processes, combined with the large number of microscopic constituents forming the system, can give rise to interesting nonequilibrium stationary or dynamical phases [3-12] as well as to nonequilibrium critical dynamics [12-17]. An intriguing aspect of the formalism of open quantum systems is that it allows one to start from a purely classical stochastic dynamics (see, e.g. the reaction-diffusion processes considered in [18]), and to gradually introduce quantum effects-such as quantum superposition-and analyze their impact on paradigmatic classical models [8, 12, 15]. In the Markovian regime, open quantum dynamics are described by means of quantum master equations [see equation (1) below] with time-independent (Lindblad) generators [1, 2]. Despite looking fairly simple, solving these quantum master equations is a daunting task due to the exponential growth, with the number of particles, of the resources needed to describe the quantum state. This often renders both their numerical simulation [19] and their analytical solution impractical.

One way to make progress and to achieve a first analytical understanding of the behavior of these quantum systems is that of exploiting a mean-field approach [20-23], which also proved very useful in equilibrium settings [24, 25]. Broadly speaking, within this framework one neglects correlations in the system and this allows one to find a reduced set of differential equations providing the time evolution of key system observables. Interestingly, in certain cases such an approach can be shown to become exact in the thermodynamic limit, see, e.g. [20-25]. For what concerns open quantum dynamics, the exactness of the mean-field approach has been rigorously shown for systems with collective jump operators and with a Hamiltonian featuring an all-to-all interaction between the different subsystems [26-28] as well as for
different versions of spin-boson models [21, 29-31]. The validity of a mean-field approach in certain open quantum systems has also been investigated numerically [32-36].

In this manuscript, we consider quantum systems composed of a large number of finite-dimensional particles subject to a dissipative Markovian time evolution. In particular, we assume their open quantum dynamics to be characterized by an all-to-all coupling Hamiltonian and by dissipative (stochastic) single-body transitions, whose rates depend on the full many-body state. For these open quantum dynamics, we rigorously demonstrate the validity of the mean-field approach, both for the evolution of system-average properties and for the dynamics of local observables. To give a concrete example, our results apply—but are not limited-to quantum generalizations of Hopfield-like associative-memory dynamics [37, 38], which are recently receiving attention also due to the possibility of realizing these systems in current experiments, the latter based on multi-modal cavity setups [39-41]. On the one hand, our findings put on rigorous footing existing results on their nonequilibrium behavior [42-44], justifying the investigation of the impact of the quantum effects on these platforms within a mean-field approach. On the other hand, they are of relevance for a number of physical scenarios, ranging from quantum-optical settings to superradiant atomic ensembles [17, 39-41, 45-48].

Our paper is organized as follows. In section 2, we give a brief overview of our work explaining, in non-technical terms, the setting as well as our findings. In section 3, we introduce the system of interest and its Lindblad generator, while in section 4 we derive our main results. In section 5 , as an application of our findings, we discuss the exactness of the mean-field equations for open quantum Hopfield neural networks (HNNs). Finally, in the appendixes, we prove several Lemmata needed to demonstrate our main theorems.

## 2. Overview of the paper

We provide here an overview whose aim is to introduce the class of open quantum dynamics we will focus on, and to motivate their relevance. For concreteness, we limit the discussion of this section to a system made by an ensemble of two-level particles. Our results are, however, valid for many-body systems made by $d$-level particles, with arbitrary $d<\infty$.

### 2.1. Dissipation with operator-valued rates

We consider a system made by an ensemble of $N$ classical (Ising) spin- $1 / 2$ particles. Each particle is thus a two-level system, which can either be found in an excited state $|\bullet\rangle$ or in a ground state $|0\rangle$ (cf figure 1(a)). For these particles, the simplest stochastic Markovian dynamics one can imagine is that of independent spin-flips. Namely, each particle can change its state either from the excited state to the ground state, $|\bullet\rangle \rightarrow|\circ\rangle$, at a rate $\gamma_{0}$, or from the ground state to the excited state, $|\circ\rangle \rightarrow|\bullet\rangle$, at a rate $\gamma_{\bullet}$, as depicted in figure 1(a). This is a simple non-interacting 'thermal' time evolution for the $N$-body system and does not show particularly interesting dynamical nor stationary features. A more intricate dynamics can emerge when the rate for the single-particle transitions depends on the configuration of the remainder of the system, see, e.g. example in figure $1(\mathrm{~b})$. For instance, the rate of flipping into the excited state the $k$ th spin could depend on whether particles $k-1$ and $k+1$ are in their excited or in their ground state (cf figure $1(\mathrm{~b})$ ). This scenario typically occurs when considering relaxation dynamics towards thermal states of classical interacting Hamiltonians, where transition rates depend on the difference in the energy before and after the transition [49, 50]. Another interesting framework in which one finds state-dependent rates, is that of kinetically-constrained models [51-53], where certain transitions may be forbidden if a given constraint is not satisfied. For instance, in the example shown in figure 1(b), we illustrate a model in which a change of the state for a given particle can only occur if both the neighboring particles are excited. In certain cases, e.g. with collective all-to-all classical Hamiltonian functions, transition rates depend on collective properties of the system. A possible generalization of the example in figure 1(b) to collective rates is achieved by choosing rates to depend on the square of the operator describing the density of excited states in $|\bullet\rangle$, i.e. $n_{\bullet}=\frac{1}{N} \sum_{k=1}^{N} n^{(k)}$, where $n^{(k)}$ is the operator $n=|\bullet\rangle\langle\bullet|$ for the $k$ th particle (see an illustration in figure 1(c)).

This dynamics, just like any classical stochastic dynamics, can be written within the density-matrix formalism of open quantum systems [54]. This is done by introducing a dynamical generator-which preserves diagonal density matrices (see, e.g. [55]) — as follows ${ }^{6}$

$$
\mathcal{D}^{*}[\rho]=\sum_{k=1}^{N}\left(J_{\bullet}^{k} \rho J_{\bullet}^{k \dagger}-\frac{1}{2}\left\{J_{\bullet}^{k \dagger} J_{\bullet}^{k}, \rho\right\}\right)+\sum_{k=1}^{N}\left(J_{\circ}^{k} \rho J_{\circ}^{k \dagger}-\frac{1}{2}\left\{J_{\circ}^{k \dagger} J_{\circ}^{k}, \rho\right\}\right),
$$

[^0]

Figure 1. Collective state-dependent rates. (a) A two-level system can either be found in an occupied state $\bullet$ or in an empty one 0 . The simplest classical stochastic non-interacting dynamics for an ensemble of several two-level systems is that of independent spin-flips $\bullet \rightarrow \circ\left(\right.$ rate $\left.\gamma_{\circ}\right)$ or $\circ \rightarrow \bullet\left(\right.$ rate $\left.\gamma_{\bullet}\right)$. In this case rates for the different transitions do not depend on the state of the neighboring particles. (b) Example of a kinetically-constrained model in which the central particle can change its state only if the neighboring ones are both in the occupied state. (c) In a collective all-to-all model, the dynamics sketched in panel (b) would reduce to one with transition rates which depend on the square of the density of occupied particles $n_{\bullet}$.
with

$$
J_{\bullet}^{k}=\sqrt{\gamma_{\bullet}} \sigma_{+}^{(k)} n_{\bullet}, \quad J_{\circ}^{k}=\sqrt{\gamma_{0}} \sigma_{-}^{(k)} n_{\bullet}
$$

and $\sigma_{+}=|\bullet\rangle\langle\circ|, \sigma_{-}=\sigma_{+}^{\dagger}$. This generator evolves an initial density matrix $\rho$, through the equation $\dot{\rho}_{t}=\mathcal{D}^{*}\left[\rho_{t}\right]$. In the example above, the rates are operator-valued functions of a collective observable, namely the density of excited particles $n_{\bullet}$.

While formulated in a quantum language, the above dynamics is fully classical (whenever starting from a diagonal state). Nonetheless, it is now straightforward to add quantum coherent Hamiltonian contributions to such a dissipative stochastic time evolution and to investigate their impact on the behavior of the system. This can be done by considering the more general quantum master equation

$$
\begin{equation*}
\dot{\rho}_{t}=\mathcal{L}^{*}\left[\rho_{t}\right]:=-i\left[H, \rho_{t}\right]+\mathcal{D}^{*}\left[\rho_{t}\right] . \tag{1}
\end{equation*}
$$

In this paper, we shall consider Lindblad generators with an all-to-all interacting Hamiltonian $H$, and with dissipation characterized by collective state-dependent rates.

### 2.2. Contribution of this work

In this work we derive the time evolution of average operators, such as the average 'magnetization' operators for the spin system $m_{\alpha}^{N}=\sum_{k=1}^{N} \sigma_{\alpha}^{(k)} / N$ (where $\sigma_{\alpha}$ are Pauli matrices constructed from the basis states $|\bullet\rangle,|\circ\rangle$ ), under the dynamics generated by Lindblad operators of the form discussed in section 2.1 (see also equations (9)-(11) below), in the thermodynamic limit. In particular, we show the validity of the mean-field approximation-obtained by factorizing expectation values of average operators (see discussion in section 4.1) - for these models. The corresponding proof is presented in section 4.2 and follows the approach developed in [31]. In section 4.3, we further derive the effective Lindblad generator implementing the time-evolution of any (quasi-) local operator, such as a single-spin operator $\sigma_{\alpha}^{(k)}$, in the thermodynamic limit.

## 3. Model systems and their dynamical generators

In this section, we present the class of systems under investigation, and we introduce the algebra of operators as well as a functional representation of the quantum states [56]. We then move to the definition of the so-called average operators-which are nothing but sample-mean averages of a same single-particle operator [28,57] over the whole system—and discuss their properties when considering clustering states [58-60], i.e. states with sufficiently short-ranged-in a sense made precise by definition 1 below-correlations. At the end of the section, we introduce the general form of the considered dynamical generators and prove first results about their action on local and on average operators.

### 3.1. Quasi-local algebra and quantum states

We consider a many-body quantum system $S$, consisting of a (countably) infinite number of identical (distinguishable) particles, assumed to be $d$-level systems with $d<\infty$. Each particle can thus be associated with a natural number $k \in \mathbb{N}$. Any single-particle operator $x^{(k)}$, with $x \in M_{d}(\mathbb{C})$ and $M_{d}(\mathbb{C})$ being the algebra
of $d \times d$ complex matrices, which acts non-trivially only on the $k$ th particle can be lifted to be an operator of the many-body system by exploiting a tensor-product structure as

$$
x^{(k)}=\mathbf{1}_{d} \otimes \mathbf{1}_{d} \otimes \cdots \otimes x \otimes \mathbf{1}_{d} \otimes \mathbf{1}_{d} \otimes \ldots
$$

where $\mathbf{1}_{d}$ is the identity in $M_{d}(\mathbb{C})$ and $x$ appears in the $k$ th entry of the tensor product. All the (almost local) operators of the many-body system are contained in the so-called quasi-local $C^{*}$-algebra $\mathcal{A}$, which is obtained as the norm closure (here and throughout we consider the operator norm, denoted as $\|\cdot\|$, given by the largest eigenvalue, in modulus, of the operator) of the union of all possible local sub-algebras of the system [56]. In practice, the quasi-local algebra $\mathcal{A}$ contains all strictly local operators, i.e. all operators supported on a finite number of particles, as well as those operators which are quasi-localized, i.e. they are extended over the whole system but happen to be the limit of a converging sequence of local operators.

The full information about the state of a physical system is equivalent to the knowledge of all possible expectation values for its operators. Thus, given the algebra $\mathcal{A}$, the state of a quantum system can be generically represented as a functional, $\omega$, associating to each operator $A \in \mathcal{A}$ a complex number $\langle A\rangle$ embodying the expectation of the operator itself, $\mathcal{A} \ni A \mapsto \omega(A)=\langle A\rangle$. In order for such a functional to describe a physically-consistent state, $\omega$ must be a linear, positive and normalized $(\omega(\mathbf{1})=1$ with $\mathbf{1}$ being the identity of $\mathcal{A}$ ) functional on the quasi-local algebra [56]. In certain cases, the expectation values of single-particle operators do not depend on the considered particle, i.e. for any $x \in M_{d}(\mathbb{C})$ we have $\omega\left(x^{(k)}\right)=\langle x\rangle, \forall k \in \mathbb{N}$. In these cases, the state is called translation invariant (see also definition 1 below).

### 3.2. Average operators

The quasi-local algebra $\mathcal{A}$ is the algebra of all operators which are, roughly speaking, almost localized in certain regions of the system. Often, however, when one considers many-body systems it is important to look at the behavior of collective operators, which can account for average properties of the whole system. For instance, this is the case when studying equilibrium as well as nonequilibrium phase transitions, which can be investigated and characterized via the behavior of so-called order-parameters.

We are interested in the behavior of sequences of operators of the form

$$
\begin{equation*}
X_{N} \equiv \frac{1}{N} \sum_{k=1}^{N} x^{(k)}, \quad \text { with } \quad x \in M_{d}(\mathbb{C}) \tag{2}
\end{equation*}
$$

These operators represent sample-mean averages of a same single-particle operator and are related to the random variables appearing in the law of large numbers [61]. For each finite $N$, the number of particles considered in the above summation is finite and thus the operator is strictly local. However, we are interested in the behavior of the average operators when $N \rightarrow \infty$.

It turns out that the commutator between any two average operators, $\left[X_{N}, Y_{N}\right]$, goes to zero in the large $N$ limit, since its norm is bounded by $2\|x\|\|y\| / N[28,56,58]$. As such, these operators give rise to an emergent classical algebra in the thermodynamic limit. Still, the limiting point $X_{\infty}$ of the sequence $X_{N}$ in equation (2) does not belong to the quasi-local algebra $\mathcal{A}$, since the sequence $X_{N}$ does not converge in the norm topology [56]. To understand the structure of these operators in the thermodynamic limit $N \rightarrow \infty$, we need to resort to weaker forms of convergence. Here, we consider the so-called weak operator topology [59]. We will say that a sequence of operators $C_{n}$ converges weakly to the operator $C$, formally denoted as $C=(\mathrm{w}-) \lim _{n \rightarrow \infty} C_{n}$, (to be read as weak-limit of the sequence $C_{n}$ ), if ${ }^{7}$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \omega\left(A^{\dagger} C_{n} B\right)=\omega\left(A^{\dagger} C B\right) \quad \forall A, B \in \mathcal{A} \tag{3}
\end{equation*}
$$

This apparently abstract definition has a very relevant physical meaning: in the weak operator topology, we obtain information on the nature of the limiting operator $C$, by controlling all of its possible correlation functions with any quasi-local operator under the expectation associated with the quantum state $\omega$.

For clustering quantum states, i.e. for states with sufficiently short-ranged correlations, the limiting operators $X_{\infty}$ of the sequences $X_{N}$ are nothing but multiples of the identity [56-59]. This means that, $X_{\infty}=(\mathrm{w}-) \lim _{N \rightarrow \infty} X_{N}=\langle x\rangle$, where $\langle x\rangle=\omega(x)$ is the expectation of the single-particle operator $x$, where we have further assumed translation invariance of the state. (Note that on the right-hand side of the above limit the complex number $\langle x\rangle$ should be multiplied by an identity operator $\mathbf{1}$. However, in order to simplify

[^1]the notation we omit writing this here and in the following.) This occurs for instance for so-called ergodic states, i.e. for states that obey
$$
\omega\left(x^{(k)} y^{(h)}\right) \approx \omega\left(x^{(k)}\right) \omega\left(y^{(h)}\right)
$$
whenever $|k-h|$ is sufficiently large (see more general definition in, e.g. [57]). Since in our work we will mainly look at average operators, we define clustering states through the property highlighted in equation (5) of the following Definition.
Definition 1. We refer to quantum states $\omega$ of the quasi-local algebra $\mathcal{A}$ as translation-invariant clustering states if the following properties are satisfied:
\[

$$
\begin{array}{lr}
\text { i) } \omega\left(x^{(k)}\right)=\omega\left(x^{(h)}\right)=\langle x\rangle, & \forall x \in M_{d}(\mathbb{C}), \forall k, h \in \mathbb{N} ; \\
\text { ii) } \lim _{N \rightarrow \infty} \omega\left(\left[X_{N}-\langle x\rangle\right]^{2}\right)=0, & \forall x=x^{\dagger} \in M_{d}(\mathbb{C}) .
\end{array}
$$
\]

The second property above shows that for such clustering states the variance of the operators $X_{N}$ vanishes in the large $N$ limit and, thus, the limiting operators $X_{\infty}$ must converge to multiples of the identity. It is indeed possible to show that equation (5) implies the weak convergence of $X_{N}$ to $X_{\infty}=\langle x\rangle$, as defined by equation (3).

### 3.3. Lindblad generators with collective operator-valued rates

We assume that the many-body system introduced above is subject to a Markovian open quantum dynamics $[1,2]$, implemented through a quantum master equation by means of a time-independent dynamical generator. The latter must assume a Lindblad form for the dynamics to be physically consistent [2].

The time-evolution of any operator $O \in \mathcal{A}$ must thus obey the equation

$$
\begin{equation*}
\dot{O}(t)=\mathcal{L}_{N}[O(t)] \tag{6}
\end{equation*}
$$

with $\mathcal{L}_{N}$ being the Lindblad operator evolving observables, i.e. the generator dual to the one introduced in equation (1) (see also footnote 6). The formal solution of the above equation is given by $O(t)=e^{t \mathcal{L}_{\mathrm{N}}}[O]$. As usually done in order to study the emergent dynamics in the infinite system, we have first defined the dynamical generator $\mathcal{L}_{N}$ for an ensemble of $N$ particles, and we will then derive the asymptotic dynamics taking the limit $N \rightarrow \infty$.

Before discussing the form of the considered dynamical generator (briefly mentioned in section 2.1), it is convenient to introduce an orthonormal, hermitian basis $\left\{v_{\alpha}\right\}_{\alpha=1}^{d^{2}}$ for the single-particle algebra $M_{d}(\mathbb{C})$. We thus have a set of operators such that $v_{\alpha}=v_{\alpha}^{\dagger}$ as well as $\operatorname{tr}\left(v_{\alpha} v_{\beta}\right)=\delta_{\alpha \beta}$ (implying $\left\|v_{\alpha}\right\| \leqslant 1$ ) which we can employ to decompose any other operator $x \in M_{d}(\mathbb{C})$ through the relation

$$
\begin{equation*}
x=\sum_{\alpha=1}^{d^{2}} \operatorname{tr}\left(x v_{\alpha}\right) v_{\alpha} . \tag{7}
\end{equation*}
$$

For later convenience, we also define the structure coefficients $a_{\alpha \beta}^{\gamma}$ for the chosen basis, obtained as

$$
\begin{equation*}
\left[v_{\alpha}, v_{\beta}\right]=\sum_{\gamma=1}^{d^{2}} a_{\alpha \beta}^{\gamma} v_{\gamma}, \quad a_{\alpha \beta}^{\gamma} \equiv \operatorname{tr}\left(\left[v_{\alpha}, v_{\beta}\right] v_{\gamma}\right) . \tag{8}
\end{equation*}
$$

Exploiting this single-particle basis, the Lindblad generator can be decomposed into two different contributions

$$
\begin{equation*}
\mathcal{L}_{N}[O]=i[H, O]+\sum_{\ell=1}^{q} \mathcal{D}_{\ell}[O], \tag{9}
\end{equation*}
$$

where $H$ is the Hamiltonian of the system assuming the form

$$
\begin{equation*}
H=\sum_{k=1}^{N} \sum_{\alpha=1}^{d^{2}} \epsilon_{\alpha} v_{\alpha}^{(k)}+\frac{1}{N} \sum_{k, j=1}^{N} \sum_{\alpha, \beta=1}^{d^{2}} h_{\alpha \beta} v_{\alpha}^{(k)} v_{\beta}^{(j)} . \tag{10}
\end{equation*}
$$

The first term on the right-hand side of the above equation (with $\varepsilon_{\alpha}$ real) represents a single-particle contribution to the Hamiltonian, while the second one, with $h_{\alpha \beta}=h_{\beta \alpha}^{*}$ considers two-body interactions in
an all-to-all fashion. We note that since we have an unconstrained sum-which double counts the interactions between particles-the terms $h_{\alpha \beta}$ are equal to half of the actual interaction strength. Moreover, the double sum also contains terms with $k=j$ which describe single-particle terms rather than interactions. Due to the presence of the factor $1 / N$ in front of the second part of the Hamiltonian, these terms become irrelevant in the thermodynamic limit. We can thus safely keep them as this will be convenient later on. In summary, the second contribution to the Hamiltonian in equation (10) describes interactions between all pairs of particles with a same strength proportional to $1 / N$.

The terms collected in the maps, or dissipators, $\mathcal{D}_{\ell}$ describe instead dissipative contributions to the time-evolution. As already discussed in section 2.1, we take them to be of the form

$$
\begin{equation*}
\mathcal{D}_{\ell}[O]=\frac{1}{2} \sum_{k=1}^{N}\left(\left[j_{\ell}^{k \dagger}, O\right] J_{\ell}^{k}+J_{\ell}^{k \dagger}\left[O, J_{\ell}^{k}\right]\right), \tag{11}
\end{equation*}
$$

with

$$
\begin{equation*}
J_{\ell}^{k}=j_{\ell}^{(k)} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) \tag{12}
\end{equation*}
$$

being the jump operators. Here, $j_{\ell}^{(k)}$ acts solely on site $k$ while $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)=\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right]^{\dagger}$ is an operator-valued function computed for the operator $\Delta_{N}^{\ell}=\left[\Delta_{N}^{\ell}\right]^{\dagger}$. We assume the latter operator to be a linear combination with real coefficients of average operators of the type defined in equation (2), i.e.

$$
\begin{equation*}
\Delta_{N}^{\ell}=\sum_{\alpha=1}^{d^{2}} r_{\ell \alpha}\left[\frac{1}{N} \sum_{k=1}^{N} v_{\alpha}^{(k)}\right], \quad \text { with } r_{\ell \alpha} \in \mathbb{R} \tag{13}
\end{equation*}
$$

From their definition, we see that these operators are bounded in norm, i.e. $\left\|\Delta_{N}^{\ell}\right\| \leqslant \delta_{\ell}$, where

$$
\begin{equation*}
\delta_{\ell}=\sum_{\alpha=1}^{d^{2}}\left|r_{\ell \alpha}\right|<\infty . \tag{14}
\end{equation*}
$$

As discussed in section 2.1, the structure of the jump operators $J_{\ell}^{k}$ suggests that the function $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$, when squared, gives rise to an operator-valued rate for the transition implemented by $j_{\ell}^{(k)}$ on the $k$ th particle. Since the operator $\Delta_{N}^{\ell}$, which is the argument of the function, is an average operator, the rate has the structure of a mean-field rate which accounts for an average (collective) property of the system. We consider functions $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$ satisfying the following assumption.

The operator-valued functions $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$ can be written as power series

$$
\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)=\sum_{n=0}^{\infty} c_{\ell}^{n}\left(\Delta_{N}^{\ell}\right)^{n}
$$

with coefficient $c_{\ell}^{n}$ such that for any $z \in \mathbb{R}$

$$
\begin{equation*}
\gamma(z)=\sum_{n=0}^{\infty}\left|c_{\ell}^{n} \| z\right|^{n}<\infty \tag{15}
\end{equation*}
$$

For later convenience, we note that the assumption on the series $\gamma(z)$ also implies that

$$
\gamma^{\prime}(z):=\sum_{n=0}^{\infty} n\left|c_{\ell}^{n}\right||z|^{n-1}<\infty
$$

The above assumption specifies that we are considering functions $\Gamma_{\ell}$ which admit a Taylor expansion, around zero, with infinite radius of convergence. This is a strong assumption, which we make here for the sake of simplicity. It is not strictly necessary to prove our main theorems. In section 5, we show indeed that our approach can be applied also for certain operator-valued rates which do not obey assumption 1. Working within this assumption allows us to find results for a broad class of dynamical generators.

Considering assumption 1 , we can now readily prove the following result.

Lemma 1. For any given operator-valued function $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$ satisfying assumption 1, the following relations hold

$$
\begin{aligned}
& \text { i) }\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]\right\| \leqslant \frac{2 N_{O}}{N}\|O\| \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right) \\
& \text { ii) }\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), X_{N}\right]\right\| \leqslant \frac{2}{N}\|x\| \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right) \\
& \text { iii) }\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right),\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]\right]\right\| \leqslant \frac{4 N_{O}^{2}}{N^{2}}\|O\| \delta_{\ell}^{2}\left[\gamma^{\prime}\left(\delta_{\ell}\right)\right]^{2} \\
& \text { iv) }\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right),\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), X_{N}\right]\right]\right\| \leqslant \frac{4}{N^{2}}\|x\| \delta_{\ell}^{2}\left[\gamma^{\prime}\left(\delta_{\ell}\right)\right]^{2}
\end{aligned}
$$

with $O$ being any operator with strictly local support, $N_{O}$ the length of such support, and $X_{N}$ any average operator as defined in equation (2).

The proof of the above lemma is shown in appendix 'Proof of lemma 1' and simply requires the evaluation of the commutators between the operator-valued rates and local operators, by exploiting the power series expansion of the former.

We conclude this section stating a first result concerning the action of the considered dynamical generators on strictly local observables and on average operators. In particular, we show that, in the thermodynamic limit $N \rightarrow \infty$, the maps $\mathcal{D}_{\ell}$ act on these operators as if they were local maps weighted by a pre-factor equal to $\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)$. This corroborates the intuition that the considered jump operators implement local transitions associated with operator-valued rates. Formally, this is expressed by the following lemma:

Lemma 2. The maps $\mathcal{D}_{\ell}$ defined by equations (11) and (12) with functions $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$ obeying assumption 1 are such that

$$
\begin{aligned}
& \left\|\mathcal{D}_{\ell}[O]-\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}[O]\right\| \leqslant \frac{C_{O}}{N} \\
& \left\|\mathcal{D}_{\ell}\left[X_{N}\right]-\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}\left[X_{N}\right]\right\| \leqslant \frac{C_{x}}{N}
\end{aligned}
$$

with

$$
\begin{equation*}
\mathcal{D}_{\ell}^{\mathrm{Loc}}[A]=\frac{1}{2} \sum_{k=1}^{N}\left(\left[j_{\ell}^{\dagger(k)}, A\right] j_{\ell}^{(k)}+j_{\ell}^{\dagger(k)}\left[A, j_{\ell}^{(k)}\right]\right) \tag{16}
\end{equation*}
$$

and $C_{O}, C_{x}$ appropriate $N$-independent constants. In the above expression, $O$ is any local operator with support on a finite number of sites, $N_{O}$ is the extension of its support, and $X_{N}$ the average operator constructed from the single-particle operator $x$, as shown in equation (2).

The proof of the lemma, which is reported in appendix 'Proof of lemma 2', together with the expression of the constant $C_{O}, C_{x}$, requires the direct evaluation of the action of the dissipator $\mathcal{D}_{\ell}$ on the operators $O, X_{N}$.

## 4. Main results

In this section, we present the main results of our paper. In the first subsection, we derive the Heisenberg equations of motion for average operators of single-particle observables and present the mean-field equations. The latter, as we explain, are obtained by factorizing expectation values of average operators. In the second subsection, we show that these mean-field equations are in fact exactly reproducing the time evolution of the considered average operators, in the thermodynamic limit. In the last section, we exploit the result obtained for the average operators to derive an effective dynamical map for any quasi-local operator of the many-body system.

### 4.1. Heisenberg equations and mean-field dynamics

As already anticipated in the previous section, in the study of many-body systems one is often interested in understanding the dynamical or the stationary behavior of collective operators. Here, in particular, we are interested in the average operators of equation (2). Given that we defined a basis for the single-particle algebra we can construct a basis for all possible average operators. We define the following set of average operators

$$
\begin{equation*}
m_{\alpha}^{N}=\frac{1}{N} \sum_{k=1}^{N} v_{\alpha}^{(k)}, \quad \alpha=1,2, \ldots d^{2} \tag{17}
\end{equation*}
$$

and note that any $X_{N}$ can be obtained as a linear combination of the above operators. The goal is thus to describe the time evolution of $m_{\alpha}^{N}, e^{t \mathcal{L}_{N}}\left[m_{\alpha}^{N}\right]$, in the thermodynamic limit, starting from a translation invariant clustering state as in definition 1. The first step in this direction is to compute the Heisenberg equation of motion, namely

$$
\begin{equation*}
\frac{d}{\mathrm{~d} t} e^{t \mathcal{L}_{N}}\left[m_{\alpha}^{N}\right]=\mathcal{L}_{N}\left[e^{t \mathcal{L}_{N}}\left[m_{\alpha}^{N}\right]\right]=e^{t \mathcal{L}_{N}}\left[\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]\right] \tag{18}
\end{equation*}
$$

To this end, one needs to control the action of the Lindblad operator on average operators, as shown by the second equality in the above equations. This is done with the following Lemma.

Lemma 3. Given the generator $\mathcal{L}_{N}$ specified by equations (9)-(12), with functions $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$ obeying assumption 1 , we have that

$$
\left\|\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]-f_{\alpha}\left(\vec{m}^{N}\right)\right\| \leqslant \frac{C_{L}}{N}
$$

where

$$
\begin{aligned}
& f_{\alpha}\left(\vec{m}^{N}\right)=i \sum_{\beta=1}^{d^{2}} A_{\alpha \beta} m_{\beta}^{N}+i \sum_{\beta, \gamma=1}^{d^{2}} B_{\alpha \beta \gamma} m_{\beta}^{N} m_{\gamma}^{N}+\sum_{\ell, \beta} M_{\ell \alpha}^{\beta} \Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right) m_{\beta}^{N} \\
& A_{\alpha \beta}=\sum_{\beta^{\prime}=1}^{d^{2}} \epsilon_{\beta^{\prime}} a_{\beta^{\prime} \alpha}^{\beta} \quad B_{\alpha \beta \gamma}=\sum_{\beta^{\prime}=1}^{d^{2}} a_{\beta^{\prime} \alpha}^{\gamma}\left(h_{\beta \beta^{\prime}}+h_{\beta^{\prime} \beta}\right) .
\end{aligned}
$$

Here, $M$ is a real matrix, such that the action of $\mathcal{D}_{\ell}^{\mathrm{Locc}}[\cdot]$ on an element of the single-site operator basis $v_{\alpha}^{(k)}$ reads

$$
\mathcal{D}_{\ell}^{\mathrm{Loc}}\left[v_{\alpha}^{(k)}\right]=\sum_{\beta=1}^{d^{2}} M_{\ell \alpha}^{\beta} v_{\beta}^{(k)},
$$

and $C_{L}$ is an $N$-independent bounded quantity.
To prove this lemma and deriving the constant $C_{L}$, as shown in appendix 'Proof of lemma 3', one needs to evaluate the generator $\mathcal{L}_{N}$ on $m_{\alpha}^{N}$ and exploit lemma 2.

It is worth stressing that lemma 3 shows that, in the thermodynamic limit, the action of the Lindblad generator on the average operators $m_{\alpha}^{N}$ can be written as a nonlinear function $f_{\alpha}$ of the average operators themselves, for any $\alpha$. However, one cannot yet solve the emergent system of equations. The point is indeed that open quantum dynamics are not represented by an automorphism and thus, in principle, $e^{t \mathcal{L}_{N}}\left[m_{\alpha}^{N} m_{\beta}^{N}\right] \neq e^{t \mathcal{L}_{N}}\left[m_{\alpha}^{N}\right] e^{t \mathcal{L}_{N}}\left[m_{\beta}^{N}\right]$. As such, due to the nonlinear function $f_{\alpha}$ of the average operators, the Heisenberg equations of equation (18) are not closed on the operators $e^{t \mathcal{L}_{N}}\left[m_{\alpha}^{N}\right]$. To proceed one needs to compute the action of the generator on the function $f_{\alpha}$. This gives rise to an infinite, in the thermodynamic limit, hierarchy of equations which can rarely be solved.

The evolution equations for the expectation values of the average operators, which are ultimately what one is interested in, can be derived from equation (18) by taking the expectation value on both sides of the equations. By defining $\omega_{t}(A):=\omega\left(e^{t \mathcal{L}_{N}}[A]\right)$ and recalling lemma 3 , we have

$$
\begin{equation*}
\frac{d}{\mathrm{~d} t} \omega_{t}\left(m_{\alpha}^{N}\right) \approx \omega_{t}\left(f_{\alpha}\left(\vec{m}^{N}\right)\right) \tag{19}
\end{equation*}
$$

Clearly, by taking the expectation one cannot make much progress in solving the system. However, at this level, it is straightforward to introduce the so-called mean-field equations of motion. These are obtained by assuming that one can factorize the expectation of products of average operators into the product of the expectations, e.g. assuming that

$$
\begin{equation*}
\omega_{t}\left(m_{\alpha}^{N} m_{\beta}^{N}\right) \approx \omega_{t}\left(m_{\alpha}^{N}\right) \omega_{t}\left(m_{\beta}^{N}\right) . \tag{20}
\end{equation*}
$$

Applied to equation (19), this leads to the mean-field equations of motion for the considered Lindblad generator given by

$$
\begin{equation*}
\frac{d}{\mathrm{~d} t} m_{\alpha}=f_{\alpha}(\vec{m}) \tag{21}
\end{equation*}
$$

Here $m_{\alpha}$ is a function of time which should capture the dynamics of $\omega_{t}\left(m_{\alpha}^{N}\right)$ in the thermodynamic limit. The above system of nonlinear ordinary differential equations can in principle be solved analytically or in any case simulated efficiently, taking as initial conditions the ones associated with the initial state $\omega$

$$
\begin{equation*}
m_{\alpha}(0)=\lim _{N \rightarrow \infty} \omega\left(m_{\alpha}^{N}\right) . \tag{22}
\end{equation*}
$$

However, it still remains to be shown that these equations provide the exact dynamics of average operators. Intuitively, for this to be the case, one would expect that the time-evolved state $\omega_{t}$ is, in the thermodynamic limit, a clustering state (in the sense of definition 1), so that average operators converge to multiples of the identity justifying the approximation in equation (20).

In the next section we prove that this is indeed the case. Before going to that, we state here a technical result on the system of equations in equation (21), which is proved in appendix 'Proof of lemma 4'.

Lemma 4. The system of equation (21) with initial conditions $m_{\alpha}(0)$, defined by a quantum state $\omega$ as in equation (22), has a unique solution for $t \in[0, \infty)$. Morever, one has

$$
\left|m_{\alpha}(t)\right| \leqslant\left\|v_{\alpha}\right\| \leqslant 1, \quad \forall t \in[0, \infty) .
$$

### 4.2. Exactness of mean-field equations for average operators

In order to show the exactness of the mean-field equations of motion, one has to show that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \omega_{t}\left(m_{\alpha}^{N}\right)-m_{\alpha}(t)=0, \quad \forall t \tag{23}
\end{equation*}
$$

As briefly mentioned at the end of the previous section, in order to prove the validity of the above limit, we want to show that the state $\omega_{t}$ is clustering, as in definition 1 , when considering all relevant average operators. We do this by exploiting the approach discussed in [31]. We define the quantity

$$
\begin{equation*}
\mathcal{E}_{N}(t)=\sum_{\alpha=1}^{d^{2}} \omega_{t}\left(\left[m_{\alpha}^{N}-m_{\alpha}\right]^{2}\right), \tag{24}
\end{equation*}
$$

which is a sum of positive contributions and is thus zero only when all terms vanish. Moreover, each term consists of the expectation value of the square of the distance of the operators from their mean-field counterpart. Each of the summands thus considers how close to a multiple of the identity (given by the mean-field operators) the average operators are. Namely, if $\lim _{N \rightarrow \infty} \mathcal{E}_{N}(t)=0$, then the state $\omega_{t}$ is clustering in the thermodynamic limit, and this can be used to show that the mean-field equations are exact. Indeed, via the Cauchy-Schwarz inequality, we have $\left|\omega_{t}\left(m_{\alpha}^{N}-m_{\alpha}\right)\right| \leqslant \sqrt{\omega_{t}\left(\left[m_{\alpha}^{N}-m_{\alpha}\right]^{2}\right)} \leqslant \sqrt{\mathcal{E}_{N}(t)}$, which can thus be used to control the limit in equation (23). Before going ahead we state here a Lemma, which will be useful for the proof of the exactness of the mean-field equations.

Lemma 5. The convergence of the square of the operator-valued function $\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)$ to the same function computed through the mean-field operators $\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)$, with

$$
\begin{equation*}
\Delta_{\ell}(t)=\sum_{\alpha} r_{\ell \alpha} m_{\alpha}(t), \tag{25}
\end{equation*}
$$

is dominated by the convergence of the average operators $m_{\alpha}^{N}$ to the mean-field variables $m_{\alpha}(t)$ as

$$
\begin{aligned}
& \left|\omega\left(A^{\dagger} e^{t \mathcal{L}_{N}}\left[\left(\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\right) X\right] B\right)\right| \\
& \quad \leqslant 2 \gamma\left(\delta_{\ell}\right) \gamma^{\prime}\left(\delta_{\ell}\right)\|X\| \sum_{\alpha=1}^{d^{2}}\left|r_{\ell \alpha}\right| \sqrt{\omega\left(A^{\dagger} e^{t \mathcal{L}_{N}}\left[\left(m_{\alpha}^{N}-m_{\alpha}(t)\right)^{2}\right] A\right)} \sqrt{\omega\left(B^{\dagger} B\right)} .
\end{aligned}
$$

Here, $A, B, X$ can be either quasi-local operators or functions of average operators.
A proof of the above bound to the convergence of the square of the function $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$ can be found in appendix 'Proof of lemma 5', and exploits a generalized Cauchy-Schwarz inequality proved in lemma 6 (see appendix 'lemma 6').

With this result, we are now ready to state the first main theorem of our paper, establishing the exactness of the mean-field equations for the time-evolution of average operators.

Theorem 1. Given a generator as the one in equations (9)-(13), with functions $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$ satisfying assumption 1, we have that

$$
\begin{equation*}
\text { if } \quad \lim _{N \rightarrow \infty} \mathcal{E}_{N}(0)=0, \quad \text { then } \quad \lim _{N \rightarrow \infty} \mathcal{E}_{N}(t)=0, \forall t<\infty . \tag{26}
\end{equation*}
$$

implying that the mean-field equations (23) are exact.
Proof. The proof of the theorem exploits Gronwall's lemma. This lemma states that, if two positive, bounded, $N$-independent constants $C_{1}$ and $C_{2}$, such that $\dot{\mathcal{E}}_{N}(t) \leqslant C_{1} \mathcal{E}_{N}(t)+C_{2} / N$ exist, then

$$
\mathcal{E}_{N}(t) \leqslant e^{C_{1} t} \mathcal{E}_{N}(0)+C_{2}\left(e^{C_{1} t}-1\right) /\left(C_{1} N\right)
$$

which would be enough to prove the theorem using the assumption on the initial value of $\mathcal{E}_{N}(0)$ and taking the limit $N \rightarrow \infty$. The goal is thus to find such constants $C_{1}, C_{2}$.

Let us then inspect the time derivative of $\mathcal{E}_{N}(t)$,

$$
\begin{equation*}
\dot{\mathcal{E}}_{N}(t)=\sum_{\alpha=1}^{d^{2}} \frac{d}{\mathrm{~d} t} \omega_{t}\left(\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]^{2}\right) . \tag{27}
\end{equation*}
$$

It is convenient to focus on each $\alpha$ th contribution of the latter expression separately,

$$
\begin{align*}
D_{t}^{\alpha} & =\frac{d}{\mathrm{~d} t} \omega_{t}\left(\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]^{2}\right)  \tag{28}\\
& =\omega_{t}\left(\mathcal{L}_{N}\left[\left(m_{\alpha}^{N}-m_{\alpha}(t)\right)^{2}\right]\right)-2 \dot{m}_{\alpha}(t) \omega_{t}\left(m_{\alpha}^{N}-m_{\alpha}(t)\right), \tag{29}
\end{align*}
$$

where we have exploited that $\dot{\omega}_{t}(X)=\omega_{t}\left(\mathcal{L}_{N}[X]\right)$, and that $m_{\alpha}(t), \dot{m}_{\alpha}(t)$ are scalar functions. We now focus on the term $\mathcal{L}_{N}\left[\left(m_{\alpha}^{N}-m_{\alpha}(t)\right)^{2}\right]$. To this end, it is worth noticing that, given any two operators, $A, B$, one has

$$
\begin{equation*}
\mathcal{L}_{N}[A B]=\mathcal{L}_{N}[A] B+A \mathcal{L}_{N}[B]+\sum_{\ell, k}\left[J_{\ell}^{k \dagger}, A\right]\left[B, J_{\ell}^{k}\right], \tag{30}
\end{equation*}
$$

where $J_{\ell}^{k}$ are the jump operators defined by equation (12). Let us focus on the last term, $P \equiv \sum_{\ell, k}\left[J_{\ell}^{k \dagger}, m_{\alpha}^{N}\right]\left[m_{\alpha}^{N}, J_{\ell}^{k}\right]$, where we set $A=B=m_{\alpha}^{N}-m_{\alpha}(t)$. It is

$$
\begin{align*}
P= & \sum_{\ell=1}^{q} \sum_{k=1}^{N}\left(j_{\ell}^{(k) \dagger}\left[m_{\alpha}^{N}, \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right]+\left[m_{\alpha}^{N}, j_{\ell}^{(k) \dagger}\right] \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right) \\
& \times\left(\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), m_{\alpha}^{N}\right] j_{\ell}^{(k)}+\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\left[j_{\ell}^{(k)}, m_{\alpha}^{N}\right]\right) \tag{31}
\end{align*}
$$

By exploiting lemma 1 , we have that $\|P\| \leqslant C_{P} / N$, with $C_{P}$ being the $N$-independent constant

$$
\begin{equation*}
C_{P}=\sum_{\ell=1}^{q}\left\|j_{\ell}\right\|^{2}\left[2 \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right)+d^{2} a_{\max } \gamma\left(\delta_{\ell}\right)\right]^{2} . \tag{32}
\end{equation*}
$$

Here, $a_{\max }=\max _{\alpha, \beta, \gamma}\left|a_{\alpha \beta}^{\gamma}\right|$. Inserting

$$
\begin{equation*}
\mathcal{L}_{N}\left[\left(m_{\alpha}^{N}-m_{\alpha}(t)\right)^{2}\right]=\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]+\left[m_{\alpha}^{N}-m_{\alpha}(t)\right] \mathcal{L}_{N}\left[m_{\alpha}^{N}\right]+P, \tag{33}
\end{equation*}
$$

in the time derivative (28), this reads

$$
\begin{align*}
D_{t}^{\alpha}= & \omega_{t}\left(\left[\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]-\dot{m}_{\alpha}(t)\right]\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right) \\
& +\omega_{t}\left(\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\left[\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]-\dot{m}_{\alpha}(t)\right]\right)+\omega_{t}(P) . \tag{34}
\end{align*}
$$

As the second term on the right-hand side of the above expression is the complex conjugate of the first one, we can focus on the latter,

$$
\begin{equation*}
D_{t}^{\alpha, I}=\omega_{t}\left(\left[\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]-\dot{m}_{\alpha}(t)\right]\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right) . \tag{35}
\end{equation*}
$$

Making use of lemma 3 and of the mean-field equation (21) for the quantities $\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]$ and $\dot{m}_{\alpha}(t)$, respectively, we get

$$
\begin{align*}
& \mathcal{L}_{N}\left[m_{\alpha}^{N}\right]-\dot{m}_{\alpha}(t)=L+f_{\alpha}\left(\vec{m}^{N}\right)-f_{\alpha}(\vec{m}(t)) \\
& =L+i \sum_{\gamma=1}^{d^{2}} A_{\alpha \beta}\left(m_{\beta}^{N}-m_{\beta}(t)\right)+i \sum_{\beta, \gamma=1}^{d^{2}} B_{\alpha \beta \gamma}\left(m_{\beta}^{N} m_{\gamma}^{N}-m_{\beta}(t) m_{\gamma}(t)\right)  \tag{36}\\
& \quad+\sum_{\ell=1}^{q} \sum_{\beta=1}^{d^{2}} M_{\ell \alpha}^{\beta}\left[\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right) m_{\beta}^{N}-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right) m_{\beta}(t)\right] .
\end{align*}
$$

In the above equation $L$ is the operator difference $L=\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]-f_{\alpha}\left(\vec{m}^{N}\right)$, which, as a consequence of lemma 3, obeys $\|L\| \leqslant C_{L} / N$, with $C_{L}$ the $N$-independent bounded constant obtained in the proof of lemma 3.

In the second line of the above equation, the last term can be reshaped as follows

$$
\begin{equation*}
m_{\beta}^{N} m_{\gamma}^{N}-m_{\beta}(t) m_{\gamma}(t)=\left[m_{\beta}^{N}-m_{\beta}(t)\right] m_{\gamma}^{N}+m_{\beta}(t)\left[m_{\gamma}^{N}-m_{\gamma}(t)\right], \tag{37}
\end{equation*}
$$

and, similarly, the last line of equation (36) can be re-written, adding and subtracting the term $\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right) m_{\beta}^{N}$, as follows

$$
\begin{align*}
& \Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right) m_{\beta}^{N}-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right) m_{\beta}(t) \\
& =\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\left(m_{\beta}^{N}-m_{\beta}(t)\right)+\left[\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\right] m_{\beta}^{N} . \tag{38}
\end{align*}
$$

Thus, the expression for $\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]-\dot{m}_{\alpha}(t)$ reads

$$
\begin{align*}
\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]-\dot{m}_{\alpha}(t)= & L+i \sum_{\beta=1}^{d^{2}} A_{\alpha \beta}\left(m_{\beta}^{N}-m_{\beta}(t)\right) \\
& +i \sum_{\beta, \gamma=1}^{d^{2}} B_{\alpha \beta \gamma}\left[\left(m_{\beta}^{N}-m_{\beta}(t)\right) m_{\gamma}^{N}+m_{\beta}(t)\left(m_{\gamma}^{N}-m_{\gamma}(t)\right)\right]  \tag{39}\\
& +\sum_{\ell=1}^{q} \sum_{\beta=1}^{d^{2}} M_{\ell \alpha}^{\beta}\left\{\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\left[m_{\beta}^{N}-m_{\beta}(t)\right]\right. \\
& \left.+\left[\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\right] m_{\beta}^{N}\right\}
\end{align*}
$$

Inserting this expression in the time derivative in equation (35), we get

$$
\begin{align*}
D_{t}^{\alpha, I}= & \omega_{t}\left(L\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)+i \sum_{\beta=1}^{d^{2}} A_{\alpha \beta} \omega_{t}\left(\left[m_{\beta}^{N}-m_{\beta}(t)\right]\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right) \\
& +i \sum_{\gamma, \beta=1}^{d^{2}} B_{\alpha \beta \gamma}\left\{\omega_{t}\left(\left[m_{\beta}^{N}-m_{\beta}(t)\right] m_{\gamma}^{N}\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)\right.  \tag{40}\\
& \left.+\omega_{t}\left(m_{\beta}(t)\left[m_{\gamma}^{N}-m_{\gamma}(t)\right]\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)\right\} \\
& +\sum_{\ell=1}^{q} \sum_{\beta=1}^{d^{2}} M_{\ell \alpha}^{\beta}\left\{\omega_{t}\left(\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\left[m_{\beta}^{N}-m_{\beta}(t)\right]\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)\right. \\
& \left.+\omega_{t}\left(\left[\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\right] m_{\beta}^{N}\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)\right\}
\end{align*}
$$

We want to find upper bounds to the modulus of all terms forming $D_{t}^{\alpha, I}$. The contribution due to $L$ can be bounded as

$$
\left|\omega_{t}\left(L\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)\right| \leqslant \frac{2 C_{L}}{N} .
$$

The remaining ones are of the type (I) $\omega_{t}\left(\left[m_{\beta}^{N}-m_{\beta}(t)\right] X\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)$, and (II) $\omega_{t}\left(\left[\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\right]\right.$ $X\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]$ ), with $X$ some operators. Terms such as (I) can be bounded as [31]

$$
\begin{equation*}
\left|\omega_{t}\left(\left[m_{\beta}^{N}-m_{\beta}(t)\right] X\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)\right| \leqslant\|X\| \mathcal{E}_{N}(t) \tag{41}
\end{equation*}
$$

and thus we have

$$
\begin{equation*}
\left|\omega_{t}\left(\left[m_{\beta}^{N}-m_{\beta}(t)\right]\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)\right| \leqslant \mathcal{E}_{N}(t), \tag{42}
\end{equation*}
$$

$$
\begin{align*}
& \left|\omega_{t}\left(\left[m_{\beta}^{N}-m_{\beta}(t)\right] m_{\gamma}^{N}\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)\right| \leqslant \mathcal{E}_{N}(t),  \tag{43}\\
& \left|\omega_{t}\left(m_{\gamma}(t)\left[m_{\beta}^{N}-m_{\beta}(t)\right]\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)\right| \leqslant \mathcal{E}_{N}(t),  \tag{44}\\
& \left|\omega_{t}\left(\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\left[m_{\beta}^{N}-m_{\beta}(t)\right]\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)\right| \leqslant \gamma^{2}\left(\delta_{\ell}\right) \mathcal{E}_{N}(t) \tag{45}
\end{align*}
$$

with $X=\mathbb{I}, X=m_{\gamma}^{N}, X=m_{\gamma}(t)$, and $X=\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)$, respectively. Note that we have further exploited that $\left\|m_{\alpha}^{N}\right\| \leqslant 1$, and, by lemma 4 , that $\left|m_{\alpha}(t)\right| \leqslant 1$ and $\left|\Delta_{\ell}(t)\right| \leqslant \delta_{\ell}$. For terms such as (II), we exploit lemma 5 and a Cauchy-Schwarz inequality to obtain

$$
\begin{align*}
& \left|\omega_{t}\left(\left[\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\right] X\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]\right)\right| \\
& \quad \leqslant 2 \gamma\left(\delta_{\ell}\right) \gamma^{\prime}\left(\delta_{\ell}\right)\|X\| \sum_{\beta}\left|r_{\ell \beta}\right| \sqrt{\omega_{t}\left(\left[m_{\beta}^{N}-m_{\beta}(t)\right]^{2}\right)} \sqrt{\omega_{t}\left(\left[m_{\alpha}^{N}-m_{\alpha}(t)\right]^{2}\right)}  \tag{46}\\
& \quad \leqslant 2 \delta_{\ell} \gamma\left(\delta_{\ell}\right) \gamma^{\prime}\left(\delta_{\ell}\right)\|X\| \mathcal{E}_{N}(t),
\end{align*}
$$

with $\|X\|=\left\|m_{\gamma}^{N}\right\| \leqslant 1$. As a consequence, we can derive

$$
\begin{equation*}
\left|D_{t}^{\alpha, I}\right| \leqslant \frac{C_{0}}{2} \mathcal{E}_{N}(t)+\frac{2 C_{L}}{N}, \tag{47}
\end{equation*}
$$

with

$$
C_{0}=2\left(d^{2} A+d^{4} 2 B+q d^{2} M\left[\gamma^{2}(\delta)+2 \delta \gamma(\delta) \gamma^{\prime}(\delta)\right]\right)
$$

where $A \equiv \max _{\alpha, \gamma}\left|A_{\alpha, \gamma}\right|, \quad B \equiv \max _{\alpha, \beta, \gamma}\left|B_{\alpha \beta \gamma}\right|, \quad M \equiv \max _{\ell, \alpha, \gamma}\left|M_{\ell \alpha}^{\gamma}\right|, \quad \delta \equiv \max _{\ell} \delta_{\ell}$, and, recalling the definitions

$$
\gamma(z):=\sum_{k=0}^{\infty}\left|c_{\ell}^{k}\right||z|^{k}<\infty, \quad \gamma^{\prime}(z):=\sum_{k=1}^{\infty} k\left|c_{\ell}^{k}\right||z|^{k-1}<\infty
$$

we have $\gamma(\delta) \geqslant \gamma\left(\delta_{\ell}\right), \gamma^{\prime}(\delta) \geqslant \gamma^{\prime}\left(\delta_{\ell}\right)$ for all $\ell$. Therefore, for the time derivative $D_{t}$, it is

$$
\begin{equation*}
\left|D_{t}\right| \leqslant 2 \sum_{\alpha=1}^{d^{2}}\left|D_{t}^{\alpha, I}\right|+\left|\omega_{t}(P)\right| \leqslant C_{1} \mathcal{E}_{N}(t)+\frac{C_{2}}{N}, \tag{48}
\end{equation*}
$$

where $C_{1}=d^{2} C_{0}$ and $C_{2}=d^{2}\left(C_{P}+4 C_{L}\right)$.
As a result, the time derivative of the cost function can be bounded by

$$
\begin{equation*}
\dot{\mathcal{E}}_{N}(t) \leqslant\left|\dot{\mathcal{E}}_{\mathrm{N}}(t)\right| \leqslant C_{1} \mathcal{E}_{\mathrm{N}}(t)+\frac{C_{2}}{N} . \tag{49}
\end{equation*}
$$

Before moving forward, it is worth noticing that the strategy adopted to show the validity of the mean-field equation (21) employs the quantity $\mathcal{E}_{N}(t)$, which is a cost function measuring the difference between the actual evolution of average operators and the prediction from equation (21). As shown in theorem 1, the bound of such a cost function allows us to conclude the correctness of the mean-field treatment in the thermodynamic limit, provided that $\lim _{N \rightarrow \infty} \mathcal{E}_{N}(0)=0$. In addition, one can enforce the latter condition for large but finite system size, by setting $\mathcal{E}_{N}(0) \sim 1 / N$, which is the case for typical initial states such as product states or states with short-range correlations. As a result, we obtain a general error bound for employing the mean-field treatment at finite system size. This reads

$$
\mathcal{E}_{N}(t) \sim \frac{e^{C_{1} t}}{N},
$$

implying that the error bound grows exponentially in time, at a rate given by the constant $C_{1}$, which depends on the details of the model (see theorem 1 and appendix 'Proof of lemma 2'). Moreover, for a system of size $N$, the error bound allows one to derive a time $t^{*}$ up to which the mean-field theory is exact, within a given accuracy. Such a time diverges in the thermodynamic limit.

### 4.3. Open quantum dynamics of quasi-local operators

In this section, we show how the exactness of the mean-field equations can be exploited to derive the effective dynamical generator which implements the time evolution of any quasi-local operator in the thermodynamic limit.

Let us consider the following time-dependent Lindblad generator

$$
\begin{equation*}
\tilde{\mathcal{L}}_{t}[\cdot]=i[\tilde{H}, \cdot]+\sum_{\ell} \Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}[\cdot], \tag{50}
\end{equation*}
$$

where $\mathcal{D}_{\alpha}^{\text {Loc }}$ is the dissipator introduced in equation (16), $\Delta_{\ell}(t)$ is the linear combination of mean-field variables

$$
\Delta_{\ell}(t)=\sum_{\alpha} r_{\ell \alpha} m_{\alpha}(t),
$$

and the Hamiltonian is given by

$$
\tilde{H}=\sum_{k=1}^{N} \sum_{\alpha=1}^{d^{2}} \epsilon_{\alpha} v_{\alpha}^{(k)}+\sum_{k=1}^{N} \sum_{\alpha, \beta=1}^{d^{2}} h_{\alpha \beta}\left(m_{\alpha}(t) v_{\beta}^{(k)}+m_{\beta}(t) v_{\alpha}^{(k)}\right) .
$$

Such a Lindblad operator is well-defined for any time $t$ since the variables $m_{\alpha}(t)$ are well-defined due to lemma 4.

Through this generator, we can define the (time-ordered) dynamical map $\Lambda_{t, s}^{N}[\cdot]$ such that

$$
\frac{d}{\mathrm{~d} t} \Lambda_{t, s}^{N}[\cdot]=\Lambda_{t, s}^{N} \circ \tilde{\mathcal{L}}_{t}[\cdot], \quad \text { and } \quad \frac{d}{d s} \Lambda_{t, s}^{N}[\cdot]=-\tilde{\mathcal{L}}_{s} \circ \Lambda_{t, s}^{N}[\cdot] .
$$

Moreover, since this generator acts independently on the different particles, we also have that if an operator $O$ has support only on certain sites, then also $\Lambda_{t, s}^{N}[O]$ will have support on the same sites.

As we shall prove in the following Theorem, the generator $\tilde{\mathcal{L}}_{t}$ is in fact the generator of the dynamics of any quasi-local observable, or operator, of the system, in the thermodynamic limit. This generator is thus valid for any operator in $\mathcal{A}$ and any sufficiently clustering state $\omega$ (see definition 1). Moreover, we note that the restriction of the state $\omega$ to a single particle or to a finite number of particles can be represented by a density matrix $\rho$. If the latter is in product form over the considered particles at the initial time, the structure of the generator $\tilde{\mathcal{L}}_{t}$, which acts separately on the different particles, guarantees that the time-evolved state $\rho_{t}$ for the finite set of particles considered will remain in product form for all times, in the thermodynamic limit. This is another way in which the validity of the mean-field approach can be understood, see e.g. the discussion in [23] where a closed many-body system is considered. Our observation here thus confirms that such an approach based on the study of the single-particle, or few-particle, reduced density matrix is in fact equivalent to the approach adopted in this work, which focuses on average operators as well as on quasi-local ones.

Theorem 2. The time evolution implemented by $\mathcal{L}_{N}$ converges, in the weak operator topology for the quasi-local algebra, to the time evolution implemented by the time-dependent generator $\tilde{\mathcal{L}}_{t}$ through the map $\Lambda_{t, 0}^{N}$. That is,

$$
\lim _{N \rightarrow \infty} \omega\left(A^{\dagger} e^{t \mathcal{L}_{N}}[O] B\right)=\lim _{N \rightarrow \infty} \omega\left(A^{\dagger} \Lambda_{t, 0}^{N}[O] B\right)
$$

for all $A, B, O \in \mathcal{A}$ and any $t<\infty$.
Proof. In order to keep a compact notation, we define

$$
\omega^{A^{\dagger} B}(O):=\omega\left(A^{\dagger} O B\right),
$$

and consider the difference

$$
I_{O}=\omega^{A^{\dagger} B}\left(e^{t_{\mathcal{L}}}[O]\right)-\omega^{A^{\dagger} B}\left(\Lambda_{t, 0}^{N}[O]\right) .
$$

Let us first consider the case in which $O$ is strictly local and thus supported only on a finite number of sites. This means that there exists $k_{\text {min }} \leqslant k_{\max }$ such that $\left(k_{\max }<\infty\right)$

$$
\left[v_{\alpha}^{(k)}, O\right]=0, \forall v_{\alpha}
$$

whenever $k<k_{\min }$ or $k>k_{\max }$. The support of the operator then has length $N_{O}=k_{\max }-k_{\min }+1$. Since we focus here on the limit $N \rightarrow \infty$ we consider always $N>k_{\max }$.

We now start with the actual proof. The quantity $I_{O}$ can be written as

$$
I_{O}=\omega^{A^{\dagger} B}\left(\int_{0}^{t} \mathrm{~d} s \frac{d}{\mathrm{~d} s}\left[e^{s \mathcal{L}_{N}} \circ \Lambda_{t, s}^{N}[O]\right]\right) .
$$

Calculating explicitly the derivative we find

$$
\begin{equation*}
I_{O}=\int_{0}^{t} \mathrm{~d} s \omega^{A^{\dagger} B}\left(e^{s \mathcal{L}_{N}} \circ\left[\mathcal{L}_{N}-\tilde{\mathcal{L}}_{s}\right] \circ \Lambda_{t, s}^{N}[O]\right) . \tag{51}
\end{equation*}
$$

Now, let us define $O_{t, s}=\Lambda_{t, s}^{N}[O]$. This is an operator which has the same support of $O$, that is thus finite. Calculating the action of $\mathcal{L}_{N}$ on $O_{t, s}$ we find that

$$
\begin{align*}
\mathcal{L}_{N}\left[O_{t, s}\right]= & i \sum_{\alpha} \epsilon_{\alpha} \sum_{k=k_{\min }}^{k_{\max }}\left[v_{\alpha}^{(k)}, O_{t, s}\right] \\
& +i \sum_{\alpha \beta} h_{\alpha, \beta}\left(m_{\alpha}^{N} \sum_{k=k_{\min }}^{k_{\max }}\left[v_{\beta}^{(k)}, O_{t, s}\right]+\sum_{k=k_{\min }}^{k_{\max }}\left[v_{\alpha}^{(k)}, O_{t, s}\right] m_{\beta}^{N}\right)  \tag{52}\\
& +\sum_{\ell} \Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}\left[O_{t, s}\right]+O(N),
\end{align*}
$$

where the $O(N)$ takes into account the difference between the dissipative part of the original Lindblad and its local action modulated by the operator-valued rate which converges to zero in norm in the thermodynamic limit (cf lemma 2). With this, we can also calculate the difference between the action of the two generators appearing in equation (51). This is equivalent to

$$
\begin{align*}
\mathcal{L}_{N}\left[O_{t, s}\right]-\tilde{\mathcal{L}}_{s}\left[O_{t, s}\right]= & i \sum_{\alpha \beta} h_{\alpha \beta}\left(m_{\alpha}^{N}-m_{\alpha}(s)\right) \sum_{k=k_{\text {min }}}^{k_{\max }}\left[v_{\beta}^{(k)}, O_{t, s}\right] \\
& +i \sum_{\alpha \beta} h_{\alpha \beta} \sum_{k=k_{\min }}^{k_{\max }}\left[v_{\alpha}^{(k)}, O_{t, s}\right]\left(m_{\beta}^{N}-m_{\beta}(s)\right)  \tag{53}\\
& +\sum_{\ell}\left(\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(s)\right)\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}\left[O_{t, s}\right]+O(N) .
\end{align*}
$$

Now, we plug this back into the expression for $I_{O}$. We find

$$
\begin{align*}
I_{O}= & \int_{0}^{t} \mathrm{~d} s \omega^{A^{\dagger} B}\left(e^{s \mathcal{L}_{N}}\left[i \sum_{\alpha \beta} h_{\alpha \beta}\left(m_{\alpha}^{N}-m_{\alpha}(s)\right) \sum_{k=k_{\min }}^{k_{\max }}\left[v_{\beta}^{(k)}, O_{t, s}\right]\right]\right) \\
& +\int_{0}^{t} \mathrm{~d} s \omega^{A^{\dagger} B}\left(e^{s \mathcal{L}_{N}}\left[i \sum_{\alpha \beta} h_{\alpha \beta} \sum_{k=k_{\min }}^{k_{\max }}\left[v_{\alpha}^{(k)}, O_{t, s}\right]\left(m_{\beta}^{N}-m_{\beta}(s)\right)\right]\right)  \tag{54}\\
& +\int_{0}^{t} \mathrm{~d} s \omega^{A^{\dagger} B}\left(e^{s \mathcal{L}_{N}}\left[\sum_{\ell}\left(\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(s)\right)\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}\left[O_{t, s}\right]\right)\right. \\
& +\int_{0}^{t} \mathrm{~d} s \omega^{A^{\dagger} B}\left(e^{s \mathcal{L}_{N}}[O(N)]\right) .
\end{align*}
$$

The last term of the above sum, which we call $I_{O}^{4}$ is easy to treat since $O(N)$ tends to zero in norm, and thus have $\left|I_{O}^{4}\right| \leqslant\|A\|\|B\|\|O(N)\|$. The other terms need more care. Let us start with the first one, which we call $I_{O}^{1}$. Denoting

$$
O_{t, s}^{\alpha}=\sum_{k=k_{\min }}^{k_{\max }}\left[v_{\alpha}^{(k)}, O_{t, s}\right],
$$

we can write

$$
I_{O}^{1}=i \sum_{\alpha, \beta} h_{\alpha \beta} \int_{0}^{t} \mathrm{~d} s \omega^{A^{\dagger} B}\left(e^{s \mathcal{S}_{N}}\left[\left(m_{\alpha}^{N}-m_{\alpha}(s)\right) O_{t, s}^{\beta}\right]\right) .
$$

Using lemma 6 proved in the appendix (see also [28]) we can write

$$
\begin{align*}
\left|I_{O}^{1}\right| & \leqslant d^{4} h_{\max } \int_{0}^{t} \mathrm{~d} s\left|\omega^{A^{\dagger} B}\left(e^{\mathcal{L}_{N}}\left[\left(m_{\alpha}^{N}-m_{\alpha}(s)\right) O_{t, s}^{\beta}\right]\right)\right|  \tag{55}\\
& \leqslant d^{4} h_{\max } 2 N_{O}\|B\|\left\|v_{\beta}\right\|\|O\| \int_{0}^{t} \mathrm{~d} s \sqrt{\omega^{A^{\dagger} A}\left(e^{\mathcal{L}_{N}}\left[\left(m_{\alpha}^{N}-m_{\alpha}(s)\right)^{2}\right]\right)}
\end{align*}
$$

where we defined $h_{\max }=\max _{\alpha, \beta} h_{\alpha \beta}$, and we further used that

$$
\left\|O_{t, s}^{\beta}\right\| \leqslant 2 N_{O}\left\|v_{\beta}\right\|\|O\| .
$$

Let us consider the term inside the square root. We can define a state obtained from $\omega$ through $A$ as

$$
\tilde{\omega}^{A^{\dagger} A}(X):=\frac{\omega\left(A^{\dagger} X A\right)}{\omega\left(A^{\dagger} A\right)}
$$

The state $\tilde{\omega}^{A^{\dagger} A}$ is also clustering in the sense of definition 1 , as long as $\omega$ is clustering and $A$ is quasi-local. We thus have

$$
\omega^{A^{\dagger} A}\left(e^{s \mathcal{L}_{N}}\left[\left(m_{\alpha}^{N}-m_{\alpha}(s)\right)^{2}\right]\right)=\omega\left(A^{\dagger} A\right) \tilde{\omega}^{A^{\dagger} A}\left(e^{s \mathcal{L}_{N}}\left[\left(m_{\alpha}^{N}-m_{\alpha}(s)\right)^{2}\right]\right)
$$

As done in theorem 1, we can define for the state $\tilde{\omega}^{A^{\dagger} A}$ the cost function

$$
\mathcal{E}_{N}^{A}(t)=\sum_{\alpha} \tilde{\omega}^{A^{\dagger} A}\left(e^{t \mathcal{L}_{N}}\left[\left(m_{\alpha}^{N}-m_{\alpha}(t)\right)^{2}\right]\right) .
$$

Repeating all the steps in the proof of the theorem for this new cost function we find that

$$
\mathcal{E}_{N}^{A}(t) \leqslant e^{t C_{1}} \mathcal{E}_{N}^{A}(0)+\frac{1}{N} \frac{C_{2}}{C_{1}}\left(e^{C_{1} t}-1\right)
$$

The second term on the right-hand side goes to zero in the large $N$ limit. The first one also goes to zero since the state $\tilde{\omega}^{A}$ is clustering, in the sense that

$$
\tilde{\omega}^{A^{\dagger} A}\left(\left[m_{\alpha}^{N}-m_{\alpha}(0)\right]^{2}\right) \rightarrow 0
$$

for $N \rightarrow \infty$. This can be seen by considering that average operators commute with quasi-local operators so that

$$
\lim _{N \rightarrow \infty} \tilde{\omega}^{A^{\dagger} A}\left(\left[m_{\alpha}^{N}-m_{\alpha}(0)\right]^{2}\right)=\frac{1}{\omega\left(A^{\dagger} A\right)} \lim _{N \rightarrow \infty} \omega\left(A^{\dagger} A\left[m_{\alpha}^{N}-m_{\alpha}(0)\right]^{2}\right) .
$$

Using appropriately the Cauchy-Schwarz inequality, we then find

$$
\lim _{N \rightarrow \infty} \tilde{\omega}^{A^{\dagger} A}\left(\left[m_{\alpha}^{N}-m_{\alpha}(0)\right]^{2}\right) \leqslant 2\|A\|^{2} \lim _{N \rightarrow \infty} \sqrt{\omega\left(\left[m_{\alpha}^{N}-m_{\alpha}(0)\right]^{2}\right)}
$$

where we used $\left\|m_{\alpha}^{N}-m_{\alpha}(0)\right\| \leqslant 2$. By assumption on the state $\omega$, the right-hand side of the above inequality goes to zero. All together this shows that

$$
\lim _{N \rightarrow \infty}\left|I_{O}^{1}\right|=2 d^{4} h_{\max } N_{O}\|B\|\left\|v_{\beta}\right\|\|O\| \omega\left(A^{\dagger} A\right) \lim _{N \rightarrow \infty} \int_{0}^{t} \mathrm{~d} s \sqrt{\mathcal{E}_{N}^{A}(s)}=0
$$

The second term in equation (54), which we call $I_{O}^{2}$, can be treated exactly in the same way as above, so that we are left with the third term $I_{O}^{3}$. For the sake of clarity, we have

$$
I_{O}^{3}=\sum_{\ell} \int_{0}^{t} \mathrm{~d} s \omega^{A^{\dagger} B}\left(e^{s \mathcal{L}_{N}}\left[\left(\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(s)\right)\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}\left[O_{t, s}\right]\right]\right)
$$

and exploiting lemma 5 we immediately find

$$
\begin{aligned}
\left|I_{O}^{3}\right| \leqslant & 2 \sum_{\ell, \beta}\left|r_{\ell \beta}\right| \gamma_{\ell}\left(\delta_{\ell}\right) \gamma_{\ell}^{\prime}\left(\delta_{\ell}\right) \sqrt{\omega\left(B^{\dagger} B\right)}\left\|\mathcal{D}_{\ell}^{\mathrm{Loc}}\left[O_{t, s}\right]\right\| \\
& \times \int_{0}^{t} \mathrm{~d} s \sqrt{\omega^{A^{\dagger} A}\left(e^{s \mathcal{L}_{N}}\left[\left(m_{\beta}^{N}-m_{\beta}(s)\right)^{2}\right]\right)} .
\end{aligned}
$$

Note that $\left\|\mathcal{D}_{\ell}^{\mathrm{Loc}}\left[O_{t, s}\right]\right\|$ remains finite since the operator $O_{t, s}$ has local support. Now, looking at the square root inside the integral and recalling the discussion used to show that the term $I_{O}^{1}$ converges to zero, we can show that also $I_{O}^{3}$ is vanishing in the $N \rightarrow \infty$ limit.

Collecting all these results together, we have shown that

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left|I_{O}\right|=\lim _{N \rightarrow \infty}\left(\left|I_{O}^{1}\right|+\left|I_{O}^{2}\right|+\left|I_{O}^{3}\right|+\left|I_{O}^{4}\right|\right)=0 \tag{56}
\end{equation*}
$$

which concludes the proof of the theorem for any operator $O$ with strictly local support.
To extend this result to the case of any operator $O$ of the quasi-local algebra $\mathcal{A}$, we proceed as follows. First, we observe that any quasi-local operator $O$ can be approximated with arbitrary accuracy by an operator with local support. This means that for any $\varepsilon>0$, we can always find an operator $O_{\varepsilon}$, such that

$$
\left\|O-O_{\varepsilon}\right\| \leqslant \varepsilon
$$

Then, we consider again the quantity $I_{O}$ and rewrite it as

$$
\begin{align*}
I_{O} & =\omega^{A^{\dagger} B}\left(e^{t \mathcal{L}_{N}}[O]\right)-\omega^{A^{\dagger} B}\left(\Lambda_{t, 0}^{N}[O]\right) \\
& =\omega^{A^{\dagger} B}\left(e^{t \mathcal{L}_{N}}\left[O-O_{\varepsilon}\right]\right)-\omega^{A^{\dagger} B}\left(\Lambda_{t, 0}^{N}\left[O-O_{\varepsilon}\right]\right)+I_{O_{\varepsilon}} . \tag{57}
\end{align*}
$$

Since $e^{t \mathcal{L}_{N}}$ and $\Lambda_{t, 0}^{N}$ are both contractions, the first two terms are bounded by $\|A\|\|B\|\left\|O-O_{\varepsilon}\right\|$. As such we have

$$
\left|I_{O}\right| \leqslant 2\|A\|\|B\| \varepsilon+\left|I_{O_{\varepsilon}}\right| .
$$

Now, we chose $\varepsilon$ such that $\varepsilon=\chi /(4\|A\|\|B\|)$. Moreover, due to the result for operators with strictly local support summarized by equation (56), given any $\chi>0$ there exists a $\tilde{N}$ such that for any $N>\tilde{N}$ we have

$$
\left|I_{O_{\varepsilon}}\right|<\frac{\chi}{2} .
$$

With these considerations, we can thus say that $\forall \chi>0$ there exists a $\tilde{N}$ such that $\forall N>\tilde{N}$ we have

$$
\left|I_{O}\right|<\chi,
$$

which is nothing but the definition of the limit appearing in the theorem.

## 5. Application to quantum Hopfield-type neural networks (NNs)

### 5.1. Quantum Hopfield-type NNs

In this section, we apply our results to open quantum generalizations of Hopfield-type models. These systems origin within the field of classical NNs. They are fundamental models realizing associative memory behavior [62], i.e. they are capable of retrieving complete information from corrupted data, following a learning rule. A paradigmatic instance of associative memory is the so-called HNN [37], that we will consider in the following. The HNN is a classical spin network featuring all-to-all interactions [62, 63], described by the energy function $E=-\frac{1}{2} \sum_{i \neq j=1}^{N} w_{i j} \sigma_{z}^{(i)} \sigma_{z}^{(j)}$, where $N$ is the number of spins and $\sigma_{z}^{(i)}$ are classical Ising spins. The interaction couplings, $w_{i j}$, are chosen in such a way that a set of $p$ spin configurations, $\left\{\xi_{i}^{\mu}\right\}_{i=1, \ldots, N}$ for $\mu=1,2, \ldots p$, can be stored and retrieved by the system which corresponds to the patterns being the minima of the energy function. The different spin configurations $\left\{\xi_{i}^{\mu}\right\}_{i}$ can represent patterns, such as images or letters of an alphabet. Among the different learning rules, widely known is the Hebb's prescription, that sets $w_{i j}=\frac{1}{N} \sum_{\mu=1}^{p} \xi_{i}^{\mu} \xi_{j}^{\mu}$.

In practice, for what concerns theoretical investigations on these models, the patterns can be chosen to be generated by independent identically distributed (i.i.d.) random variables that can assume the values $\xi_{i}^{\mu}= \pm 1$. For $p / N \ll 1$, the spin configurations which have minimal energy are those in which all spins are
aligned with the patterns. The retrieval mechanism emerges when endowing the HNN with a Glauber thermal single spin-flip dynamics with inverse bath-temperature $\beta^{-1}$ [49].

Quantum generalizations of HNNs have been introduced in [42, 44] to embed these systems into the more general framework of open quantum Markovian evolution defined by equations (10)-(12) and to investigate the impact on quantum effects on their retrieval dynamics. Here, the system is described in terms of $N$ spin-1/2 particles, undergoing a Markovian evolution with jump operators

$$
\begin{equation*}
J_{ \pm}^{(k)}=\sigma_{ \pm}^{(k)} \Gamma_{ \pm}^{\mathrm{HN}}\left(\Delta E_{k}\right), \quad \Gamma_{ \pm}^{\mathrm{HN}}\left(\Delta E_{k}\right)=\frac{e^{ \pm \frac{\beta}{2} \Delta E_{k}}}{\sqrt{2 \cosh \left(\beta \Delta E_{k}\right)}}, \tag{58}
\end{equation*}
$$

where

$$
\Delta E_{k}=\frac{1}{N} \sum_{\mu=1}^{p} \xi_{k}^{\mu} \sum_{j \neq k} \xi_{j}^{\mu} \sigma_{z}^{(j)}
$$

represents the energy difference associated with the configuration before and after the transition. We note that this operator quantifies the energy change associated with a spin-flip at site $j$. It is thus not a simple multiple of the identity but rather a many-body operator depending on the state of all spins. It is worth noticing that the operator-valued rates $\Gamma_{\ell}^{\mathrm{HN}}\left(\Delta E_{k}\right)$ for this model do not act on the $k$ th spin and thus commute with the operator $\sigma_{\alpha}^{(k)}, \alpha= \pm$. The Hamiltonian term is chosen to be a homogeneous transverse field, $H=\Omega \sum_{i=1}^{N} \sigma_{x}^{(i)}$, and competes with the dissipative HNN dynamics. In the thermodynamic limit and for $p / N \ll 1$, the quantum model has been analyzed via the dynamical evolution of some macroscopic quantities. In fact, under a mean-field approximation, i.e. neglecting correlations among average operators, the retrieval properties of quantum HNNs in the parameter regimes $(\Omega, \beta)$ have been characterized [42]. It was shown that for large temperatures quantum HNNs display a so-called paramagnetic (disordered) phase, for which pattern retrieval is not possible. For small temperatures and for sufficiently small values of the transverse-field strength, the system shows instead a ferromagnetic phase and can operate as an associative memory. Interestingly, for large values of $\Omega$ a quantum retrieval phase can be observed, characterized by a limit-cycle regime in which the state of the system features a nonzero overlap with one of the patterns. However, while a mean-field theory holds true for the classical HNN, no exact proof is known for quantum generalizations of the model. We will now show that theorems 1 and 2 apply to these cases.

Before proceeding, we introduce the quantity

$$
\Delta E=\frac{1}{N} \sum_{\mu} \xi_{k}^{\mu} \sum_{j} \xi_{j}^{\mu} \sigma_{z}^{(j)}
$$

together with the operator-valued rates

$$
\begin{equation*}
\Gamma_{ \pm}^{\mathrm{HN}}(\Delta E) \equiv \frac{e^{ \pm \frac{\beta}{2} \Delta E}}{\sqrt{2 \cosh (\beta \Delta E)}} . \tag{59}
\end{equation*}
$$

The difference between these rates and the ones defined in equation (58) is that the former also account for the self-energy contribution, i.e. the sum involves all sites. In the following, we will show that replacing the operator-valued rates (58) with the ones defined by (59), i.e. replacing $\Delta E_{k}$ with $\Delta E$, yields the same equation of motions in the thermodynamic limit. Nonetheless, the representation of the system dynamics via (59) is more closely related to the results we presented above.

### 5.2. Exactness of the mean-field approach

It is worth noticing that the operator valued rates equations (58) and (59) do not satisfy assumption 1. Indeed, while given a real number $x,(\cosh (\beta x))^{-1 / 2}$ is a real analytic function, the function $(\cosh (\beta z))^{-1 / 2}$, with $z$ complex is not an entire function. This means that there is no power series for $(\cosh (\beta x))^{-1 / 2}$, centered in $x=0$ which has an infinite radius of convergence. Clearly, as we also mentioned just after assumption 1 , requiring that the operator-value rate functions admit a power series with infinite radius of convergence is a strong requirement which is not strictly necessary for our treatment. In fact, looking back at our proof of the theorems, we see that in order to exploit our theorems, the operator-valued functions $\Gamma_{\ell}$ must possess two fundamental requirements: i) they must obey an equivalent of lemma 1 , i.e. they must commute with local or average operators up to terms which must converge, in norm, to zero sufficiently fast with $N$ and ii) they must obey an equivalent of lemma 5 , i.e. their convergence to their mean-field
counterpart must be dominated by the (quadratic) convergence of average operators to their mean-field counterpart. As we show below, these requirements are satisfied by the rates in equations (58) and (59).

As we deal with a system of spin- $1 / 2$ particles, we consider as a basis of the single-particle algebra $M_{2}(\mathbb{C})$ the Pauli operators $\sigma_{x, y, z}^{(k)}$ and the identity. Since the rates are proportional to $\sigma_{z}$ at the different sites, we have $\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E), \sigma_{z}^{(k)}\right]=0 \forall i=1, \ldots, N$ and $\ell= \pm$. To show that these rates obey lemma 1 , we thus need to evaluate the norm of the commutator $\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E), \sigma_{+}^{(k)}\right]$. For doing this, we notice that $\sigma_{+}^{(k)} \Gamma_{\ell}^{\mathrm{HN}}(\Delta E)=$ $\Gamma_{\ell}^{\mathrm{HN}}\left(\Delta E-c \sigma_{z}^{(k)}\right) \sigma_{+}^{(k)}$, where $|c| \leqslant 2 p / N$, since we have $\left|w_{i j}\right| \leqslant p / N$. Therefore, we can write

$$
\begin{equation*}
\left\|\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E), \sigma_{+}^{(k)}\right]\right\| \leqslant\left\|\Gamma_{\ell}^{\mathrm{HN}}(\Delta E)-\Gamma_{\ell}^{\mathrm{HN}}\left(\Delta E-c \sigma_{z}^{(k)}\right)\right\| . \tag{60}
\end{equation*}
$$

It is straightforward to check that given two real values $x, y$, one has

$$
\begin{align*}
\Gamma_{ \pm}^{\mathrm{HN}}(x)-\Gamma_{ \pm}^{\mathrm{HN}}(y)= & \frac{e^{ \pm \frac{\beta x}{2}}[\cosh (y)-\cosh (x)]}{\sqrt{\cosh (x) \cosh (y)}[\sqrt{2 \cosh (y)}+\sqrt{2 \cosh (x)}]}  \tag{61}\\
& +\frac{e^{ \pm \frac{\beta x}{2}}-e^{ \pm \frac{\beta y}{2}}}{\sqrt{2 \cosh (y)}},
\end{align*}
$$

which shows that the difference between the functions can be bounded by the sum of the difference between two entire functions multiplied by bounded terms (since $\Delta E$ only has finite eigenvalues). As such, in the right hand side of equation (60) we can expand the entire functions in their Taylor series (with infinite radius of convergence), and noticing that the difference between the arguments of the two functions is of order $1 / N$, one can find a suitable constant $C_{\sigma}$ such that

$$
\left\|\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E), \sigma_{+}^{(k)}\right]\right\| \leqslant \frac{C_{\sigma}}{N} .
$$

The same result holds for $\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E), \sigma_{-}^{(k)}\right]$. Therefore, for any single-site operator we have that $\left\|\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E), x^{(k)}\right]\right\| \sim 1 / N$ and thus also for average operators for which we have

$$
\begin{equation*}
\left\|\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E), X_{N}\right]\right\| \leqslant 2 x_{\max } \frac{C_{\sigma}}{N} \tag{62}
\end{equation*}
$$

where $x_{\text {max }}$ is the modulus of the matrix element of $x$ with largest absolute value. We further note that, since the Pauli matrices $\sigma_{ \pm}, \sigma_{z}$ form a basis for the single-site algebra, any local operator $O$ can be written as a finite linear combination of products of Pauli matrices solely acting non-trivially on the support of $O$. Using our results on single-site operators and the linearity of the commutator we can thus find a bound for any strictly local operator $O \in \mathcal{A}$.

We now consider the double commutator $\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E),\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E), \sigma_{\alpha}^{(k)}\right]\right]$. Clearly this vanishes when considering $\sigma_{\alpha}=\sigma_{z}$ or equal to the identity. When focusing on $\sigma_{+}^{(k)}$, we have by direct computation,

$$
\begin{equation*}
\left.\left\|\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E),\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E), \sigma_{+}^{(k)}\right]\right]\right\| \leqslant \| \Gamma_{\ell}^{\mathrm{HN}}(\Delta E)-\Gamma_{\ell}^{\mathrm{HN}}\left(\Delta E-c \sigma_{z}^{(k)}\right)\right] \|^{2}, \tag{63}
\end{equation*}
$$

which, because of the argument above, is of order $1 / N^{2}$. We thus find

$$
\begin{equation*}
\left\|\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E),\left[\Gamma_{\ell}^{\mathrm{HN}}(\Delta E), X_{N}\right]\right]\right\| \leqslant 2 x_{\max } \frac{C_{\sigma}^{2}}{N^{2}} \tag{64}
\end{equation*}
$$

An analogous result can be obtained again for strictly local operators. The results in equation (62) and in equation (64) can then be directly employed to show the validity of an equivalent of lemma 2 for the operator-valued rates describing the quantum Hopfield NN. Indeed, by proceeding according to the proof of the above mentioned Lemma, and exploiting the specific form of the jump operators as defined by equation (59), we find

$$
\begin{equation*}
\left\|\mathcal{D}_{\ell}\left[x_{k}\right]-\Gamma_{\ell}^{\mathrm{HN} 2}(\Delta E) \mathcal{D}_{\ell}^{\mathrm{Loc}}\left[x_{k}\right]\right\| \leqslant \frac{x_{\max }}{N} \Gamma\left(3 C_{\sigma}+C_{\sigma}^{2}\right), \tag{65}
\end{equation*}
$$

where $\Gamma$ is the norm of the operator-valued rate $\Gamma_{\ell}^{\mathrm{HN}}(\Delta E)$.
One can check that the operator-valued rate defined by equation (58) obeys the same bounds shown above. Hence, when considering $\Gamma_{\ell}^{\mathrm{HN}}\left(\Delta E_{i}\right)$, and identifying with $\tilde{\mathcal{D}}_{\ell}[\cdot]$ the corresponding dissipator, we get

$$
\begin{equation*}
\left\|\tilde{\mathcal{D}}_{\ell}\left[x_{k}\right]-\Gamma_{\ell}^{\mathrm{HN} 2}\left(\Delta E_{i}\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}\left[x_{k}\right]\right\| \leqslant \frac{x_{\max }}{N} \Gamma\left(3 C_{\sigma}+C_{\sigma}^{2}\right) . \tag{66}
\end{equation*}
$$

At this point, we can show that in the thermodynamic limit the operator-valued rates (58) and (59) give rise to the same equations of motions. To this end, let us consider the difference

$$
\begin{align*}
D & =\left\|\mathcal{D}_{\ell}\left[x_{h}\right]-\tilde{\mathcal{D}}_{\ell}\left[x_{h}\right]\right\|  \tag{67}\\
& =\left\|\left(\left(\Gamma_{\ell}^{\mathrm{HN}}(\Delta E)\right)^{2}-\left(\Gamma_{\ell}^{\mathrm{HN}}\left(\Delta E_{k}\right)\right)^{2}\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}\left[x_{h}\right]+L_{1}+L_{2}\right\|,
\end{align*}
$$

where $L_{1}$ and $L_{2}$ follow the bounds as given by equations (65) and (66), respectively. Let us then focus on the norm of the remaining term. Noticing that $\Delta E_{k}=\Delta E-\frac{c}{2} \sigma_{z}^{(k)}$, we consider the difference

$$
\begin{align*}
& \left(\left(\Gamma_{\ell}^{\mathrm{HN}}(\Delta E)\right)^{2}-\left(\Gamma_{\ell}^{\mathrm{HN}}\left(\Delta E-\frac{c}{2} \sigma_{z}^{(k)}\right)\right)^{2}\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}\left[x_{h}\right]  \tag{68}\\
& \quad=\left(e^{\ell \beta \Delta E} \cosh \left(\ell \beta \Delta E-\frac{c}{2} \sigma_{z}^{(k)}\right)-e^{\ell \beta\left(\Delta E-\frac{c}{2} \sigma_{z}^{(k)}\right)} \cosh (\ell \beta \Delta E)\right) W
\end{align*}
$$

where $W=\mathcal{D}_{\ell}^{\mathrm{Loc}}\left[x_{k}\right] /\left(2 \cosh (\beta \Delta E) \cosh \left(\beta \Delta E_{k}\right)\right)$ is a norm-bounded operator. We can thus focus on the norm

$$
\begin{align*}
& \left\|e^{\ell \beta \Delta E} \cosh \left(\ell \beta \Delta E-\frac{c}{2} \sigma_{z}^{(k)}\right)-e^{\ell \beta\left(\Delta E-\frac{c}{2} \sigma_{z}^{(k)}\right)} \cosh (\ell \beta \Delta E)\right\| \\
& \quad \leqslant\left\|\sinh \left(\beta c \sigma_{z}^{(k)} / 2\right)\right\| \leqslant \sum_{n=0}^{\infty} \frac{1}{(2 n+1)!}(\beta p)^{(2 n+1)} \frac{1}{N^{(2 n+1)}}  \tag{69}\\
& \quad \leqslant \frac{1}{N} \sum_{n=0}^{\infty} \frac{1}{(2 n+1)!}(\beta p)^{(2 n+1)} \leqslant \frac{1}{N} \sinh (\beta p)
\end{align*}
$$

having exploited the convergence of the series $\sum_{n} \frac{1}{(2 n+1)!}|b|^{n}<\infty, \forall b \in \mathbb{R}$. As a result, we derive

$$
\begin{equation*}
\left\|\mathcal{D}_{\ell}\left[x_{h}\right]-\tilde{\mathcal{D}}_{\ell}\left[x_{h}\right]\right\| \leqslant \frac{1}{N}\left[\sinh (\beta p)\|W\|+2 x_{\max } \Gamma\left(3 C_{\sigma}+C_{\sigma}^{2}\right)\right] \tag{70}
\end{equation*}
$$

We now explicitly show that the operator-valued rates in equation (59) can be written as a linear combination of suitable average operators. To this end, we perform a mapping [31] (see figure 2) on the all-to-all classical energy function

$$
\begin{equation*}
E=-\frac{1}{2} \sum_{i, j} w_{i j} \sigma_{z}^{(i)} \sigma_{z}^{(j)}=-\frac{1}{2 N} \sum_{\mu=1}^{p}\left(\sum_{i=1}^{N} \xi_{i}^{\mu} \sigma_{z}^{(i)}\right)^{2} \tag{71}
\end{equation*}
$$

where the expression of $w_{i j}$ in terms of the patterns $\xi_{i}^{\mu}$ has been written. We will now reorder the $p$ rows of the patterns $\left(\xi_{1}^{\mu}, \ldots, \xi_{N}^{\mu}\right)$, each one corresponding to a $\left\{\sigma_{z}^{(i)}\right\}_{i=1, \ldots, N}$ spin configuration. The first pattern, $\xi_{i}^{1}$ takes the values $\pm 1$ at random positions. We relabel the spins as follows: the ones for which $\xi_{j}^{1}=+1$ are taken to the left, and the remaining ones, for which $\xi_{j}^{1}=-1$, to the right, as shown in figure 2 . Thus, there exists $\tilde{h}$ such that $\xi_{h}^{1}=1$ for $h \leqslant \tilde{h}$, and $\xi_{h}^{1}=-1$ otherwise. Next, we consider the second pattern, $\xi_{i}^{2}$. In the subset corresponding to $\xi_{h}^{1}=1$ we relabel the spins such that $\xi_{i}^{2}=1$ are moved to the left, and $\xi_{i}^{2}=-1$ are moved to the right. The same is done for the subset corresponding to $\xi_{h}^{1}=-1$. This procedure can be repeated up to the last pattern. For large $N$, such a mapping yields $2^{p}$ subset of spins, pictorially illustrated in figure 2, each one described by macroscopic spin operators, that interact among each other. In the following, we will denote these subsets as $\Lambda_{k}, k=1, \ldots, 2^{p}$. Furthermore, being $\xi_{i}^{\mu}$ i.i.d. random variables, and so long as $N \gg 1$, each pattern $\left(\xi_{1}^{\mu}, \ldots, \xi_{N}^{\mu}\right)$ contains, at leading order, an equal number of +1 and -1 . Thus each one of the $2^{p}$ subsets has at leading order the same number of spins, $N_{\mathrm{s}}=N / 2^{p}$ (assuming that $N / 2^{p}$ is an integer number). Under this mapping, the energy function reads

$$
\begin{equation*}
E=-\frac{1}{2} \sum_{h, k=1}^{2^{p} N_{s}} \tilde{w}_{h k} S_{z}^{(h)} S_{z}^{(k)}=-\frac{1}{2^{p+1} N_{\mathrm{s}}} \sum_{\mu=1}^{p}\left(\sum_{h=1}^{2^{p}} f_{h}^{\mu} S_{z}^{(h)}\right)^{2}, \tag{72}
\end{equation*}
$$

which describes the interaction between large-spin operators $S_{z}^{(h)}$, where $S_{\alpha}^{(h)}=\sum_{i \in \Lambda_{h}} \sigma_{\alpha}^{(i)}$ is defined by the sum of spin- $1 / 2$ operators belonging to the $h$ th subset $\Lambda_{h}$. The coefficients $f_{h}^{\mu}$ (cf figure 2), which can assume the values $\pm 1$, represent the pattern values for spins in the subset $\Lambda_{h}$. Most notably, they enter the definition


Figure 2. Sketch of the mapping to large spins. Example of the mapping discussed in the main text for $N=8$ spins and $p=2$ patterns. Each of the variables $\xi_{i}^{\mu}$ composing the patterns can assume either the value +1 or the value -1 . The first step of the mapping consists in permuting the spins in a way that, after the transformation, the first pattern has all $\xi_{i}^{1}=+1$ appearing before the $\xi_{i}^{1}=-1$. This reshuffles also the structure of the second pattern. In the second step, we permute the spins inside the two sub-blocks identified by the transformed first pattern $\xi_{i}^{1}$. Spins are reordered in such a way that the second pattern $\xi_{i}^{2}$ has the values +1 appearing before the values -1 in each of the sub-block identified by the first pattern. This procedure generates $2^{p}$ subsets of spins $\Lambda_{k}$ (which for large $N$ form large-spin subsystems), such that if $m, n \in \Lambda_{k}$, then $\xi_{m}^{\mu}=\xi_{n}^{\mu}=f_{k}^{\mu}, \forall \mu$. Here, the function $f_{k}^{\mu}$ is a representation of the pattern $\xi_{i}^{\mu}$ in terms of the subsets $\Lambda_{k}$.
of $\tilde{w}_{h k}=\frac{1}{2^{p}} \sum_{\mu=1}^{p} f_{h}^{\mu} f_{k}^{\mu}$, which specifies the interaction coupling between the $k$ th and $h$ th large spins. Furthermore, when considering the set of spin $1 / 2$ belonging to the set $\Lambda_{k}$, the operator $\Delta E$ becomes

$$
\begin{equation*}
\Delta E_{\Lambda_{k}}^{N_{s}}=\frac{1}{N_{\mathrm{s}}} \sum_{h=1}^{2^{p}} \tilde{w}_{h k} S_{z}^{(h)}=\sum_{h=1}^{2^{p}} \tilde{w}_{h k} m_{z, h}^{N_{\mathrm{s}}} \tag{73}
\end{equation*}
$$

where we introduced the average magnetization operator

$$
\begin{equation*}
m_{\alpha, k}^{N_{\mathrm{s}}} \equiv \frac{S_{\alpha}^{(k)}}{N_{\mathrm{s}}} \tag{74}
\end{equation*}
$$

for $\alpha=x, y, z$, and $k=1, \ldots, 2^{p}$. The mapping clarifies how to derive the average operator description that we have employed for deriving a mean field description.

We will now conclude and show that theorem 1 can be applied in this case. To this end, we recall that we have recovered the result of lemmas 1 and 2 (with lemmas 3 and 4 being actually independent of assumption 1). Hence, we need only to verify that an equivalent of lemma 5 holds true. It is sufficient to write

$$
\begin{align*}
& \Gamma_{\ell}^{\mathrm{HN} 2}\left(\Delta E_{\Lambda_{k}}^{N_{s}}\right)-\Gamma_{\ell}^{\mathrm{HN} 2}\left(\Delta E_{\Lambda_{k}}(t)\right) \\
&=\frac{e^{\ell \beta \Delta E_{\Lambda_{k}}^{N_{s}}} \cosh \left(\beta \Delta E_{\Lambda_{k}}(t)\right)-e^{\ell \beta \Delta E_{\Lambda_{k}}(t)} \cosh \left(\beta \Delta E_{\Lambda_{k}}^{N_{s}}\right)}{2 \cosh \left(\beta \Delta E_{\Lambda_{k}}^{N_{s}}\right) \cosh \left(\beta \Delta E_{\Lambda_{k}}(t)\right)}  \tag{75}\\
& \quad= \sinh \left(\ell \beta\left(\Delta E_{\Lambda_{k}}^{N_{s}}-\Delta E_{\Lambda_{k}}(t)\right)\right) \frac{1}{2 \cosh \left(\beta \Delta E_{\Lambda_{k}}^{N_{s}}\right) \cosh \left(\beta \Delta E_{\Lambda_{k}}(t)\right)} \\
& \quad=\sum_{h} \tilde{w}_{h k}\left(m_{z, h}^{N_{s}}-m_{z, h}(t)\right) Q_{k},
\end{align*}
$$

i.e. the difference of the operator-valued rates evaluated on averaged operator $\Delta E^{N_{s}}$ and on the linear combination of mean-field variables $\Delta E(t)$, is dominated by an entire function, $\sinh (\cdot)$ times a norm-bounded one. The power series expansion of the former is employed, and all the norm-bounded, remaining part is kept in $Q_{k}$, that reads

$$
\begin{equation*}
Q_{k}=R \sum_{n=0}^{\infty} \frac{1}{(2 n+1)!}(\ell \beta)^{2 n+1}\left(\sum_{h} \tilde{w}_{h k}\left(m_{z, h}^{N_{s}}-m_{z, h}(t)\right)\right)^{2 n} \tag{76}
\end{equation*}
$$

where $R=1 /\left(2 \cosh \left(\beta \Delta E_{\Lambda_{k}}^{N_{s}}\right) \cosh \left(\beta \Delta E_{\Lambda_{k}}(t)\right)\right)$. Thus the norm of $Q_{k}$ can be bounded as

$$
\begin{align*}
\left\|Q_{k}\right\| & =\|R\|\left\|\sum_{n=0}^{\infty} \frac{1}{(2 n+1)!}(\ell \beta)^{2 n+1}\left(\sum_{h} \tilde{w}_{h k}\left(m_{z, h}^{N_{s}}-m_{z, h}(t)\right)\right)^{2 n}\right\| \\
& \leqslant\|R\| \sum_{n=0}^{\infty} \frac{1}{(2 n+1)!} \beta^{(2 n+1)}\left(\sum_{h} 2\left|\tilde{w}_{h k}\right|\right)^{2 n}  \tag{77}\\
& \leqslant \frac{\|R\|}{2 \delta_{E_{\Lambda_{k}}}} \sum_{n=0}^{\infty} \frac{1}{(2 n+1)!}\left(2 \beta \delta_{E_{\Lambda_{k}}}\right)^{2 n+1}=\frac{\|R\|}{2 \delta_{E_{\Lambda_{k}}}} \sinh \left(2 \beta \delta_{E_{\Lambda_{k}}}\right),
\end{align*}
$$

having exploited $\left\|\Delta E_{\Lambda_{k}}\right\| \leqslant \sum_{h}\left|\tilde{w}_{h k}\right| \equiv \delta_{E_{\Lambda_{k}}}$. In this way, the proof of the lemma can be retraced, yielding

$$
\begin{align*}
& \omega\left(A^{\dagger} e^{t \mathcal{F}_{N}}\left[\left(\Gamma_{\ell}^{2}\left(\Delta E_{\Lambda_{k}^{N_{s}}}\right)-\Gamma_{\ell}^{2}\left(\Delta E_{\Lambda_{k}}(t)\right)\right) X\right] B\right) \mid \\
& \quad \leqslant C\|X\| \sum_{h}\left|\tilde{w}_{h k}\right| \sqrt{\omega\left(A^{\dagger} e^{t \mathcal{L}_{N}}\left[\left(m_{z, h}^{N_{s}}-m_{z, h}(t)\right)^{2}\right] A\right)} \sqrt{\omega\left(B^{\dagger} B\right)}, \tag{78}
\end{align*}
$$

with $C=\|R\| \sinh \left(2 \beta \delta_{E_{\Lambda_{k}}}\right) /\left(2 \delta_{E_{\Lambda_{k}}}\right)$. As such, theorem 1 can be applied. Using also the results on the commutator of the rates with local operators, theorem 2 can be proved as well for the quantum generalization of the HNN dynamics.

## 6. Conclusions

In this manuscript we considered many-body open quantum systems that evolve under a dynamical generator written in Lindblad form. We introduced the dissipative part of the latter as a generalization of classical stochastic dynamical generators where single-site transitions occur at a rate that depends on collective properties of the system itself. In the quantum setting, these are represented by operator-valued functions, $\Gamma$, assumed to be (real) analytic functions of average operators. We then added the coherent part of the dynamics by means of a single-particle Hamiltonian and an all-to-all two-body interacting Hamiltonian. Firstly we showed that, for large system size, the dissipative map on strictly local and average operators acts as a local dissipative map, weighted by the square of the operator-valued rates (lemma 2). We then moved forward to analyze the dynamics of average operators in terms of their Heisenberg equations. In fact, theorem 1 shows that the latter are exactly given by the mean-field equations of motions (given by factorizing expectation values of operators) in the thermodynamic limit. This is our second main result. Thirdly, we focused on the dynamics of quasi-local operators. Here, starting from the exactness of the mean-field equations, we derived the effective dynamical generator which provides their dynamics, in the thermodynamic limit (theorem 2). Finally, we showed the relevance of this results for the class of open quantum-Hopfield models in the limit of large system size and vanishing storage-capacity.

It would be interesting to modify our approach in order to investigate a more general form of Lindblad operators, e.g. including non-Markovian effects in the form of time-dependent rates. It is worth noticing that our derivation and our proofs remain, in principle, valid in these cases. Secondly, it would be interesting to understand whether our approach can be modified to deal with models going beyond a collective all-to-all coupling Hamiltonian or permutation-invariant models, i.e. to deal with models with spatially-dependent interaction. For instance, one could consider a translation-invariant Hamiltonian with two-body interactions and a generic translation-invariant dissipator, such as those emerging in the presence of light-mediated interactions (see, e.g. [64]), and develop an approach to these models by analyzing the dynamical behavior of a suitable (possibly infinite) set of average operators defined in Fourier space. In contrast to all-to-all coupling models, where only the zero Fourier modes are relevant, translation-invariant systems require the consideration of all modes.
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## Appendix. Lemmata

## Proof of lemma 1

Lemma 1. If the function $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$ obeys assumption 1, then

$$
\begin{aligned}
& \text { i) }\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]\right\| \leqslant \frac{2 N_{O}}{N}\|O\| \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right) \\
& \text { ii) }\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), X_{N}\right]\right\| \leqslant \frac{2}{N}\|x\| \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right) \\
& \text { iii) }\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right),\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]\right]\right\| \leqslant \frac{4 N_{O}^{2}}{N^{2}}\|O\| \delta_{\ell}^{2}\left[\gamma^{\prime}\left(\delta_{\ell}\right)\right]^{2} \\
& \text { iv) }\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right),\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), X_{N}\right]\right]\right\| \leqslant \frac{4}{N^{2}}\|x\| \delta_{\ell}^{2}\left[\gamma^{\prime}\left(\delta_{\ell}\right)\right]^{2}
\end{aligned}
$$

with $O$ being any operator with strictly local support, $N_{O}$ the length of such support, and $X_{N}$ any average operator as defined in equation (2).

Proof. Given an operator $O$ which is supported only on a finite number of sites, we can always find two integer numbers $k_{\min } \leqslant k_{\max }<\infty$ defining its support. In particular, $k_{\min }$ is the largest number for which

$$
\left[v_{\alpha}^{(k)}, O\right]=0, \quad \forall v_{\alpha}
$$

whenever $k<k_{\min }$. The integer number $k_{\max }$ is instead the smallest one for which

$$
\left[v_{\alpha}^{(k)}, O\right]=0, \quad \forall v_{\alpha}
$$

for all $k>k_{\max }$. We then say that the operator $O$ has support which extends from site $k_{\min }$ to site $k_{\max }$ and that $N_{O}=k_{\max }-k_{\min }+1$ is the length, or extension, of its support.

With this observation we can proceed with the proof of $i$ ). This is done by directly evaluating the commutator. We have that

$$
\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]=\sum_{n=0}^{\infty} c_{\ell}^{n}\left[\left(\Delta_{N}^{\ell}\right)^{n}, O\right]=\sum_{n=0}^{\infty} c_{\ell}^{n} \sum_{j=0}^{n-1}\left(\Delta_{N}^{\ell}\right)^{j}\left[\Delta_{N}^{\ell}, O\right]\left(\Delta_{N}^{\ell}\right)^{n-1-j}
$$

Next we evaluate the commutator of $\Delta_{N}^{\ell}$ and the local operator $O$. This gives

$$
\left[\Delta_{N}^{\ell}, O\right]=\frac{1}{N} \sum_{k=1}^{N}\left[\sum_{\alpha=1}^{d^{2}} r_{\ell \alpha} v_{\alpha}^{(k)}, O\right]
$$

Because of the locality of the operator $O$, we further find

$$
\left[\Delta_{N}^{\ell}, O\right]=\frac{1}{N} \sum_{k=k_{\min }}^{k_{\max }}\left[\sum_{\alpha=1}^{d^{2}} r_{\ell \alpha} v_{\alpha}^{(k)}, O\right]
$$

We then define the operator $O^{\ell}:=\left[\Delta_{N}^{\ell}, O\right]$ which, because of the above observation, is a local operator supported on the same sites of $O$ and with norm

$$
\left\|O^{\ell}\right\| \leqslant \frac{2 N_{O}}{N}\|O\| \delta_{\ell}
$$

where $\delta_{\ell}$ is defined by equation (14). Plugging back this information in the commutator $i$ ) and taking appropriate norm bounds (recall that $\left\|\Delta_{N}^{\ell}\right\| \leqslant \delta_{\ell}$ ) we have

$$
\begin{equation*}
\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]\right\| \leqslant \frac{2 N_{O}}{N}\|O\| \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right) \tag{A.1}
\end{equation*}
$$

where the quantity $\gamma^{\prime}\left(\delta_{\ell}\right)$ is defined as the series

$$
\gamma^{\prime}\left(\delta_{\ell}\right)=\sum_{n=0}^{\infty}\left|c_{\ell}^{n}\right| n \delta_{\ell}^{n-1}<\infty
$$

The relation in equation (A.1) is exactly relation $i$ ) reported in the Lemma.
We now prove iii) using some of the previous results. Considering the commutator in $i$ ) we have already shown that

$$
\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]=\sum_{n=0}^{\infty} c_{\ell}^{n} \sum_{j=0}^{n-1}\left(\Delta_{N}^{\ell}\right)^{j} O^{\ell}\left(\Delta_{N}^{\ell}\right)^{n-1-j}
$$

Now, to prove $i i i)$ we need to consider a further commutator with $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$. Using the power series definition of $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$, the double commutator can be written as

$$
\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right),\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]\right]=\sum_{n, n^{\prime}=1}^{\infty} c_{\ell}^{n} c_{\ell}^{n^{\prime}} \sum_{j=0}^{n-1}\left(\Delta_{N}^{\ell}\right)^{j}\left[\sum_{i=0}^{n^{\prime}-1}\left(\Delta_{N}^{\ell}\right)^{i}\left[\Delta_{N}^{\ell}, O^{\ell}\right]\left(\Delta_{N}^{\ell}\right)^{n^{\prime}-1-i}\right]\left(\Delta_{N}^{\ell}\right)^{n-1-j}
$$

Now we focus on the operator $O^{\ell \ell}:=\left[\Delta_{N}^{\ell}, O^{\ell}\right]$. Expanding $\Delta_{N}^{\ell}$, we can write

$$
O^{\ell \ell}=\frac{1}{N} \sum_{k=1}^{N}\left[\sum_{\alpha=1}^{d^{2}} r_{\ell \alpha} v_{\alpha}^{(k)}, O^{\ell}\right]=\frac{1}{N} \sum_{k=k_{\min }}^{k_{\max }}\left[\sum_{\alpha=1}^{d^{2}} r_{\ell \alpha} v_{\alpha}^{(k)}, O^{\ell}\right],
$$

where in the second equality we used the fact that $O^{\ell}$ is a strictly local operator with same support as $O$. This shows that

$$
\left\|O^{\ell \ell}\right\| \leqslant \frac{2 N_{O}}{N}\left\|O^{\ell}\right\| \delta_{\ell} \leqslant \frac{4 N_{O}^{2}}{N^{2}}\|O\| \delta_{\ell}^{2}
$$

which we can use to find the bound in $i i i$ )

$$
\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right),\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]\right]\right\| \leqslant \frac{4 N_{O}^{2}}{N^{2}}\|O\| \delta_{\ell}^{2}\left[\gamma^{\prime}\left(\delta_{\ell}\right)\right]^{2}
$$

Now, we can straightforwardly prove relation $i i$ ) and $i v$ ) using $i$ ) and $i i i$ ). For $i i$ ) we consider that

$$
\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), X_{N}\right]\right\| \leqslant \frac{1}{N} \sum_{k=0}^{N}\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), x^{(k)}\right]\right\|
$$

Now, the norm of the commutator on the right-hand side does not really depend on $k$ due to the permutation invariance of the operator $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$ so that we have

$$
\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), X_{N}\right]\right\| \leqslant\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), x^{(k)}\right]\right\| .
$$

We can exploit the result of $i$ ), noticing that $x^{(k)}$ is a local operator with support equal to $N_{x^{(k)}}=1$, to find

$$
\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), X_{N}\right]\right\| \leqslant \frac{2}{N}\|x\| \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right)
$$

We can proceed in a similar way for $i v)$. Indeed, we have

$$
\begin{aligned}
\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right),\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), X_{N}\right]\right]\right\| & \leqslant \frac{1}{N} \sum_{k=1}^{N}\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right),\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), x^{(k)}\right]\right]\right\| \\
& \leqslant\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right),\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), x^{(k)}\right]\right]\right\|
\end{aligned}
$$

and since $x^{(k)}$ is local, exploiting $\left.i i i\right)$ we can conclude that

$$
\left\|\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right),\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), X_{N}\right]\right]\right\| \leqslant \frac{4}{N^{2}}\|x\| \delta_{\ell}^{2}\left[\gamma^{\prime}\left(\delta_{\ell}\right)\right]^{2}
$$

Proof of lemma 2
Lemma 2. The maps $\mathcal{D}_{\ell}$ defined by equations (11) and (12) with functions $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$ obeying assumption 1 are such that

$$
\begin{aligned}
& \left\|\mathcal{D}_{\ell}[O]-\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}[O]\right\| \leqslant \frac{C_{O}}{N} \\
& \left\|\mathcal{D}_{\ell}\left[X_{N}\right]-\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}\left[X_{N}\right]\right\| \leqslant \frac{C_{x}}{N}
\end{aligned}
$$

with

$$
\begin{equation*}
\mathcal{D}_{\ell}^{\mathrm{Loc}}[A]=\frac{1}{2} \sum_{k=1}^{N}\left(\left[j_{\ell}^{\dagger(k)}, A\right] j_{\ell}^{(k)}+j_{\ell}^{\dagger(k)}\left[A, j_{\ell}^{(k)}\right]\right) \tag{A.2}
\end{equation*}
$$

and $C_{O}, C_{x}$ appropriate $N$ independent constants. In the above expression, $O$ is any local operator with support on a finite number of sites, $N_{O}$ is the extension of its support, and $X_{N}$ an average operator of the single-particle operator $x$ as defined in equation (2)

Proof. To prove the Lemma, we start considering an operator $O$ with local support, extended over $N_{O}$ sites, and compute the action of $\mathcal{D}_{\ell}$ on it. We have

$$
\mathcal{D}_{\ell}[O]=\frac{1}{2} \sum_{k=1}^{N}\left(\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) j_{\ell}^{\dagger(k)}, O\right] j_{\ell}^{(k)} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)+\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) j_{\ell}^{\dagger(k)}\left[O, j_{\ell}^{(k)} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right]\right)
$$

Using that $[A B, C]=A[B, C]+[A, C] B$, we rewrite this as

$$
\begin{align*}
\mathcal{D}_{\ell}[O]= & \frac{1}{2} \sum_{k=1}^{N}\left(\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\left[j_{\ell}^{\dagger(k)}, O\right] j_{\ell}^{(k)} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)+\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) j_{\ell}^{\dagger(k)}\left[O, j_{\ell}^{(k)}\right] \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right)  \tag{A.3}\\
& +\frac{1}{2} \sum_{k=1}^{N}\left(\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right] j_{\ell}^{\dagger(k)} j_{\ell}^{(k)} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)+\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\left[O, \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right]\right) .
\end{align*}
$$

Let us start considering the first term on the right-hand side, which we call $D_{1}$. Due to the locality of $O$, we can truncate the sum to $k_{\min }$ and $k_{\max }$ which define the support of $O$. That is,

$$
D_{1}=\frac{1}{2} \sum_{k=k_{\min }}^{k_{\max }}\left(\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\left[j_{\ell}^{\dagger(k)}, O\right] j_{\ell}^{(k)} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)+\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) j_{\ell}^{\dagger(k)}\left[O, j_{\ell}^{(k)}\right] \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right)
$$

Now, we define the following operators

$$
\tilde{O}_{1}=\frac{1}{2} \sum_{k=k_{\min }}^{k_{\max }}\left[j_{\ell}^{\dagger(k)}, O\right] j_{\ell}^{(k)}, \quad \tilde{O}_{2}=\frac{1}{2} \sum_{k=k_{\min }}^{k_{\max }} j_{\ell}^{\dagger(k)}\left[O, j_{\ell}^{(k)}\right]
$$

which are local, have the same support of $O$, and are such that $\left\|\tilde{O}_{1 / 2}\right\| \leqslant N_{O}\|O\|\left\|j_{\ell}\right\|^{2}$. Through such operators we write

$$
\begin{align*}
D_{1} & =\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) \tilde{O}_{1} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)+\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) \tilde{O}_{2} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) \\
& =\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)\left(\tilde{O}_{1}+\tilde{O}_{2}\right)+\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\left(\left[\tilde{O}_{1}, \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right]+\left[\tilde{O}_{2}, \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right]\right) \tag{A.4}
\end{align*}
$$

Now, it is important to note that $\tilde{O}_{1}+\tilde{O}_{2}=\mathcal{D}_{\ell}^{\mathrm{Loc}}[O]$ and thus that

$$
D_{1}=\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}[O]+\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\left(\left[\tilde{O}_{1}, \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right]+\left[\tilde{O}_{2}, \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right]\right)
$$

The first term on the right-hand side, which we call $D_{11}$ is already the term which we expect the quantity $\mathcal{D}_{\ell}[O]$ to converge to. We thus have to show that the rest, i.e. the second term in $D_{1}$ and the second term on the right hand side of the equation (A.3), is vanishingly small in the large $N$ limit. For what concerns the second term in equation (A.4), which we call $D_{12}$, using relation $i$ ) in lemma 1 , we find

$$
\left\|D_{12}\right\|=\left\|\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\left(\left[\tilde{O}_{1}, \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right]+\left[\tilde{O}_{2}, \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right]\right)\right\| \leqslant 4 \gamma\left(\delta_{\ell}\right) \frac{N_{O}^{2}}{N} \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right)\|O\|\left\|j_{\ell}\right\|^{2}
$$

We are thus left with the second term in equation (A.3). This is given by

$$
\begin{align*}
D_{2}= & \frac{1}{2} \sum_{k=1}^{N}\left(\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right] j_{\ell}^{\dagger(k)} j_{\ell}^{(k)} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]\right) \\
= & \frac{1}{2} \sum_{k=1}^{N}\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]\left[j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}, \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right]  \tag{A.5}\\
& +\frac{1}{2} \sum_{k=1}^{N}\left(\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right] \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}-\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]\right) .
\end{align*}
$$

Looking at the above equation, we split $D_{2}$ into two parts. We have

$$
\begin{align*}
D_{21} & =\frac{1}{2} \sum_{k=1}^{N}\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]\left[j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}, \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right], \\
D_{22} & =\frac{1}{2} \sum_{k=1}^{N}\left[\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right], \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\right] . \tag{A.6}
\end{align*}
$$

Using lemma 1, we have that

$$
\left\|D_{21}\right\| \leqslant \sum_{k=1}^{N} \frac{2 N_{O}}{N^{2}}\|O\| \delta_{\ell}^{2}\left[\gamma^{\prime}\left(\delta_{\ell}\right)\right]^{2}\left\|j_{\ell}\right\|^{2} \leqslant \frac{2 N_{O}}{N}\|O\| \delta_{\ell}^{2}\left[\gamma^{\prime}\left(\delta_{\ell}\right)\right]^{2}\left\|j_{\ell}\right\|^{2}
$$

Next we focus on $D_{22}$. We can write it as

$$
D_{22}=\frac{1}{2} \sum_{k=1}^{N}\left[\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right], \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right] j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}+\frac{1}{2} \sum_{k=1}^{N} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\left[\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right], j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\right] .
$$

Due to lemma 1, the first term above, which we call $D_{221}$, is bounded by

$$
\left\|D_{221}\right\|=\left\|\frac{1}{2} \sum_{k=1}^{N}\left[\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right], \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)\right] j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\right\| \leqslant \frac{2 N_{O}^{2}}{N}\|O\| \delta_{\ell}^{2}\left[\gamma^{\prime}\left(\delta_{\ell}\right)\right]^{2}\left\|j_{\ell}\right\|^{2} .
$$

For the second term of $D_{22}$, which we call $D_{222}$, we use that (see proof of lemma 1)

$$
\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right]=\sum_{n=0}^{\infty} c_{\ell}^{n} \sum_{i=0}^{n-1}\left(\Delta_{N}^{\ell}\right)^{i} O^{\ell}\left(\Delta_{N}^{\ell}\right)^{n-1-i},
$$

with

$$
O^{\ell}=\left[\Delta_{N}^{\ell}, O\right]=\frac{1}{N} \sum_{k=k_{\min }}^{k_{\max }}\left[\sum_{\alpha=1}^{d^{2}} r_{\ell \alpha} v_{\alpha}^{(k)}\right]
$$

Because of this, we have that

$$
\left[\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right), O\right], j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\right]=\sum_{n=0}^{\infty} c_{\ell}^{n} \sum_{i=0}^{n-1}\left[\left(\Delta_{N}^{\ell}\right)^{i} O^{\ell}\left(\Delta_{N}^{\ell}\right)^{n-1-i}, j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\right]
$$

and thus

$$
\begin{align*}
D_{222}= & \frac{1}{2} \sum_{k=1}^{N} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) \sum_{n=0}^{\infty} \sum_{i=0}^{n-1} c_{\ell}^{n}\left(\left[\left(\Delta_{N}^{\ell}\right)^{i}, j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\right] O^{\ell}\left(\Delta_{N}^{\ell}\right)^{n-1-i}\right) \\
& +\frac{1}{2} \sum_{k=1}^{N} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) \sum_{n=0}^{\infty} \sum_{i=0}^{n-1} c_{\ell}^{n}\left(\left(\Delta_{N}^{\ell}\right)^{i}\left[O^{\ell}, j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\right]\left(\Delta_{N}^{\ell}\right)^{n-1-i}\right)  \tag{A.7}\\
& +\frac{1}{2} \sum_{k=1}^{N} \Gamma_{\ell}\left(\Delta_{N}^{\ell}\right) \sum_{n=0}^{\infty} \sum_{i=0}^{n-1} c_{\ell}^{n}\left(\left(\Delta_{N}^{\ell}\right)^{i} O^{\ell}\left[\left(\Delta_{N}^{\ell}\right)^{n-1-i}, j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\right]\right) .
\end{align*}
$$

We note that

$$
\left\|\left[\left(\Delta_{N}^{\ell}\right)^{n}, j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\right]\right\| \leqslant \frac{2}{N} n \delta_{\ell}^{n}\left\|j_{\ell}\right\|^{2}
$$

and that

$$
\left\|\left[O^{\ell}, j_{\ell}^{\dagger(k)} j_{\ell}^{(k)}\right]\right\| \leqslant \frac{4 N_{O}}{N} \delta_{\ell}\|O\|\left\|j_{\ell}\right\|^{2}, \quad \text { if } \quad k \in\left[k_{\min }, k_{\max }\right]
$$

or $\left\|\left[O^{\ell}, j_{\ell}^{\dagger}(k) j_{\ell}^{(k)}\right]\right\|=0$ otherwise.
Diving into three terms, $D_{222}^{\prime}, D_{222}^{\prime \prime}, D_{222}^{\prime \prime}$, the three terms appearing in equation (A.7), through the above bounds we find

$$
\begin{align*}
\left\|D_{222}^{\prime}\right\| & \leqslant \frac{N \gamma\left(\delta_{\ell}\right)}{2} \sum_{n=0}^{\infty} \sum_{i=0}^{n-1}\left|c_{\ell}^{n}\right| \frac{2}{N} i \delta_{\ell}^{n-1}\left\|j_{\ell}\right\|^{2} \frac{2 N_{O}}{N}\|O\| \delta_{\ell} \\
& \leqslant \frac{2 N_{O} \gamma\left(\delta_{\ell}\right)}{N}\left\|j_{\ell}\right\|^{2}\|O\| \delta_{\ell}^{2} \sum_{n=0}^{\infty}\left|c_{\ell}^{n}\right| n^{2} \delta_{\ell}^{n-2} \\
& =\frac{2 N_{O} \gamma\left(\delta_{\ell}\right)}{N}\left\|j_{\ell}\right\|^{2}\|O\| \delta_{\ell}^{2} \gamma^{\prime \prime}\left(\delta_{\ell}\right) \tag{A.8}
\end{align*}
$$

as well as

$$
\begin{align*}
\left\|D_{222}^{\prime \prime}\right\| & \leqslant \frac{N_{O} \gamma\left(\delta_{\ell}\right)}{2} \sum_{n=0}^{\infty}\left|c_{\ell}^{n}\right| \delta_{\ell}^{n-1}(n-1) \frac{4 N_{O}}{N} \delta_{\ell}\|O\|\left\|j_{\ell}\right\|^{2} \\
& \leqslant \frac{2 N_{O}^{2} \gamma\left(\delta_{\ell}\right)}{N}\left\|j_{\ell}\right\|^{2} \delta_{\ell}\|O\| \gamma^{\prime}\left(\delta_{\ell}\right) \tag{A.9}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|D_{222}^{\prime \prime \prime}\right\| \leqslant \frac{2 N_{O} \gamma\left(\delta_{\ell}\right)}{N}\left\|j_{\ell}\right\|^{2} \delta_{\ell}^{2}\|O\| \gamma^{\prime \prime}\left(\delta_{\ell}\right) \tag{A.10}
\end{equation*}
$$

just like for $D_{222}^{\prime}$.
With all of these bounds, we can now prove the first part of the Lemma. We have

$$
\mathcal{D}_{\ell}[O]=D_{11}+D_{12}+D_{21}+D_{221}+D_{222}^{\prime}+D_{222}^{\prime \prime}+D_{222}^{\prime \prime \prime}
$$

from which we find

$$
\left\|\mathcal{D}_{\ell}[O]-D_{11}\right\| \leqslant \frac{C_{O}}{N}
$$

where $C_{O}$ is an N -independent constant obtained by combining all of the above bounds, and reads

$$
C_{O}=2 N_{O}\|O\|\left\|j_{\ell}\right\|^{2}\left\{\delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right)\left[\delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right)\left(1+N_{O}\right)+3 N_{O} \gamma\left(\delta_{\ell}\right)\right]+2 \gamma\left(\delta_{\ell}\right) \delta_{\ell}^{2} \gamma^{\prime \prime}\left(\delta_{\ell}\right)\right\}
$$

Now, considering that

$$
\mathcal{D}_{\ell}\left[X_{N}\right]=\frac{1}{N} \sum_{k=1}^{N} \mathcal{D}_{\ell}\left[x^{(k)}\right],
$$

we find

$$
\left\|\frac{1}{N} \sum_{k=1}^{N}\left(\mathcal{D}_{\ell}\left[x^{(k)}\right]-\mathcal{D}_{\ell}^{\mathrm{Loc}}\left[x^{(k)}\right]\right)\right\| \leqslant\left\|\mathcal{D}_{\ell}\left[x^{(k)}\right]-\mathcal{D}_{\ell}^{\mathrm{Loc}}\left[x^{(k)}\right]\right\| \leqslant \frac{C_{x^{(k)}}}{N},
$$

where $C_{x^{(k)}}$ is an $N$-independent constant reading

$$
C_{x^{(k)}}=2\|x\|\left\|j_{\ell}\right\|^{2}\left\{\left[2 \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right)+3 \gamma\left(\delta_{\ell}\right)\right] \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right)+2 \gamma\left(\delta_{\ell}\right) \delta_{\ell}^{2} \gamma^{\prime \prime}\left(\delta_{\ell}\right)\right\} .
$$

## Proof of lemma 3

Lemma 3. Given the generator $\mathcal{L}_{N}$ specified by equations (9)-(12), with functions $\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)$ obeying assumption 1, we have that

$$
\left\|\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]-f_{\alpha}\left(\vec{m}^{N}\right)\right\| \leqslant \frac{C_{L}}{N}
$$

where

$$
\begin{aligned}
& f_{\alpha}\left(\vec{m}^{N}\right)=i \sum_{\beta=1}^{d^{2}} A_{\alpha \beta} m_{\beta}^{N}+i \sum_{\beta, \gamma=1}^{d^{2}} B_{\alpha \beta \gamma} m_{\beta}^{N} m_{\gamma}^{N}+\sum_{\ell=1}^{q} \sum_{\beta=1}^{d^{2}} M_{\ell \alpha}^{\beta} \Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right) m_{\beta}^{N} \\
& A_{\alpha \beta}=\sum_{\beta^{\prime}} \epsilon_{\beta^{\prime}} a_{\beta^{\prime} \alpha}^{\beta} \quad B_{\alpha \beta \gamma}=\sum_{\beta^{\prime}} a_{\beta^{\prime} \alpha}^{\gamma}\left(h_{\beta \beta^{\prime}}+h_{\beta^{\prime} \beta}\right)
\end{aligned}
$$

$M$ is a real matrix, such that the action of $\mathcal{D}_{\ell}^{\mathrm{Loc}}[\cdot]$ on an element of the single-site operator basis $v_{\alpha}^{(k)}$ reads

$$
\mathcal{D}_{\ell}^{\mathrm{Loc}}\left[v_{\alpha}^{(k)}\right]=\sum_{\beta=1}^{d^{2}} M_{\ell \alpha}^{\beta} v_{\beta}^{(k)},
$$

and $C_{L}$ is an $N$ independent constant.
Proof. The proof of this lemma simply requires the calculation of the action of the Lindblad generator on $m_{\alpha}^{N}$,

$$
\mathcal{L}_{N}\left[m_{\alpha}^{N}\right]=i\left[H, m_{\alpha}^{N}\right]+\sum_{\ell=1}^{q} \mathcal{D}_{\ell}\left[m_{\alpha}^{N}\right] .
$$

The single-particle Hamiltonian contribution reads

$$
\begin{align*}
L_{1} & =i \sum_{\beta^{\prime}} \epsilon_{\beta^{\prime}} \sum_{k}\left[v_{\beta^{\prime}}^{(k)}, m_{\alpha}^{N}\right]=i \sum_{\beta^{\prime}} \epsilon_{\beta^{\prime}} \sum_{k}\left[v_{\beta^{\prime}}^{(k)}, \frac{1}{N} \sum_{k^{\prime}} v_{\alpha}^{\left(k^{\prime}\right)}\right] \\
& =i \sum_{\beta^{\prime}, \beta} \epsilon_{\beta^{\prime}} a_{\beta^{\prime} \alpha}^{\beta} \frac{1}{N} \sum_{k} v_{\beta}^{(k)}  \tag{A.11}\\
& =i \sum_{\beta^{\prime}, \beta} \epsilon_{\beta^{\prime}} a_{\beta^{\prime} \alpha}^{\beta} m_{\beta}^{N}=i \sum_{\beta=1}^{d^{2}} A_{\alpha \beta} m_{\beta}^{N}
\end{align*}
$$

The contribution of the all-to-all, two-particle interaction gives instead

$$
\begin{aligned}
L_{2} & =\frac{1}{N} \sum_{k, l} \sum_{\beta, \beta^{\prime}} h_{\beta \beta^{\prime}}\left[v_{\beta}^{(k)} v_{\beta^{\prime}}^{(l)}, \frac{1}{N} \sum_{i} v_{\alpha}^{(i)}\right] \\
& =\sum_{\gamma} \sum_{\beta, \beta^{\prime}} h_{\beta \beta^{\prime}}\left(a_{\beta^{\prime} \alpha}^{\gamma} m_{\beta}^{N} m_{\gamma}^{N}+a_{\beta \alpha}^{\gamma} m_{\gamma}^{N} m_{\beta^{\prime}}^{N}\right) \\
& =\sum_{\gamma, \beta} B_{\alpha \beta \gamma} m_{\beta}^{N} m_{\gamma}^{N}+\sum_{\gamma} \sum_{\beta, \beta^{\prime}} h_{\beta^{\prime} \beta} a_{\beta^{\prime} \alpha}^{\gamma}\left[m_{\gamma}^{N}, m_{\beta}^{N}\right] .
\end{aligned}
$$

We can see that the last term in the second line, that we will denote as $L_{22}$, has a vanishing norm in the thermodynamic limit. Indeed, it is $\left[m_{\gamma}^{N}, m_{\beta}^{N}\right]=\frac{1}{N^{2}} \sum_{k}\left[v_{\gamma}^{(k)}, v_{\beta}^{(k)}\right]=\frac{1}{N} \sum_{\eta} a_{\gamma \beta}^{\eta} m_{\eta}^{N}$, so that

$$
\begin{equation*}
\left\|L_{22}\right\| \leqslant \frac{1}{N} d^{8} h_{\max } a_{\max }^{2} \tag{A.12}
\end{equation*}
$$

where $h_{\max }=\max _{\beta, \beta^{\prime}} h_{\beta, \beta^{\prime}}$, and $a_{\max }=\max _{\alpha, \beta, \gamma} a_{\alpha \beta}^{\gamma}$. As for the dissipative term, that we denote as $L_{3}=\sum_{\ell=1}^{q} \mathcal{D}_{\ell}\left[m_{\alpha}^{N}\right]$, from lemma 2 it is

$$
\left\|L_{3}-\sum_{\ell=1}^{q} \Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}\left[m_{\alpha}^{N}\right]\right\| \leqslant q \frac{C_{v}}{N}
$$

where $C_{v}=\max _{\forall \ell}\left\{2\|j \ell\|^{2}\left[2 \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right)+3 \gamma\left(\delta_{\ell}\right)\right] \delta_{\ell} \gamma^{\prime}\left(\delta_{\ell}\right)+2 \gamma\left(\delta_{\ell}\right) \delta_{\ell}^{2} \gamma^{\prime \prime}\left(\delta_{\ell}\right)\right\}$. By considering the three contribution $L_{1,2,3}$, it is

$$
\begin{equation*}
\left\|L_{1}+L_{2}+L_{3}-f_{\alpha}\left(\vec{m}^{N}\right)\right\| \leqslant \frac{1}{N}\left(d^{8} h_{\max } a_{\max }^{2}+q C_{v}\right) \tag{A.13}
\end{equation*}
$$

from which we find $C_{L}=d^{8} h_{\max } a_{\max }^{2}+q C_{v}$.

## Proof of lemma 4

Lemma 4. The system of equation (21) with initial conditions $m_{\alpha}(0)$, defined by a quantum state $\omega$ as in equation (22), has a unique solution for $t \in[0, \infty)$. Moreover, one has

$$
\left|m_{\alpha}(t)\right| \leqslant\left\|v_{\alpha}\right\| \leqslant 1, \quad \forall t
$$

Proof. We write the system of differential equations appearing in equation (21) in a vector form as

$$
\frac{d}{\mathrm{~d} t} \vec{m}=\vec{f}(\vec{m})
$$

where $\vec{m}=\left(m_{1}, m_{2}, \ldots m_{d^{2}}\right)$ and $\vec{f}(\vec{m})=\left(f_{1}(\vec{m}), f_{2}(\vec{m}), \ldots f_{d^{2}}(\vec{m})\right)$. The initial condition for the above differential equations is given by $\vec{m}(0)$ which is obtained as the limit

$$
m_{\alpha}(0)=\lim _{N \rightarrow \infty} \omega\left(m_{\alpha}^{N}\right)
$$

The fact that the initial condition is obtained from a well-defined quantum state $\omega$ means that we have $\left|m_{\alpha}(0)\right| \leqslant 1$ for all $\alpha=1,2, \ldots d^{2}$.

The functions $f_{\alpha}(\vec{m})$ are made by polynomial terms and by the functions $\Gamma_{\alpha}$ which are continuous and differentiable by assumption. As such, we have that $\vec{f}$ is continuous and differentiable in the whole $\mathbb{R}^{d^{2}}$, i.e. $\vec{f} \in C^{1}\left(\mathbb{R}^{d^{2}}\right)$. By the fundamental existence and uniqueness theorem, we can thus conclude that the system of differential equations has a unique solution $\vec{m}(t)$ in the (right) maximal interval of existence $t \in[0, T)$, for $T>0$.

In order to show that for the above system of equations, $T=\infty$, we need to demonstrate that $\vec{m}(t)$ is contained in a compact set $K \subset \mathbb{R}^{d^{2}}$. Indeed, whenever $\vec{m}(t)$ belongs to a compact set (i.e. whenever this is bounded), one can conclude that $T=+\infty$. This is the contraposition of the statement that, whenever $T<\infty$, there must exist a time $t \in(0, T)$ such that the solution of the differential equation $\vec{m} \notin K$ with $K$ any compact set in $\mathbb{R}^{d^{2}}$ (see, e.g. theorem 3 in chapter 2 of [65]). In few words, we need to show that all the $m_{\alpha}(t)$ remain bounded.

To this end, we will compare the time evolution of the variable $m_{\alpha}$ with the time evolution of the average of the operators $v_{\alpha}$ that can be obtained through an effective dynamics. Let us thus consider the auxiliary dynamical generator (see also theorem 2 in the main text)

$$
\begin{equation*}
\tilde{\mathcal{L}}_{t}[\cdot]=i[\tilde{H}, \cdot]+\sum_{\ell} \Gamma_{\ell}^{2}\left(\Delta^{\ell}(t)\right) \mathcal{D}_{\ell}^{\mathrm{Loc}}[\cdot] \tag{A.14}
\end{equation*}
$$

where $\mathcal{D}_{\ell}^{\text {Loc }}$ is the dissipator introduced in equation (16), $\Delta_{\ell}(t)$ is the linear combination of mean-field variables

$$
\Delta_{\ell}(t)=\sum_{\beta} r_{\ell \beta} m_{\beta}(t),
$$

and

$$
\tilde{H}=\sum_{k=1}^{N} \sum_{\alpha=1}^{d^{2}} \epsilon_{\alpha} v_{\alpha}^{(k)}+\sum_{k=1}^{N} \sum_{\alpha, \beta=1}^{d^{2}} h_{\alpha \beta}\left(m_{\alpha}(t) v_{\beta}^{(k)}+m_{\beta}(t) v_{\alpha}^{(k)}\right) .
$$

Since the functions $m_{\alpha}(t)$ are well-defined in the interval $[0, T)$, the above generator is also well-defined in such interval. The above generator acts on the different single-particles separately and implements a permutation invariant dynamics. We now calculate the Heisenberg equations of motion for the single-particle observables $v_{\alpha}^{(k)}$ at a given site $k$. We find that

$$
\frac{d}{\mathrm{~d} t} v_{\mu}^{(k)}=\sum_{\nu=1}^{d^{2}} G_{\mu \nu} v_{\nu}^{(k)}
$$

where we have

$$
G_{\mu \nu}=i \sum_{\alpha=1}^{d^{2}} \epsilon_{\alpha} a_{\alpha \mu}^{\nu}+i \sum_{\alpha, \beta=1}^{d^{2}}\left(h_{\alpha \beta} m_{\alpha} a_{\beta \mu}^{\nu}+h_{\alpha \beta} m_{\beta} a_{\alpha \mu}^{\nu}\right)+\sum_{\ell=1}^{q} \Gamma_{\ell}^{2}\left(\Delta_{\ell}\right) M_{\ell \mu}^{\nu} .
$$

In the above equations, we have dropped the time dependence from all operators and mean-field variables for compactness. Taking the expectation value of the operators $v_{\mu}$ with a translation-invariant quantum state $\omega$, we find the following system of differential equations

$$
\frac{d}{\mathrm{~d} t} \omega\left(v_{\mu}\right)=\sum_{\nu=1}^{d^{2}} G_{\mu \nu} \omega\left(v_{\nu}\right)
$$

and we pick the initial state to be such that $\omega\left(v_{\mu}\right)(0)=m_{\mu}(0)$. Inspecting the structure of the functions $f_{\mu}$, it is possible to see that the mean-field equations can actually be recast as

$$
\frac{d}{\mathrm{~d} t} m_{\mu}=\sum_{\mu, \nu=1}^{d^{2}} G_{\mu \nu} m_{\nu}
$$

We thus introduce the functions $y_{\mu}=\omega\left(v_{\mu}\right)-m_{\mu}$, for which we find the following system of differential equations

$$
\frac{d}{\mathrm{~d} t} y_{\mu}=\sum_{\mu, \nu=1}^{d^{2}} G_{\mu \nu} y_{\nu}
$$

This is a system of first-order linear differential equations with time-dependent coefficients and thus, since $y_{\mu}(0)=0 \forall \mu$ by construction, we have that $y(t) \equiv 0$. This allows us to conclude that $m_{\mu}(t)=\omega\left(v_{\mu}\right)(t)$. Then, we note that $\omega\left(v_{\mu}\right)(t)=\omega\left(v_{\mu}(t)\right)$ and since the operator dynamics $v_{\mu}(t)$ is implemented by a time-dependent contractive map we have that $\left\|v_{\mu}(t)\right\| \leqslant\left\|v_{\mu}\right\|=1$, which in turns implies

$$
\left|m_{\mu}(t)\right|=\left|\omega\left(v_{\mu}\right)(t)\right| \leqslant 1 .
$$

## Proof of lemma 5

Lemma 5. The convergence of the squared operator-valued rates to the same rates computed in their mean-field scalar function is dominated by the convergence of the mean-field operator to the mean-field scalar functions, namely we have that

$$
\begin{aligned}
& \left|\omega\left(A^{\dagger} e^{t \mathcal{L}_{N}}\left[\left(\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\right) X\right] B\right)\right| \\
& \quad \leqslant C\|X\| \sum_{\alpha=1}^{d^{2}}\left|r_{\ell \alpha}\right| \sqrt{\omega\left(A^{\dagger} e^{t \mathcal{L}_{N}}\left[\left(m_{\alpha}^{N}-m_{\alpha}(t)\right)^{2}\right] A\right)} \sqrt{\omega\left(B^{\dagger} B\right)}
\end{aligned}
$$

where $C=2 \gamma\left(\delta_{\ell}\right) \gamma^{\prime}\left(\delta_{\ell}\right)$.
Proof. Let us start considering the difference inside the action of the generator. We have that

$$
\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)=\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}\left(\Delta_{\ell}(t)\right)\right]\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)+\Gamma_{\ell}\left(\Delta_{\ell}(t)\right)\right]
$$

Exploiting the power series decomposition of the function $\Gamma_{\ell}$, we can rewrite

$$
\begin{aligned}
\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}\left(\Delta_{\ell}(t)\right) & =\sum_{n=0}^{\infty} c_{\ell}^{n}\left[\left(\Delta_{N}^{\ell}\right)^{n}-\Delta_{\ell}^{n}(t)\right] \\
& =\left(\Delta_{N}^{\ell}-\Delta_{\ell}(t)\right) \sum_{n=0}^{\infty} c_{\ell}^{n} \sum_{j=0}^{n-1}\left(\Delta_{N}^{\ell}\right)^{n-j-1} \Delta_{\ell}^{j}(t)
\end{aligned}
$$

Expanding for the definition of $\Delta_{N}^{\ell}$, and $\Delta_{\ell}(t)$, we finally have

$$
\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}\left(\Delta_{\ell}(t)\right)=\sum_{\alpha} r_{\ell \alpha}\left(m_{\alpha}^{N}-m_{\alpha}(t)\right) \sum_{n=0}^{\infty} c_{\ell}^{n} \sum_{j=0}^{n-1}\left(\Delta_{N}^{\ell}\right)^{n-j-1} \Delta_{\ell}^{j}(t)
$$

Combining everything, we find

$$
\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)=\sum_{\alpha} r_{\ell \alpha}\left(m_{\alpha}^{N}-m_{\alpha}(t)\right) Q_{\ell}
$$

where

$$
Q_{\ell}=\left[\Gamma_{\ell}\left(\Delta_{N}^{\ell}\right)+\Gamma_{\ell}\left(\Delta_{\ell}(t)\right)\right] \sum_{n=0}^{\infty} c_{\ell}^{n} \sum_{j=0}^{n-1}\left(\Delta_{N}^{\ell}\right)^{n-j-1} \Delta_{\ell}^{j}(t)
$$

We can thus write

$$
\begin{aligned}
I & =\omega\left(A^{\dagger} e^{t \mathcal{L}_{N}}\left[\left(\Gamma_{\ell}^{2}\left(\Delta_{N}^{\ell}\right)-\Gamma_{\ell}^{2}\left(\Delta_{\ell}(t)\right)\right) X\right] B\right) \\
& =\sum_{\alpha} r_{\ell \alpha} \omega\left(A^{\dagger} e^{t \mathcal{L}_{N}}\left[\left(m_{\alpha}^{N}-m_{\alpha}(t)\right) Q_{\ell} X\right] B\right),
\end{aligned}
$$

and using the generalized Cauchy-Schwarz inequality in lemma 6, and taking the norm bound for $\|X\|$ and $\left\|Q_{\ell}\right\|$ we find

$$
|I| \leqslant\|X\|\left\|Q_{\ell}\right\| \sum_{\alpha}\left|r_{\ell \alpha}\right| \sqrt{\omega\left(A^{\dagger} e^{t \mathcal{L}_{N}}\left[\left(m_{\alpha}^{N}-m_{\alpha}(t)\right)^{2}\right] A\right)} \sqrt{\omega\left(B^{\dagger} B\right)} .
$$

Finally, we note that

$$
\left\|Q_{\ell}\right\| \leqslant 2 \gamma\left(\delta_{\ell}\right) \gamma^{\prime}\left(\delta_{\ell}\right),
$$

where

$$
\gamma^{\prime}\left(\delta_{\ell}\right)=\sum_{n=0}^{\infty} n\left|c_{\ell}^{n}\right| \delta_{\ell}^{n-1}
$$

Note that we use $\delta_{\ell}$ here since both $\left\|\Delta_{N}^{\ell}\right\|$ and, because of lemma 4, also $\left|\Delta_{\ell}(t)\right|$ are smaller than or equal to $\delta_{\ell}$. Clearly, both $\gamma\left(\delta_{\ell}\right)$ and $\gamma^{\prime}\left(\delta_{\ell}\right)$ are finite.

## Lemma 6

Lemma 6. Given any completely positive and unital map $\Lambda[\cdot]$ on the quasi-local algebra $\mathcal{A}$ and a state $\omega$, we have that

$$
\left|\omega\left(A^{\dagger} \Lambda\left[C^{\dagger} D\right] B\right)\right| \leqslant \sqrt{\omega\left(A^{\dagger} \Lambda\left[C^{\dagger} C\right] A\right)} \sqrt{\omega\left(B^{\dagger} \Lambda\left[D^{\dagger} D\right] B\right)}
$$

Proof. The proof of the above lemma (see also the proof in [28]) exploits the Stinespring dilation theorem. This states that, given any completely positive map, there exists a unitary operator $U$ acting on an enlarged algebra $\mathcal{A} \otimes \mathcal{B}$ and a state $\tau$ acting only on the algebra $\mathcal{B}$ such that

$$
\begin{equation*}
\Lambda[C]=\tau\left(U^{\dagger} C \otimes 1 U\right) \tag{A.15}
\end{equation*}
$$

Considering this, we can write

$$
\omega\left(A^{\dagger} \Lambda\left[C^{\dagger} D\right] B\right)=\omega \otimes \tau\left(A^{\dagger} \otimes \mathbf{1}\left[U^{\dagger}\left(C^{\dagger} \otimes \mathbf{1}\right)(D \otimes \mathbf{1}) U\right] B \otimes \mathbf{1}\right),
$$

and, using the Cauchy-Schwarz inequality, we have

$$
\begin{align*}
\left|\omega\left(A^{\dagger} \Lambda\left[C^{\dagger} D\right] B\right)\right| \leqslant & \sqrt{\omega \otimes \tau\left(A^{\dagger} \otimes \mathbf{1}\left[U^{\dagger}\left(C^{\dagger} C \otimes \mathbf{1}\right) U\right] A \otimes \mathbf{1}\right)} \\
& \times \sqrt{\omega \otimes \tau\left(B^{\dagger} \otimes \mathbf{1}\left[U^{\dagger}\left(D^{\dagger} D \otimes \mathbf{1}\right) U\right] B \otimes \mathbf{1}\right)} . \tag{A.16}
\end{align*}
$$

Finally, recalling the relation in equation (A.15) we can go back to the map $\Lambda$ to obtain

$$
\left|\omega\left(A^{\dagger} \Lambda\left[C^{\dagger} D\right] B\right)\right| \leqslant \sqrt{\omega\left(A^{\dagger} \Lambda\left[C^{\dagger} C\right] A\right)} \sqrt{\omega\left(B^{\dagger} \Lambda\left[D^{\dagger} D\right] B\right)}
$$

which concludes the proof.
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[^0]:    ${ }^{6}$ We denote dynamical generators acting on density-matrices with a $*$, as done for $\mathcal{D}$. We use $\mathcal{D}$ to denote instead the generator implementing the time evolution of observables.

[^1]:    ${ }^{7}$ We note that this form of convergence coincides with the weak operator convergence within the so-called GNS representation of the algebra $\mathcal{A}$ induced by the state $\omega[56,59]$.

